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Abstract

Background: Information on how behavior change strategies have been used to design digital interventions (DIs) to improve blood pressure (BP) control or medication adherence (MA) for patients with hypertension is currently limited.

Objective: Hypertension is a major modifiable risk factor for cardiovascular diseases and can be controlled with appropriate medication. Many interventions that target MA to improve BP are increasingly using modern digital technologies. This systematic review was conducted to discover how DIs have been designed to improve MA and BP control among patients with hypertension in the recent 10 years. Results were mapped into a matrix of change objectives using the Intervention Mapping framework to guide future development of technologies to improve MA and BP control.

Methods: We included all the studies regarding DI development to improve MA or BP control for patients with hypertension published in PubMed from 2008 to 2018. All the DI components were mapped into a matrix of change objectives using the Intervention Mapping technique by eliciting the key determinant factors (from patient and health care team and system levels) and targeted patient behaviors.

Results: The analysis included 54 eligible studies. The determinants were considered at two levels: patient and health care team and system. The most commonly described determinants at the patient level were lack of education, lack of self-awareness, lack of self-efficacy, and forgetfulness. Clinical inertia and an inadequate health workforce were the most commonly targeted determinants at the health care team and system level. Taking medication, interactive patient-provider communication, self-measurement, and lifestyle management were the most cited patient behaviors at both levels. Most of the DIs did not include support from peers or family members, despite its reported effectiveness and the rate of social media penetration.

Conclusions: This review highlights the need to design a multifaceted DI that can be personalized according to patient behavior(s) that need to be changed to overcome the key determinant(s) of low adherence to medication or uncontrolled BP among patients with hypertension, considering different levels including patient and healthcare team and system involvement.

(J Med Internet Res 2020;22(4):e17201) doi:10.2196/17201

KEYWORDS
digital intervention; hypertension; medication adherence; behavior change; intervention mapping; matrix of change objective.
Introduction

Overview

There is increasing demand for the wide adoption of digital tools and interventions as the entire healthcare ecosystem struggles to deal with the biggest burden of the 21st century: chronic diseases. However, both theory and practice on how to create digital interventions (DIs) remain underdeveloped and under analyzed. Therefore, we performed a systematic literature review to identify the specific components previously used in DIs targeting medication adherence (MA) and/or blood pressure (BP) control in patients with hypertension. We present the results of this analysis within a matrix of change objectives (MoCO) using a framework called Intervention Mapping (IM). This framework allowed us to identify both the activities that are common across different interventions and the goals these activities were intended to achieve. The ultimate impact of health innovations depends on how research evidence and existing theories are used [1]. Thus, organizing the published studies in a framework that considers an existing common theory supports more effective intervention development in the future. At the same time, outlining existing research in such a map provides more profound insight into the strengths, focus, and weaknesses of DIs that have already been developed.

Background

Hypertension, or high BP, is a global public health issue. Approximately 40% of people worldwide are estimated to have hypertension [2]. According to the World Health Organization (WHO) Global Brief on Hypertension [2], 9.4 million deaths annually are attributed to complications of hypertension. Hypertension was identified as the third most important factor for disability-adjusted life years globally in 2002 [3] and as the leading risk factor for global burden of disease in 2010 [4]. Based on the Framingham Heart Study [5], a recent article estimated the direct cost associated with hypertension to be 51.3 million EUR across five European countries [6]. Hypertension is a major modifiable risk factor for cardiovascular diseases [4]. To put it in a different way, patients with controlled BP are 50% less likely to suffer a cardiovascular event compared to those with uncontrolled BP [7].

Medication Adherence and Blood Pressure Control

The WHO defines adherence to long-term therapy as “the extent to which a person’s behavior—taking medication, following a diet, and/or executing lifestyle changes—corresponds to agreed recommendations from a health care provider” [8]. In this work, we focus specifically on adherence to a medication regimen to improve BP control.

Studies have repeatedly found that long-term adherence to hypertensive medication is low. A recent systematic review concluded that over 45% of hypertensive patients failed to comply with their medication regimen [9]. It has been estimated that increasing the adherence rate to antihypertensive therapy to 70% would reduce cardiovascular events by over 80,000 cases across the five European countries listed in the article based on the Framingham Heart Study [6].

Adherence to medications is a behavioral process driven by the interaction of many factors, which the WHO classifies into 5 categories: socioeconomic factors, factors associated with the health care team and system in place, disease-related factors, therapy-related factors, and patient-related factors [8]. Several patient-related factors, including lack of understanding of their disease, lack of involvement in the treatment decision-making process, and suboptimal medical literacy, contribute to medication nonadherence [10]. Horne and Weinman correlated MA with two main factors: patients’ personal beliefs about the necessity of their prescribed medication and their concerns about taking it [11]. They measured these two factors using the Beliefs about Medicines Questionnaire and showed, in a later systematic review of 94 studies, that higher MA was consistently associated with stronger perceptions of necessity and weaker perceptions of concern [12].

Behavior Change Theories

A meta-analysis reviewing MA intervention for adults with hypertension concluded that the most promising intervention components were those linking adherence behavior with habits, giving adherence feedback to patients, self-monitoring of BP, using pill boxes and other special packaging, and motivational interviewing [13]. Although the literature lists many factors correlated with MA, the causal relationships with such factors must be explored. Behavioral psychology professionals have developed several theories that try to explain how different factors are linked to behavior. Commonly used theories in health-related interventions include the Capability, Opportunity, Motivation, Behavior model [14]; Health Belief Model [15]; theory of planned behavior [16]; and transtheoretical model [17].

Digital Interventions

Interventions to support people with hypertension have the potential to improve outcomes; however, delivery on a wide scale and at low cost is challenging [18]. The use of digital technologies considerably increases the cost-effectiveness of interventions by quickly reaching a large number of people and enabling automation and personalization of content and delivery. Information and Communication Technology solutions such as telephone or video counseling, recorded audio messages, informational websites, and text messages are commonly used in behavioral interventions [19].

A meta-analysis of the effect of text-based interventions concluded that mobile phone text messaging approximately doubles the odds of adequate MA [20]. A systematic review of internet-based interventions for MA similarly found that 11 of 13 studies reported a high or moderate effect on adherence [21].

There is ample evidence that well-designed interventions can improve MA and that digital technologies can facilitate the delivery of these interventions. However, one must navigate a convoluted set of choices to go from theoretical design to practical implementation. A key challenge is that the same theoretical component can be implemented in very different ways, depending on the technology of choice.
Study Purpose

The purpose of this study was to identify the specific DI components used to target MA or BP control for patients with hypertension and to map those components with respect to their intended change in behavior. Although previous reviews have looked at the effectiveness of DI [22-24] and the behavior change techniques included in interventions [25,26], the specific components of these interventions have not been mapped with respect to their intended effect on behavior and the determinant it is intended to address. We reviewed all studies published in the last decade that describe an intervention with at least one digital communication channel. Then, we identified the digital components and mapped them to the intended behavior and relevant determinant factors using the IM approach [27,28].

This approach allowed us to compare the implementation choices across different studies. The selection of the appropriate theories and components for a given intervention remains unguided. For effective (personalized) DI design in the future, we highlight the most commonly used components and the intended effect of each on patient behavior. This knowledge is essential to evaluate how the specific components have been mapped to behavior change strategies. Furthermore, it supports professionals unfamiliar with behavior change theory in understanding how different functionalities can be used to deliver behavior change components.

Methods

Article Identification and Screening

This review intended to answer the following question: “How are DIs designed to improve MA and BP control among patients with hypertension?” We broke this question into three topics: the behaviors, if any, that are targeted for change; the key determinants of the targeted behaviors; and the key components of DIs that effectively improve MA and BP control among patients with hypertension.

We performed a systematic search of the PubMed electronic database. We limited our search to articles published between January 1, 2008, and December 31, 2018, to capture the increasing use of smartphones in health interventions.

Selection Criteria

In our analysis, we included articles fulfilling all three of the following criteria: articles describing the design and/or evaluation of an intervention to improve BP control and/or MA, studies including the use of digital technologies in the intervention delivery to the patients, and studies with hypertension as an inclusion criterion.

Reviews and surveys were excluded, as were articles written in languages other than English. Studies with sample size smaller than 15 or intervention duration <1 month were also excluded. Since the goal was to analyze interventions, we combined all articles that described the same study.

Analysis and Categorization

Articles were evaluated by one reviewer and double checked by another reviewer. From each study, we extracted information pertaining to study design (ie, type of study, number of participants, duration of intervention, country), theoretical underpinnings, primary outcome measures regarding MA and BP, intervention delivery modalities, determinant factors, targeted behaviors, and components of the DI. Finally, three investigators in several rounds of discussions verified the results.

In this review, we focused only on the digital components of the intervention to compare how specific digital components were being used across studies. Given the heterogeneity of intervention designs across studies, different theoretical frameworks used, and different technologies employed, we decided to map all studies to a common framework for comparison and for further development of interventions. We selected a format inspired by MoCO as used in the IM framework [13,28].

Intervention Mapping and Matrix of Change Objectives

IM has been proposed as a 6-step protocol to guide the intervention design process [29]. The second step is to create the MoCO by matching performance objectives (sub-behaviors) with determinants (factors affecting a patient’s conduct). It is important to note that IM can be applied regardless of the underlying theory because it relates to the design process in general.

In IM, matrices that combine performance objectives with their determinants are the basis for intervention development. MoCOs are intended to answer the question “What has to change in a specific determinant in order to bring about the behaviors that need to be changed, to reach performance objectives?” The matrix is created by intersecting the performance objectives with determinants of behavior and environmental conditions.

Performance objectives are statements of what a program participant will do or how an environmental condition will be improved. These performance objectives describe exactly what needs to be done at each environmental level by the at-risk population and the agents or policy makers to achieve health outcome improvements.

Determinants answer the question of “why?” The barriers and facilitators to implementation are considered as determinants. Determinants can be constructed through different methods. They can be theoretical constructs from health promotion theories. They can also be found through comprehensive reviews of empirical literature. Some planners would also investigate qualitative methods used with the targeted population, performed independently or sequentially with a quantitative study using a structured questionnaire with questions based on the results of the qualitative phase, shedding light on more hidden determinants.

Change objectives specify what needs to change in the determinants of behavior or environmental conditions to accomplish the performance objectives.

This framework allows us to organize and categorize existing work in a well-defined structure, offering two benefits. First, such a structure allows for a more in-depth comparison of existing studies in their targeted determinant, behaviors to
change, and the components of developed DIs. Second, it facilitates the creation of new DIs, by creating an understanding of the digital components that were previously used, the intended goals, and the areas that have received less or more attention. We created the MoCO by working backwards from each digital component of the DI delivered in each study. We had to identify which behaviors and determinants were addressed, based on the descriptions provided by the authors. After reading all the articles, we needed to understand each intervention component and extract all the DI components first. The second step, which was even more challenging, was to identify the goals behind each component. This rationale was rarely explicitly reported by the author(s) and required interpretation, sometimes requiring extensive discussion, by the reviewers. We identified the addressed determinant(s) and the targeted behavior(s) and then mapped that component to the relevant cell(s) in the matrix. The categories for targeted behavior and determinants were inductively generated from what we identified in the studies we reviewed, with initial inspiration from the Health Belief Model.

**Results**

The literature review resulted in 54 studies that met the research criteria (Figure 1). Because 8 studies published different aspects of their interventions in more than one paper, we mapped all the related articles into a single study for analysis.

![Flowchart of study inclusion](https://www.jmir.org/2020/4/e17201)

**Figure 1.** Flowchart of study inclusion. BP: blood pressure; MA: medication adherence; DI: digital intervention.

### Study Design

The intervention durations ranged from 1 month to 24 months. The most common duration was 12 months (16/54 studies), which seemed more likely to show benefits for improved MA or reduced BP as behavior change occurs over a period of time. Other reported durations were <6 months (11/54 studies), 6 months (11/54 studies), >12 months (7/54 studies), and 7-10 months (7/54 studies). The intervention duration was not explicitly mentioned in 2 of 54 the articles.

Of the 54 studies, 39 were randomized controlled trials, 5 were longitudinal studies, 5 were pilot/feasibility studies, 3 were quasi-experimental studies, and 1 each was an observational study and mixed-method study.

Across the 54 studies, 24 were conducted in North America, 14 in Europe, 8 in Asia, 4 in Latin America, 2 in Africa, and 2 in Australia.

The sample size varied from 19 to 4076 participants. The most common range was 100-499 participants (26/54 studies). The sample size in other studies ranged from 50 to 99 participants (9/54 studies), 500 to 999 participants (7/54 studies), 1000 to 4076 participants (7/54 studies), and 1 to 49 participants (5/54 studies). Almost all the studies had a multidisciplinary team delivering the interventions, ranging from nurses, physicians, pharmacists, social workers/community health workers, and family members.
Primary Outcome Measures: Medication Adherence and Blood Pressure

Among the 54 reviewed articles, 7 studies focused solely on MA, 18 studies on only BP, and 29 studies on both MA and BP. However, the studies approached those measures in quite different ways, as we explain in the subsequent two sections.

Several papers also included other primary outcome measures, depending on the specific goals of the intervention. Those typically varied between different studies. In brief, they included aspects of body composition (eg, BMI, weight, and waist circumference), scores for quality of life (eg, quality-adjusted life years and quality of life), and the Beliefs about Medicines Questionnaire to demonstrate how their intervention affected patient beliefs about medications. There were 8 studies that performed an economic/cost-effectiveness analysis or resource utilization of the intervention/care costs to demonstrate how important it is to invest more in treatment compliance to avoid emergency room admissions. Self-efficacy was compared using questionnaires in 2 of the 54 studies.

Measures of Medication Adherence

The papers included in this review used both subjective and objective approaches to determine whether patients took their medication as prescribed. Among the 54 studies reviewed, only 39 reported how MA was measured. In 3 studies, MA was not the primary outcome; instead, it was the secondary outcome [30,31] or used as a measure for medication adjustment [32]. In 8 papers, two separate measures were simultaneously used to determine MA, mainly to reconcile or verify with pharmacy records or pill counts.

Among the 39 studies that reported how MA was measured, self-reported values were used in 23 studies. Of these 23 studies, 12 used the Morisky Medication Adherence Scale (MMAS, MMAS-1, MMAS-4, or MMAS-8), 7 studies asked the participant to report whether they had taken the medication, and 1 study used the 24-item Patient Medication Adherence Questionnaire, Medication Adherence Report Scale, Morisky-Green-Levine Measure of Patient Adherence to Medical Regimens, and Hill-Bone Blood Pressure Therapy Compliance Scale.

Objective MA criteria were used in 24 studies. None of the reviewed studies used direct measures; however, digital medicine (DM) was used in 2 pilot studies. DM is created by attaching an ingestible sensor to each pill that sends a signal to a wearable device when digested. With the help of precise recording of ingestion, the 2 studies were able to capture timing adherence (within ±1 hour around the prescribed dosing time). They were also the only studies that measured ingestion adherence. The most common MA measures were those based on secondary database analyses, such as pharmacy records or dispensing data (11 studies), where 6 studies used proportion of days covered, 1 study used pharmacy refill rate [33], and the remaining 4 studies either did not mention any specific equation or proposed their own. Electronic pill boxes (ePill) or medicine blisters were used in 7 studies, not always as a Medication Events Monitoring System but mainly to count the number of pills/doses taken by the patient. Finally, manual pill count was used in 4 studies.

Measures of Blood Pressure

BP was the most commonly reported primary outcome measure (47/54 studies). Some studies compared the mean change in BP, either self-measured or measured by a health care professional following specific guidelines, between several time points (eg, every month). Other studies reported the proportion of patients with adequately controlled BP (eg, clinic BP <140/90mmHg). There were a number of studies that only focused on systolic BP since most patients with hypertension who are <65 years old have systolic or a combination of systolic/diastolic hypertension and, for the majority, controlling systolic BP also results in control of diastolic BP [34,35].

To make better treatment decisions, some clinicians prefer to treat patients with hypertension based not only on the clinical measurements but also on additional measurements such as home BP monitoring. There were 21 studies in which patients were provided with home BP monitoring to reduce the white coat effect and allow for multiple and frequent readings, while others measured it during the patient visit following specific guidelines, such as the recommended measurement guidelines from the American Heart Association [36].

Intervention Results: Blood Pressure and Medication Adherence

We only report the DIs elicited from the reviewed studies. The intervention result is not solely based on DIs, since several of the studies considered a multifaceted intervention that included DI as part of the main intervention. Therefore, the reported intervention results in this section are based on all the components of the reviewed interventions and not only DI components. Since we only focused on BP and MA as the main outcomes, other outcomes are not reported here.

In total, 26 studies reported a significant reduction in BP, whereas 9 studies reported insignificant BP reduction in the DI group.

Regarding MA, 10 studies reported insignificant MA improvement, with 6 studies reporting a better MA rate among patients during the intervention. Another 6 studies reported significant BP reduction and MA improvement, and 2 studies reported insignificant changes in both BP and MA.

There were more studies reporting a significant BP reduction than reporting a significant improvement in MA. This might be because a greater number of studies focused on BP reduction. It might also be due to standardized BP measurements and BP as the final target of MA.

Theoretical Models and Constructs

Not all studies reported a theoretical underpinning for their DIs; 65% (35/54) of the studies did not explicitly mention the application of psychological theories, models, or principles to their interventions.

Of the 19 remaining studies, the cited theories, models, or principles were behavior change techniques (4/19 studies) targeting patients’ psychological determinants [29], the Chronic
Care Model (4/19 studies) to improve care delivery by identifying essential components of the health care system [37], the Social Cognitive Theory (4/19 studies) to change patients’ behavior using their own experiences and observations of others’ actions [38,39], the Health Belief Model [40] (1/19 studies) that is based on patients’ beliefs about the risks and perceptions of the potential benefits of the actions [41], and the Self-Determination Theory (2/19 studies) that highlights the importance of humans’ evolved inner resources for personality development and behavioral self-regulation without external influence and interference [42]. Two studies used the principles of patient empowerment as their underpinning cognitive model, and 2 studies used the Common-Sense Model of Self-Regulation [43] that explicates the processes involved in the initiation and maintenance of behaviors for mitigating illness threats.

Matrix of Change Objectives Components

To map the studies into the MoCO framework, we built the matrix components inductively by reviewing the studies and then mapped them to the corresponding cell in the matrix.

Here, we present an example to illustrate the inductive analysis. The following process was performed for all the studies. All the terms used will be presented further.

Frias et al [44] investigated the effectiveness of DM, in which an ingestible sensor is attached to each medication that sends a signal to a wearable sensor whenever digested. Through the wearable sensor (ie, telemetric devices [TelDev]), physical activity data can also be collected, such as mean daily step count and duration of physical activity and rest. The researchers provided a mobile application for patients and a Web portal for physicians to visualize the DM data: MA, as indicated by ingestion, and physical activity. The mobile device app also prompted the patient to take their medication as scheduled. In brief, the following 3 DI components were used: DM data visualization through the mobile app for patients, DM data visualization through the Web portal for physicians, and medication reminders through the mobile app for patients.

The first component provided visualization of MA adherence and physical activity through a mobile app for patients with the help of TelDev and DM. Without this information, patients were not precisely aware of their medication intake history. Therefore, this component targets the “lack of self-awareness” determinant and “taking medication” behavior through “mHealth” and “DM.” The same interpretation occurs for physical activity through the mobile app and the TelDev; hence, the crossover of the “lack of self-awareness” determinant and “lifestyle management” behavior is addressed through “TelDev” and “mHealth.”

The second component provided DM data visualization to physicians through a Web portal. Thus, this component provides additional information about the patient’s health status and MA. Regarding MA, the DI targets the “clinical inertia” determinant and the patient behavior of “taking medication” through “Web” and “DM.” For physical activity data, the DI focuses on the “lifestyle management” behavior of patients and the same “clinical inertia” determinant through “Web” and “TelDev” at the health care team and system levels.

The last component provides mobile app–based patient reminders to take their medication. Thus, it targets the “forgetfulness” determinant for the patient behavior of “taking medication” through “mHealth.”

Digital Intervention Delivery Modalities

We extracted all digital components of the interventions that were delivered in all 54 studies. We divided the delivery modalities into the following categories:

- Phone (23 studies): phone calls, including manual (19 studies), Interactive Voice Response (3 studies), and videoconferencing (3 studies)
- Web (26 studies): Web-based platforms
- SMS (13 studies)
- mHealth (16 studies): mHealth smartphone apps
- Email (16 studies)
- Electronic health records (EHR; 7 studies): EHR-based software
- Video (3 studies): non-Web-based educational multimedia content
- Com (2 studies): non-Web-based computer-based programs
- TelDev (8 studies): telemetric devices, including automatic BP monitoring devices or automatic weighing scales
- ePill (6 studies)
- DM (2 studies)

Almost all the studies used a mix of these categories to deliver their interventions. ePill and DM are means of measuring MA. We include them in this categorization for two reasons. First, they are a means of digitalization. With the help of these, one can measure MA without manually entering medication intake. Second, they can be considered an intervention factor, rather than just monitoring, since the act of being observed, especially at such high fidelity, is almost certain to influence a patient’s behavior. Two key factors should generally be considered when discussing MA: monitoring and intervention [45]. Monitoring refers to the means that can reveal whether the patient has taken the medication as prescribed, while intervention refers to the tools that can be used to enhance MA or correct it once a mistake or drift is detected. The use of these electronic devices fulfills both criteria to some extent. The same reasons apply to including TelDev in this categorization.

Targeted Behaviors

The targeted patient behaviors to change through DI were extracted from 54 studies and then we inductively categorized them into the following:

- PB1: obtain the correct prescription when needed
- PB2: initiate refill medication
- PB3: take/ingest medication
- PB4: interactive patient-provider communication
- PB5: self-measurement
- PB6: lifestyle management
- PB7: get support from peers or family members

Two-way communication between the patient and provider facilitates resolution of many issues regarding MA and BP control [46,47]. This communication is always happening when the patient visits the provider in person, but that is a relatively
rare occurrence. However, through digital communication channels, such as mHealth, the Web, SMS, phone, and email, two-way communication can occur when the patient needs to discuss something with the provider, but in a remote or even offline manner.

**Key Determinants**

Although we only included studies that delivered a DI for patients regarding BP control or MA improvement, some studies also simultaneously delivered a DI for the health care team or health care system. Therefore, the key determinants, mainly barriers, were investigated at these 3 levels. Then, we merged the health care team and system levels, resulting in two of the WHO categories: patient level and health care team and system level.

At the health care team and system level, the following determinants were extracted:

- **HD1:** limited software capability, including a limited appointment system [18,48] and lack of record keeping in EHR [30,49]
- **HD2:** lack of education, when the health care team had a lack of information about adherence guidelines and general health behavior recommendations or exhibited low adherence to the guidelines [50,51]
- **HD3:** clinical inertia (aka therapeutic inertia), defined as the failure of health care providers to initiate or intensify therapy according to the current guidelines when treatment goals are unmet [52] (eg, persistently elevated BP), resulting from a combination of health care system, provider, and patient factors [53] including patient factors of low MA [54]. Accordingly, experts recommend MA assessment prior to treatment intensification [55].
- **HD4:** inadequate health workforce, which occurs when the physician workload is high. Different studies discussed whether to shift some of the workload to pharmacists, community health workers, or nurses or make use of technology.

The latter two were the most targeted determinants.

Regarding the patient level, five determinants were extracted:

- **PD1:** low perceived risk to health, for which 2 studies aimed to create awareness of the disease risk factors [18,56]
- **PD2:** lack of education, which occurs when the targeted barrier is a general lack of health literacy or patient/family-based education regarding the different disease conditions
- **PD3:** lack of self-efficacy, which occurs when the patient barrier is related to a lack of motivation or inefficiency in decision making
- **PD4:** lack of self-awareness, which occurs when the patients are unaware of their health status recorded either in clinical data (eg, EHR) during visits to doctors or as self-measured data (eg, MA, BP, physical activity)
- **PD5:** forgetfulness, which occurs when the barrier is multiple medication management or a stressed and busy life, when patients are prone to forget to take their medication

The latter three were the most commonly targeted determinants for behavior change in patients.

**Matrix of Change Objectives**

In the resulting MoCO, we listed the delivered DIs in the selected studies with respect to the intended behaviors to change and the targeted key determinant to improve BP control or MA in patients.

Table 1 indicates the matrix for the patient level, and Table 2 illustrates the matrix for the health care team and system level. Of the 54 studies, 63% (34/54) of the studies involved both levels for the DI. We categorized the studies inside each cell based on the delivery modalities.
Table 1. Matrix of change objectives at the patient level, with the studies targeting medication adherence or blood pressure improvement in patients with hypertension categorized by digital intervention delivery modality.

<table>
<thead>
<tr>
<th>Patient behaviour</th>
<th>PD1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PD2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PD3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>PD4&lt;sup&gt;d&lt;/sup&gt;</th>
<th>PD5&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB1&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR&lt;sup&gt;g&lt;/sup&gt;</td>
<td>—</td>
<td>[49]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td></td>
<td>[31]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PB2&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>[49]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>—</td>
<td>[48,49]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mHealth&lt;sup&gt;j&lt;/sup&gt;</td>
<td>—</td>
<td></td>
<td></td>
<td>[57]</td>
<td></td>
</tr>
<tr>
<td>SMS</td>
<td>—</td>
<td></td>
<td></td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>—</td>
<td>[48,58]</td>
<td></td>
<td>[48]</td>
<td></td>
</tr>
<tr>
<td>PB3&lt;sup&gt;k&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Com&lt;sup&gt;l&lt;/sup&gt;</td>
<td>[59,60]</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DM&lt;sup&gt;m&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td></td>
<td>[44]</td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>—</td>
<td>[49,61,62]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>—</td>
<td>[63]</td>
<td></td>
<td>[31,64]</td>
</tr>
<tr>
<td>ePill&lt;sup&gt;n&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td></td>
<td>[64]</td>
<td></td>
</tr>
<tr>
<td>mHealth</td>
<td>[33,65,66]</td>
<td>[44,61,67,68]</td>
<td>[69]</td>
<td></td>
<td>[18,33,57,61,66-71]</td>
</tr>
<tr>
<td>Phone</td>
<td>[49,59,65,72-74]</td>
<td>[75]</td>
<td>[48,58,63,74,76,77]</td>
<td></td>
<td>[32,64,72,75,78]</td>
</tr>
<tr>
<td>SMS</td>
<td>[18]</td>
<td>[18]</td>
<td>[18,63,67,79]</td>
<td>[18]</td>
<td>[18,30,50,63,64,67,77,79-81]</td>
</tr>
<tr>
<td>Video</td>
<td>[74,82]</td>
<td>—</td>
<td>[74]</td>
<td></td>
<td>[78]</td>
</tr>
<tr>
<td>Web</td>
<td>—</td>
<td>[61,62]</td>
<td></td>
<td>[48,83,84]</td>
<td>[61,85]</td>
</tr>
<tr>
<td>PB4&lt;sup&gt;o&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Com</td>
<td>[59,60]</td>
<td>—</td>
<td>[60]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>—</td>
<td>[49,86]</td>
<td>[48]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>[87]</td>
<td>[58,63]</td>
<td></td>
<td>[84]</td>
</tr>
<tr>
<td>mHealth</td>
<td>[65,69]</td>
<td>[57]</td>
<td>[70,88]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone</td>
<td>[49,59,65,73,74]</td>
<td>[87]</td>
<td>[48,58,60,63,74,76]</td>
<td></td>
<td>[32]</td>
</tr>
<tr>
<td>SMS</td>
<td>—</td>
<td>—</td>
<td></td>
<td>[18,30,81]</td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>[51]</td>
<td>[51,60,86,87]</td>
<td>[48,51,56,60,83]</td>
<td>[62]</td>
<td></td>
</tr>
<tr>
<td>PB5&lt;sup&gt;p&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>—</td>
<td>[61]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>[60,89]</td>
<td>[31,87]</td>
<td>[60]</td>
<td></td>
<td>[31,64,68,71,84,87,88]</td>
</tr>
<tr>
<td>mHealth</td>
<td>[66]</td>
<td>[57,61,66-68,71,86,88,90]</td>
<td>[70,88]</td>
<td></td>
<td>[57,68,90]</td>
</tr>
<tr>
<td>Phone</td>
<td>[73]</td>
<td>[72,75,87]</td>
<td>[48]</td>
<td></td>
<td>[68,75,87]</td>
</tr>
<tr>
<td>SMS</td>
<td>—</td>
<td>—</td>
<td>[67]</td>
<td></td>
<td>[64,67,91,92]</td>
</tr>
<tr>
<td>TelDev&lt;sup&gt;q&lt;/sup&gt;</td>
<td>—</td>
<td>[67,68,85,90,93]</td>
<td>[70,85]</td>
<td></td>
<td>[68]</td>
</tr>
<tr>
<td>Video</td>
<td>[82]</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Web</td>
<td>[31,60,85]</td>
<td>[31,57,60,61,85,87,90,93]</td>
<td>[31,48,58,60,83,90]</td>
<td>[56]</td>
<td>[85]</td>
</tr>
<tr>
<td>PB6&lt;sup&gt;r&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Com</td>
<td>[59,60]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Patient behaviour</td>
<td>PD1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>PD2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>PD3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>PD4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>PD5&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>EHR</td>
<td>—</td>
<td>[58,61]</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Email</td>
<td>[60,89]</td>
<td>[93]</td>
<td>[31,58,60,94]</td>
<td>—</td>
<td>[31]</td>
</tr>
<tr>
<td>mHealth</td>
<td>[57,65,66,88,90]</td>
<td>[44,57,61]</td>
<td>[57,61,70,81]</td>
<td>—</td>
<td>[57,61,81]</td>
</tr>
<tr>
<td>Phone</td>
<td>[59-65,72,73,75,95]</td>
<td>[93]</td>
<td>[48,58,76,96]</td>
<td>—</td>
<td>[75,94]</td>
</tr>
<tr>
<td>SMS</td>
<td>[18,67]</td>
<td>[18]</td>
<td>[18,50,79,90]</td>
<td>[18]</td>
<td>[90]</td>
</tr>
<tr>
<td>TelDev</td>
<td>—</td>
<td>[44]</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Web</td>
<td>[31,51,60,85,88]</td>
<td>[61]</td>
<td>[31,48,56,60,61,83,90]</td>
<td>[56]</td>
<td>[61]</td>
</tr>
</tbody>
</table>

<sup>a</sup>PD1: patient-level determinant 1, low perceived risk to health.
<sup>b</sup>PD2: patient-level determinant 2, lack of education.
<sup>c</sup>PD3: patient-level determinant 3, lack of self-efficacy.
<sup>d</sup>PD4: patient-level determinant 4, lack of self-awareness.
<sup>e</sup>PD5: patient-level determinant 5, forgetfulness.
<sup>f</sup>PB1: patient behavior 1, obtain the correct prescription when needed.
<sup>g</sup>EHR: electronic health record.
<sup>h</sup>No studies found.
<sup>i</sup>PB2: patient behavior 2, initiate/refill medication.
<sup>j</sup>mHealth: mobile health.
<sup>k</sup>PB3: patient behavior 3, take/ingest medication.
<sup>l</sup>Com: computer-based programs.
<sup>m</sup>DM: digital medicine.
<sup>n</sup>ePill: electronic pill boxes.
<sup>o</sup>PB4: patient behavior 4, interactive patient-provider communication.
<sup>p</sup>PB5: patient behavior 5, self-measurement.
<sup>q</sup>TelDev: telemetric device.
<sup>q</sup>PB6: patient behavior 6, lifestyle management.
<sup>s</sup>PB7: patient behavior 7, get support from peers or family members.
Table 2. Matrix of change objectives at the health care team and system level, with the studies targeting medication adherence and blood pressure improvement in patients with hypertension categorized by digital intervention delivery modality.

<table>
<thead>
<tr>
<th>Patient behaviour</th>
<th>HD1a</th>
<th>HD2b</th>
<th>HD3c</th>
<th>HD4d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PB1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>[49]</td>
<td>—g</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[31]</td>
</tr>
<tr>
<td>Web</td>
<td>—</td>
<td>[50]</td>
<td>[70,87]</td>
<td>—</td>
</tr>
<tr>
<td><strong>PB2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>[49]</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>PB3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DM</td>
<td>—</td>
<td>—</td>
<td>[44,91]</td>
<td>—</td>
</tr>
<tr>
<td>EHR</td>
<td>[49]</td>
<td>—</td>
<td>[97]</td>
<td>—</td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>—</td>
<td>[64,75]</td>
<td>[63,72]</td>
</tr>
<tr>
<td>ePill</td>
<td>—</td>
<td>—</td>
<td>[64,76,77,97-99]</td>
<td>—</td>
</tr>
<tr>
<td>mHealth</td>
<td>—</td>
<td>—</td>
<td>[67,69]</td>
<td>—</td>
</tr>
<tr>
<td>Phone</td>
<td>—</td>
<td>—</td>
<td>[48,75]</td>
<td>[58,63]</td>
</tr>
<tr>
<td>Web</td>
<td>—</td>
<td>—</td>
<td>[31,44,48,69,70,77,91]</td>
<td>[72]</td>
</tr>
<tr>
<td><strong>PB4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Com</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EHR</td>
<td>[49]</td>
<td>—</td>
<td>—</td>
<td>[86]</td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[63]</td>
</tr>
<tr>
<td>Phone</td>
<td>[49]</td>
<td>—</td>
<td>[70]</td>
<td>[48,58,63]</td>
</tr>
<tr>
<td>SMS</td>
<td>[18]</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Web</td>
<td>[48]</td>
<td>—</td>
<td>[90]</td>
<td>[48,56,86]</td>
</tr>
<tr>
<td><strong>PB5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHR</td>
<td>—</td>
<td>—</td>
<td>[86]</td>
<td>—</td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>—</td>
<td>[64,67,75]</td>
<td>[72]</td>
</tr>
<tr>
<td>mHealth</td>
<td>—</td>
<td>—</td>
<td>[57,67,88,90]</td>
<td>—</td>
</tr>
<tr>
<td>Phone</td>
<td>—</td>
<td>—</td>
<td>[48,72,75]</td>
<td>[67]</td>
</tr>
<tr>
<td>TelDev</td>
<td>—</td>
<td>—</td>
<td>[64,67,90,91]</td>
<td>[93]</td>
</tr>
<tr>
<td>Web</td>
<td>—</td>
<td>—</td>
<td>[31,48,57,60,70,86,88,90-92]</td>
<td>[72,93]</td>
</tr>
<tr>
<td><strong>PB6</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>[72]</td>
</tr>
<tr>
<td>mHealth</td>
<td>[30]</td>
<td>—</td>
<td>[29,57]</td>
<td>[30]</td>
</tr>
<tr>
<td>Phone</td>
<td>—</td>
<td>—</td>
<td>[48]</td>
<td>[58]</td>
</tr>
<tr>
<td>TelDev</td>
<td>—</td>
<td>—</td>
<td>[44,91]</td>
<td>—</td>
</tr>
<tr>
<td>Web</td>
<td>—</td>
<td>[50]</td>
<td>[44,48,87,90,91]</td>
<td>[60,72]</td>
</tr>
</tbody>
</table>

aHD1: health care team and system-level determinant 1, limited software capabilities.
bHD2: health care team and system-level determinant 2, lack of education.
cHD3: health care team and system-level determinant 3, clinical inertia (aka therapeutic inertia).
dHD4: health care team and system-level determinant 4, inadequate health workforce.
Discussion

Principal Findings

To more effectively develop DIs, which leads to more personalized DIs, there is a need to review what has already been developed to identify the gaps. In this paper, we created a MoCO based on 54 reviewed studies to visualize the entire set of previously delivered DIs as a self-explainable map. Moreover, the map can be used to develop future DIs within this domain. With the help of the matrix, we identified a noticeable need to address the intent of the study regarding which determinants were targeted, what behaviors were targeted for change, and which components of DIs have been used. Tailored interventions addressing each patient’s specific barriers to adherence successfully achieve improved MA on a larger scale [100].

Determinants targeted by the studies fell primarily into two levels: patient and health care team and system. This agrees with the results of a systematic review conducted by AlGhurair et al [101] that showed underrepresentation of condition, therapy, and socioeconomic barriers. Thus, there is still room for improvement in DI design by targeting factors from levels other than the patient level. However, according to a review conducted by Klasnja and Pratt [102], health care provider involvement is one of the five key intervention strategies that have been used in phone-based interventions. This also agrees with our inductive analysis, which showed that most of the DIs targeting the patient level (63%) also targeted the health care team and system level.

Using the IM technique can identify appropriate theories for creating DIs. The DIs that did not result in a significant improvement in MA and BP control tended to lack an underlying theory; in fact, 65% of the reviewed studies did not mention the use of theory, models, or principles in their intervention planning, which supports the results from a systematic review of mHealth intervention trials that concluded most interventions failed to incorporate behavioral theories [103]. In contrast, the 10 studies that designed their intervention based on a theoretical model were successful in achieving significant BP reduction or MA improvement or a better rate of BP control or MA.

Most Targeted Change Objectives

The most commonly targeted change objectives in the matrix were concentrated in the cross between the patient-level determinant of forgetfulness and the taking medication behavior (26/54 studies). One reason for this might be that reminders are one of the easiest and least expensive DIs that can address this change objective. The DIs were mainly delivered through SMS or mHealth, which are considered to attract attention sooner, compared to the Web or email. Moreover, it is less expensive than ePill, is less invasive than DM, and requires less effort from the health care team than phone calls.

The second most commonly targeted change objectives were also patient-level determinants, namely a lack of self-efficacy crossed with lifestyle management (22/54 studies) and a lack of education crossed with lifestyle management (22/54 studies). Lifestyle is an essential element in managing hypertension since optimal therapy involves consideration of the patient’s diet, exercise, tobacco and alcohol use, compliance, and achievement of BP control [104]. The recent guideline for high BP management also provides new treatment recommendations including lifestyle changes as well as BP-lowering medications [105]. Furthermore, dietary risk factors are linked to poor knowledge of hypertension [106]. Evidence has shown that low self-efficacy is usually related to a low level of physical activity [107] and poor MA [101].

Clinical inertia crossed with self-measurement behavior was the third commonly cited change objective (20/54 studies). Clinical inertia crossed with the taking medication behavior was also found in many studies (17/54 studies). Clinical inertia and MA are most definitely intertwined [108], despite being two separate issues in managing hypertension. The results from this review support this fact. Previous studies tried to increase medication intake and self-measurement behaviors of patients to overcome clinical inertia. However, no study focused on the initiation or refill of medication crossed with the clinical inertia determinant. This might be due to several reasons, including patients are provided with medications, patients already have some medications, or the health care team can check medication disbursement via a system (eg, pharmacy pickups). Nevertheless, MA requires the initial purchase or refill of the medication; this could be a focus of future interventions.

PB1: patient behavior 1, obtain the correct prescription when needed.
PB2: patient behavior 2, initiate/refill medication.
PB3: patient behavior 3, take/ingest medication.
PB4: patient behavior 4, interactive patient-provider communication.
PB5: patient behavior 5, self-measurement.
PB6: patient behavior 6, lifestyle management.
EHR: electronic health record.
DM: digital medicine.
ePill: electronic pill boxes.
Com: computer-based programs.
TelDev: telemetric device.
Least Targeted Change Objectives

There were a number of determinants crossed with behaviors to change that were not as commonly addressed by the studies, leading to empty cells in the matrix. If empty cells belong to the health care team and system level, it implies that none of the reviewed studies developed a DI for both levels concurrently. One might find a study that is focused on DIs delivered only to the health care team; however, it was not of interest for this review and was not included. A clear example is many empty cells at the lack of education at the health care team and system level. Only one study [50] had delivered DI to patients and concurrently provided education through a Web portal for the health care team. However, there were some empty cells that were of no interest from a DI point of view. For example, no studies were in the initiation/refill medication behavior crossed with lack of education at the health care team and system level because providing education for the health care team to convince patients to buy or refill their medication does not require a DI or education.

Empty cells at the patient level warrant closer attention since the focus of the review was patient-level DIs. Most empty cells occurred for the get correct prescription when needed behavior. To improve BP control, physicians often adjust antihypertensive medication by increasing the dosage of drugs, switching BP-lowering drugs, or combining different classes of antihypertensive medications [109]. That is why this behavior was targeted at all health care team and system–level DIs but barely at the patient level. Only 2 studies targeted this behavior at the patient level, by increasing patient awareness about elevated BP levels and the need for medication change. However, future DIs can target some of the determinants from the patient level such as a lack of education.

Most of the included DIs did not involve support from family members, especially at the health care team and system level. Assistance and support from peers, family members, and friends can help enhance patients’ optimism and self-esteem, ease the stress of being sick, calm depression caused by the disease, and improve sick-role behaviors, which can improve MA [110]. The limited social support indicates a gap that could be addressed in future personalized DIs.

Limitations

Systematic reviews, as key elements in evidence-based health care and research, should avoid selection bias. We identified all the relevant studies published from 2008 to 2018 in PubMed. Searching in one electronic database was possibly not the ideal option; however, the number of papers covering DIs delivered to patients with hypertension to improve BP control or MA was extensive. Further, as PubMed is a broad database targeting the area of interest, its use might reduce any selection bias.

To interpret the included articles, the reviewers rechecked and discussed the contents in the framework to gain consensus.

The distinction between the first four patient-level determinants was not always clear. Educational content can contain some information about the risks as well. Since we did not have access to the content of the DIs and the authors did not always describe them in detail, we categorized the DIs according to what was reported in the published articles.

Conclusions

There is an increasing demand for the wide adoption of digital tools and interventions for patients with hypertension to improve MA and BP control in the short term and quality of life in the long term. To illustrate the analytic results in a self-explainable map based on a common behavior change theory, we built a MoCO using the IM framework. This process highlighted a path for further research in DI design and development in pursuit of MA and BP control in patients with hypertension.

This review highlights the need to design a multi-faceted DI that can be personalized according to patient behavior(s) that need to be changed to overcome the key determinant(s) and considering different levels including patient and provider involvement.
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Abstract

Background: The perinatal period is a vulnerable time during which depression and anxiety commonly occur. If left untreated or undertreated, there may be significant adverse effects; therefore, access to rapid, effective treatment is essential. Treatments for mild-to-moderate symptoms according to a stepped-care approach involve psychoeducation, peer support, and psychological therapy, all of which have been shown to be efficaciously delivered through digital means. Women experience significant barriers to care because of system- and individual-level factors, such as cost, accessibility, and availability of childcare. The use of mobile phones is widespread in this population, and the delivery of mental health services via mobile phones has been suggested as a means of reducing barriers.

Objective: This study aimed to understand the extent, range, and nature of mobile health (mHealth) tools for prevention, screening, and treatment of perinatal depression and anxiety in order to identify gaps and inform opportunities for future work.

Methods: Using a scoping review framework, 4 databases were searched for terms related to mobile phones, perinatal period, and either depression or anxiety. A total of 477 unique records were retrieved, 81 of which were reviewed by full text. Peer-reviewed publications were included if they described the population as women pregnant or up to 1 year postpartum and a tool explicitly delivered via a mobile phone for preventing, screening, or treating depression or anxiety. Studies published in 2007 or earlier, not in English, or as case reports were excluded.

Results: A total of 26 publications describing 22 unique studies were included (77% published after 2017). mHealth apps were slightly more common than texting-based interventions (12/22, 54% vs 10/22, 45%). Most tools were for either depression (12/22, 54%) or anxiety and depression (9/22, 41%); 1 tool was for anxiety only (1/22, 4%). Interventions starting in pregnancy and continuing into the postpartum period were rare (2/22, 9%). Tools were for prevention (10/22, 45%), screening (6/22, 27%), and treatment (6/22, 27%). Interventions delivered included psychoeducation (16/22, 73%), peer support (4/22, 18%), and psychological therapy (4/22, 18%). Cost was measured in 14% (3/22) studies.

Conclusions: Future work in this growing area should incorporate active psychological treatment, address continuity of care across the perinatal period, and consider clinical sustainability to realize the potential of mHealth.

(J Med Internet Res 2020;22(4):e17011) doi:10.2196/17011
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**Introduction**

**Background**

The perinatal period, often defined as the period between conception and up to 1 year after giving birth, is a vulnerable time during which depression and anxiety commonly occur. Depression and anxiety during this period affect 14.5% and 13% of women, respectively, and these are comorbid among 8.1% of new mothers [1-3]. If left untreated or undertreated, there are serious, adverse short- and long-term personal, social, and economic consequences for the mother, child, family unit, and society [4,5]. Access to prevention strategies, screening tools, and rapid and effective treatment is essential.

During the perinatal period, effective treatments may include pharmacological (ie, antidepressant) or psychological treatment, depending on the severity of illness and individual treatment preferences [6]. A stepped-care approach, reflecting high-intensity treatment as illness severity progresses, is recommended [7,8]. This involves a first step involving psychosocial interventions (eg, psychoeducation and peer support), followed by a second step to psychological therapies for illness of mild-to-moderate severity, as well as pharmacological and other biological treatments (ie, antidepressants) as a third step for more severe and/or lasting illness. The risks of antidepressant use in pregnancy are low (selective serotonin reuptake inhibitors are first-line drugs in pregnancy, but serotonin-norepinephrine reuptake inhibitors, bupropion, and mirtazapine can also be used in some circumstances) and must be weighed against the risks and benefits of all other treatment options (eg, no treatment or psychosocial, psychological, or pharmacological treatment alone or in combination) [9,10]. System-level barriers to accessing evidence-based care in this population include long wait lists for specialty psychiatric care and cost and availability of specialists [11]. This population also has unique practical barriers to accessing care, such as the cost and availability of childcare, transportation, and difficulty in scheduling appointments around an infant’s often unpredictable needs [12,13].

Electronic health (eHealth) is a broad term used to describe the use of information and communication technologies for health, under which falls mobile health (mHealth) [14]. mHealth specifically relates to the use of mobile computing and communication technologies for health purposes, and it may include apps and text messaging–based (SMS) interventions as well as wearable devices [15]. In some cases, these can be developed and implemented at low cost [16]. These have the potential to help address barriers to accessing care, partly as they offer a greater level of portability and convenience for this population in a way that internet-based interventions designed for access on stationary devices (eg, desktop and laptop computers) cannot [17-19]. In high-income countries, mobile phone ownership is greater than 90%; smartphone (ie, a mobile phone that can access the internet and mobile applications) ownership is as high as 76%, with the highest rates of use among those under 35 years (in other words, who are also in their prime reproductive years) [20]. It is increasingly common to exclusively access the internet via a mobile device [21]. Rates of use and acceptance of mHealth interventions may differ based on a variety of individual factors including age, location (eg, developing country or not), and type of health outcome [22,23].

mHealth tools have the potential to be scalable, cost-effective, and to simultaneously benefit individual patients and the health care system [18,23]. To support mental health in the general population, mHealth tools are used for appointment and medication reminders, information and education, providing support, and self-monitoring. These have also been found to be effective at reducing symptoms when delivering psychotherapy and other behavioral interventions, although they have historically been used outside of the health care system [17,24-27]. Psychological treatments, such as cognitive behavioral therapy (CBT) and mindfulness, behavioral activation, and interpersonal therapy, are evidence-based treatments that can be efficaciously delivered in person and in digital formats, with emerging evidence to support their delivery via mHealth tools [28-30]. mHealth tools could tailor these interventions for perinatal populations to address the gaps in accessing mental health care. Publicly available apps to address postpartum depression were assessed to be of extremely low information quality [27]. The ubiquity of mobile phones, coupled with their potential to deliver effective psychosocial and psychological interventions, makes them a promising avenue through which to address the barriers to care in the delivery of mental health services among women with perinatal depression and anxiety.

**Objective**

Given the high rate of comorbidities and their similar treatment options, a comprehensive understanding of the current state of mHealth tools to support women with either perinatal depression or anxiety would be helpful to inform potential future work, but this understanding does not yet exist. The objective of this scoping review was to summarize the extent, range, and nature of academic literature about the use of mHealth tools for the prevention, screening, and treatment of perinatal depression and anxiety. Understanding the current state of the art through the results of this review will help identify the gaps in knowledge and practice, thereby informing opportunities for future work.

**Methods**

**Study Design**

A scoping review framework, defined by Arksey and O’Malley [31] and further developed by Levac et al [32], was used for this study. A scoping review was the most appropriate manner of assessing the breadth of the literature and identifying gaps and opportunities for further work in this field [33].

**Databases and Search Terms**

Four databases (Medical Literature Analysis and Retrieval System Online, EMBASE, PsycINFO, and Cumulative Index to Nursing and Allied Health Literature Plus) were searched for terms related to the following: (1) mobile phones, (2) the perinatal period (eg, pregnancy, postpartum, antenatal, and maternal), and (3) depression or anxiety (alone or in combination). Each database was individually searched by title,
abstract, keyword, and subject heading for relevant search terms. A librarian specializing in systematic and scoping review search strategies reviewed the search strings. Rayyan (Qatar Computing Research Institute, Hamad bin Khalifa University), a Web-based platform designed for data management for systematic reviews, was used to manage citations and filter results [34].

Inclusion and Exclusion Criteria

Studies were included if they met the following criteria: (1) defined the primary study population as women who were pregnant or had given birth in the past 12 months; (2) defined perinatal depression or anxiety as the outcome of interest for the intervention; (3) described a study (through a protocol or presentation of study results) related to a tool intentionally and primarily delivered through a mobile phone (including, but not limited to apps, SMS text messaging–based interventions) for the prevention, screening, or treatment of perinatal depression and/or anxiety; (4) were published in a peer-reviewed journal; and (5) intended to recruit (for study protocols) or reported a study sample of >1. Studies were excluded if they met the following criteria: (1) published in 2007 or earlier and (2) published in a language other than English (because of resource limitations in finding translations). The time restriction of articles published after 2007 or earlier reflects the upsurge in publications on mHealth care after this date, as a result of the introduction of the Apple iPhone [15]. Both quantitative and qualitative studies were eligible for inclusion provided all other criteria were met.

Article Selection and Abstraction

Hand searches were conducted by one reviewer (NH-S) who reviewed the reference lists of relevant scoping reviews, systematic reviews, and meta-analyses, as well as reference lists of all publications included in the study for any additional relevant articles.

Two stages of iterative screening for article selection were conducted [32]. In the first stage of screening after the removal of duplicate articles, two reviewers (NH-S and AS) independently assessed articles by title and abstract for potential inclusion in the study. Any articles that were clearly not relevant to this scoping review were excluded. In the second stage of screening, the same reviewers independently applied inclusion and exclusion criteria to all articles (including those found through hand searching) based on a full-text reading of each article. Both reviewers independently conducted data abstraction using an iterative process. Discrepancies in decisions at each stage were resolved through discussion and consensus. The initial search was conducted in February 2019, for a period spanning from 2007 to the search date. The search was updated to ensure capturing any new publications made between February 2019 and July 2019. These articles were selected using the same two-stage selection process described above.

Results

Selected Articles

The initial search of four databases yielded 673 results. An additional 78 records were retrieved in the search update (Figure 1). Hand searching identified 2 additional records. After the removal of duplicate publications, 477 publications (427 from initial search, 48 from the search update, and 2 from hand searching) were reviewed. On the basis of title and abstract, 396 articles were excluded, including 13 systematic reviews whose reference lists were searched. Of the 81 publications reviewed by full text, 55 publications were excluded (wrong population, n=12; intervention targeting an outcome other than depression or anxiety, n=14; nonmobile phone–based intervention, n=13; not in English, n=1; review article, n=3; not peer reviewed, n=6; and duplicate, n=4). Hand searching of the reference lists of the reviews identified in full-text screening identified no additional relevant publications.

Overall, 26 publications (22 papers and 4 conference abstracts) describing 22 unique studies were included in this review. Of these publications, 5 were study protocols for which no results were available. Studies varied by the type of technology used (eg, SMS or app), purpose of the tool (eg, either prevention, screening, or treatment), illness (eg, depression or anxiety), and time point (eg, pregnancy and/or postpartum).

Figure 1. Preferred Reporting Items for Systematic Review and Meta-Analyses flowchart of study selection.
Intervention Strategies

Interventions were limited to be delivered either during pregnancy (7/22, 32%) [35-43] or in the postpartum period (10/22, 45%) [44-54]. One intervention (4%) was designed to be used during pregnancy or postpartum [55,56], and 2 interventions (9%) were designed to begin during pregnancy and continue into the postpartum period [57,58]. For an additional 2 studies (9%), the time period was unclear [59,60].

A total of 7 studies (32%) targeted their interventions to marginalized populations with potentially higher needs as compared with the general population. In all, 2 studies did so through direct approaches and targeted recruitment to low-income women and adolescent mothers [36,57]. A total of 4 studies did so indirectly by recruiting from centers that predominantly service marginalized populations [39,42,43,48,53,54]. One study indirectly included high-risk populations by specifically noting that women who had given birth to multiples or with an infant admitted to a neonatal intensive care unit (NICU) would not be excluded, as those mothers are at high risk for depression and anxiety [47]. Mothers with high-risk pregnancies or infants admitted into the NICU were often specifically excluded from other studies.

Intervention Purpose and Outcome

The purposes of the interventions in the included studies were the following: (1) prevention (10/22, 45%; Multimedia Appendix 1) [35-39,47,49,52,57,59], (2) screening (6/22, 27%; Multimedia Appendix 2) [40-44,49,50,55,58], and (3) treatment of perinatal mental illness (6/22, 27%; Multimedia Appendix 2) [45,46,48,51,53,60]. The majority of interventions focused on depression only (12/22, 54%) [36,37,40,41,44,46-48,50,51,53,54,58,60]; 1 study (1/22, 4%) focused only on anxiety [35], and 9 studies (9/22, 41%) focused on both illnesses [38,39,42,43,45,49,52,55,59]. Of the 10 studies in which outcomes were reported, 7 studies (70%) reported a positive impact on mental health [35,36,43,45,46,48,57]. Only 4 studies (4/22, 18%) measured long-term outcomes beyond a postintervention survey.

Intervention Strategy

Overall, there was a large variation in the types of strategies used by each mHealth tool to achieve its intended purpose, including psychoeducation (16/22, 73%), symptom monitoring (7/22, 32%), and/or peer support (4/22, 18%). A total of 4 studies (18%) used an active psychological therapy (CBT [2/22, 9%]; mindfulness-based therapy [1/22, 4%]; and attention bias modification training [1/22, 4%]). In all, studies used other strategies, including tracking movement (2/22, 9%) and encouraging exercise (1/22, 4%). Most studies involved a tool that incorporated multiple strategies (11/22, 50%); most frequently, it was psychoeducation in combination with another strategy (9/22, 41%). One preventative study delivered psychoeducation via SMS using text messages informed by CBT principles, but it was specifically noted that it did not deliver a complete CBT intervention; therefore, this study was counted as a psychoeducational intervention only [55,56].

A total of 6 studies (27%) included a component to help facilitate communication with a health care provider [42,43,50,53,54,58,60]. In all, 2 of these studies used passive communication, where the onus lay on the mother to choose to respond to an SMS text message to receive a phone call from a nurse [47,53,54]. A total of 4 studies used more directive communication with the health care provider, where an automatic alert to a health care provider was sent if symptoms were self-reported via the symptom-monitoring questionnaires delivered by app or SMS and were beyond an acceptable threshold [41,50,58,60].

Study Phase and Research Methodology

Publications described the various phases in the life cycle of such tools from design and development (5/22, 23%), feasibility and acceptability (16/22, 73%), to efficacy and effectiveness (10/22, 45%). Multiple studies had information (through study protocol or results) related to multiple phases of the intervention life cycle. No publications described implementation, scalability, and sustainability efforts. There are an increasing number of efficacy/effectiveness studies over time (Table 1). Most studies (13/22, 59%) solely described quantitative work, whereas only 1 study (1/22, 4%) described research that was solely qualitative in nature. A total of 7 studies (7/22, 32%) described the use of both quantitative and qualitative methods; 1 additional study (1/22, 4%) was explicitly described as being mixed method. Studies were typically designed as randomized controlled trials (RCTs; 9/22, 41%), quasi-experimental (6/22, 27%), or cohort studies (3/22, 13%). Overall, 4 studies (4/22, 18%) incorporated multiple study designs: a cross-sectional survey followed by a quasi-experimental design, a cohort study followed by the development of a machine learning–based algorithm, a longitudinal cohort study culminating in an RCT, and a study described as a qualitative design approach to the development of the tool and intervention.

In all, 3 studies (3/22, 13%) included some measures related to cost, although none provided any data to allow for a comparison between the mobile tool and standard care.
Table 1. Study phase over time, based on year of publication (N=22 studies).

<table>
<thead>
<tr>
<th>Year</th>
<th>Design and development, n (%)</th>
<th>Feasibility and acceptability, n (%)</th>
<th>Effectiveness and efficacy, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>N/A</td>
<td>1 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td>2009</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2010</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2011</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2012</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2013</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>2014</td>
<td>1 (4)</td>
<td>2 (9)</td>
<td>N/A</td>
</tr>
<tr>
<td>2015</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td>2016</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2017</td>
<td>N/A</td>
<td>2 (9)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>2018</td>
<td>2 (9)</td>
<td>5 (23)</td>
<td>4 (18)</td>
</tr>
<tr>
<td>2019</td>
<td>N/A</td>
<td>4 (18)</td>
<td>4 (18)</td>
</tr>
</tbody>
</table>

aNote that multiple study phases are reported for some studies.

bNot applicable.

Setting

Of the 22 studies, 1 study (4%) was conducted in a lower-middle income economy (Kenya), 3 studies (13%) were conducted in upper-middle income economies (China, Iran, and Thailand), and the remaining studies (18/22, 81%) were conducted in high-income economies (Australia, n=5; Canada, n=2; Spain, n=1; the United Kingdom, n=1; and the United States, n=9), as per their World Bank income group classification [61]. Studies recruited women from a combination of hospitals (13/22, 59%), community-based settings (7/22, 32%), and/or through other means, such as social media or posters (4/22, 18%). One study (1/22, 4%) did not report this information. A total of 8 studies (8/22, 36%) specifically noted that recruitment occurred in an academic hospital or clinic.

Technology

There were more studies using apps (12/22, 54%) compared with SMS-based tools (10/22, 45%) over time, and there was an increase in the number of studies published after 2017 (17/22, 77%). Half of the apps (6/12, 50%) were developed for both iOS and Android devices or as a Web-app, and the other half of the app-based studies either built tools for a single platform (iOS or Android) or did not report this information. A total of 4 studies (4/22, 18%) were explicit in their use of a user-centered design process.

Discussion

Principal Findings

This scoping review found 22 studies related to the prevention, early detection or screening, or treatment of either depression or anxiety in the perinatal period using mobile phones. Interventions most frequently involved psychoeducation and focused on the prevention of illness. Results highlight that research into the use of mHealth tools to support perinatal mental health care is growing and that there are key areas of focus, as described below, for researchers to explore in order for the field to progress.

Results suggest that the potential for mHealth tools to improve access to stepped mental health care for women with either perinatal depression or anxiety is beginning to be realized. The expanded use of mHealth to facilitate delivery of mental health care is most appropriate for women experiencing mild-to-moderate symptoms of depression and anxiety in the perinatal period, which can be addressed using psychosocial and psychological treatments according to a stepped-care approach; the needs of the 11% of women with moderate-to-severe symptoms requiring more intensive clinical management fall beyond the scope of what mobile tools can provide on their own [62,63]. Interventions in this review, which used strategies such as psychoeducation and peer support, are appropriate for prevention and to treat the 53% of women with symptoms that are of mild severity [63]. Many women are already using publicly available apps to access informational support, despite evidence to suggest that the information provided in these apps is incomplete [40,64-66]. The development of mHealth tools in a manner that provides accurate, reliable information and the generation of evidence, as outlined in this review, to show they have the potential to efficaciously prevent or reduce mild symptoms of perinatal depression and/or anxiety is an important positive step.

A major gap highlighted by this review is that only a few tools engaged in the delivery of active psychological therapies (eg, CBT and mindfulness), despite evidence to support the efficacious Web-based delivery of these therapies for general mental health conditions, as well as the emerging evidence to support their delivery via mobile apps [29,67]. These types of strategies and interventions would be beneficial for the 36% of women with postpartum depression who experience symptoms of mild-to-moderate severity [63]. Internet-delivered psychotherapies have lower dropout rates, lower cost, and broader reach than in-person treatment, outcomes that in theory...
should be maintained or enhanced by mobile delivery, given that it would also address additional practical barriers to care in this population [68]. For example, the use of an artificial intelligence chatbot to deliver a CBT intervention by SMS, included in this review, addresses many challenges in the delivery of perinatal mental health care by being accessible 24x7 to an unlimited number of patients, avoiding scheduling and transportation issues for users and at the same time having health care providers available to address issues beyond the scope of the chatbot’s capacity (eg, talk of self-harm) [60]. In a separate study, when given the option of accessing a peer support group for postpartum women on the Web or through a mobile app, 93.7% of the users opted to use the mobile app, and usage data demonstrated that the majority of app use was between 6 pm and 8 am—a time of the day during which health care providers are not typically available [45]. Modern technological capacity provides the opportunity to develop and use mHealth tools that can address needs in a patient-centered manner, and multiple studies highlighted the interest among both health care professionals and women in the perinatal period to be able to deliver and access mental health support in this manner [69,70].

**Challenges With Design, Evaluation, and Sustainability**

Publications included in this review primarily described the design and development of an mHealth tool or assessed feasibility. The lack of scale and implementation studies suggests they have yet to be operationalized and scaled for widespread use, particularly in a scientifically rigorous manner. There may be several reasons for this. First, this is a growing area of research, noted in that the majority of studies were published after 2017 and in the increasing number of efficacy and effectiveness studies over time. It is possible that these efforts are underway but have not yet been described in the literature. Second, assessing efficacy and effectiveness are expensive and time-consuming endeavors, given that RCTs have long been considered the gold standard for determining the efficacy of clinical interventions. However, they are rigid and lengthy to conduct, creating the risk that the tool could be obsolete before scale and implementation can begin [71]. There are calls for the evaluation of mHealth tools, in general, and in psychiatry, in particular, to move toward a model of naturalistic evaluation through the use of embedded continuous data collection, in-app user surveys (ie, star rating systems for modules immediately after use), and qualitative interviews, thus enabling an evaluation that is more translational in nature [72,73]. Consideration should also be given to focusing on testing the principles of the intervention versus the technology that is used to allow tools to adapt, while remaining adherent to the treatment embedded within them [74]. This could facilitate rapid scale and implementation of mHealth tools.

The development of any tool with the potential to enhance clinical practice and patient experience should ideally incorporate factors that are likely to contribute to success and sustainability. For eHealth tools, user-level factors related to success are engagement with (eg, personal agency, motivation, and values) and the quality of the intervention itself [75]. At the system level, identified factors for success include those related to improvements in the quality of health care, including facilitating patient-provider communication and supporting patient-centered care, whereas factors related to failure are often relevant to cost, particularly the connection (or lack thereof) between quality of care provided by such tools and their system-wide cost savings [76]. Elements of patient-provider communication were used in less than one-third of the studies in this review, and only one study had a bidirectional chat feature, allowing for ongoing two-way communication with a provider [58]. In the same way that guided internet-based therapies are more effective and have higher adherence than self-directed internet-based interventions, attention should be paid to the best ways of integrating the expertise and capabilities of clinical providers into mHealth tools [77]. Publications included in this review rarely incorporated information on the cost or cost-effectiveness of the mobile tool in comparison with standard of care. Given that both communication and cost have been noted as key factors that influence sustainability, future work should incorporate these elements into the design of the tool and its evaluation.

**Continuity of and Access to Care**

Tools in this review address the need for mental health support during either pregnancy or the postpartum period, but these did not offer meaningful opportunities to provide continuity of care across the perinatal period, during which symptoms of depression or anxiety may ebb and flow [78]. Interventions housed in an obstetrics clinic may only be accessible to women currently accessing services, which typically end at 6 weeks postpartum, before the highest-risk period for the onset of symptoms of postpartum depression. Interventions based in clinics that specialize in the treatment of perinatal mental health concerns might be available to women throughout the perinatal period, but these are then limited to those who can be referred to and access these limited services. Most studies included in this review were based in urban, academic settings, which may have led to the passive exclusion of women receiving maternal care in the community (eg, from a midwife) or in rural settings, who may not otherwise have access to specialty perinatal mental health care that is more frequently available in academic centers. Any conclusions made about these tools are therefore potentially limited in their generalizability to urban, academic contexts, which may not reflect the perinatal population in general. Delivery of mental health care services via mobile tools has the potential to remove access barriers for hard-to-reach populations, particularly those outside of urban centers. Future work should address these possibilities by engaging in the recruitment of women with limited access to treatment, in-person or otherwise.

mHealth tools have the potential to address gaps in health care service delivery in low- and high-income economies alike; however, most studies included in this review were conducted in high-income countries. Further investigation is required to understand the nature of mHealth tools being developed and used in lower-middle income economies to address the mental health needs of women in the perinatal period who may have even more limited access to mental health support.

Just over half of the tools (12/22, 54%) included in this review were apps and most were available on both iOS and Android devices. No studies that used a single platform (ie, either iOS
or Android, not both) reported their reasoning for doing so, but this likely reflects the high cost of app development and of the smaller feasibility studies that are typically first required to justify and secure funding for large-scale studies, scaling, and wider implementation. Although mHealth has been widely touted as a way to address barriers to care in perinatal populations, restricting access to single platforms may impact equitable delivery of services. Overall, however, increasing smartphone ownership and availability of wireless internet access in public spaces suggest that mHealth tools have the potential to be delivered without restriction to those who have internet access at home.

Strengths and Limitations
Strengths of this review are its rigorous approach and inclusion of an updated search to capture newly published literature. However, this review did not assess interventions that were available through public app stores and that may not have undergone published scientific evaluation, even though these would also reflect both the current state of mobile tools available for women with perinatal depression or anxiety and the implementation of tools in the public domain. Because only an estimated 6% of the health-based apps have an associated scientific publication, such an endeavor is best suited to its own study [79]. Such a search was beyond the scope of this review, but it could be relevant for future work. This review also excluded tools that were designed to be accessed on stationary devices (ie, computers) but which could, in practice, be accessed on mobile devices. The exclusion of studies in other languages is an additional limitation that biases results to tools likely located in Western, and predominantly English-speaking, contexts.

Conclusions
Health systems worldwide lack the capacity to fulfill demand for appropriate mental health care services: only 1 in 10 women needing mental health treatment in the perinatal period receive it [80]. eHealth, in general, and mHealth, in particular, have the potential to address the significant barriers to care for women with perinatal depression and/or anxiety and mitigate the negative effects of untreated or undertreated mental illness during this time. This review recommends that future work should incorporate the use of active psychological treatment, address the need for continuity of care across the perinatal period, and include factors that affect long-term clinical sustainability. Results of this review fill an important gap by assisting stakeholders to understand the current state of evidence based mHealth tools for perinatal depression and anxiety. These results can be used to make informed decisions when determining how to develop and implement new or existing tools to fill gaps in knowledge. mHealth tools are part of the future of health care delivery and represent an exciting opportunity to evolve the ways in which psychiatric care is delivered, particularly to women during this vulnerable time.
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Abstract

Background:  Patient education is a crucial element within health care. It is a known predictor for increased engagement in shared decision making, improved medication and treatment adherence, higher levels of satisfaction, and even better treatment outcomes. Unfortunately, often patients only remember a very limited amount of medical information. An important reason is that most patients are simply not capable of processing large amounts of new medical information in a short time. Apps for smartphones and tablets have the potential to actively educate patients by providing them with timely information through the use of push notifications.

Objective:  The objective of this systematic review is to provide an overview of the effects of using smartphone and tablet apps to educate patients with timely education. Within this review, we focused on patients that receive their care in a hospital setting. We assessed the effects of the interventions on outcomes, such as patients’ knowledge about their illness and treatment, adherence to treatment instructions and to medication usage, and satisfaction with the care they received.

Methods:  A comprehensive search of MEDLINE (Medical Literature Analysis and Retrieval System Online), Embase, CINAHL (Cumulative Index to Nursing and Allied Health Literature), and Web of Science was conducted. Randomized controlled trials (RCTs) published between January 2015 and November 2019 were eligible for inclusion. Two reviewers independently searched and screened articles, assessed study quality and risk of bias, and extracted the data. Due to the heterogeneity of populations, interventions, and outcomes, a meta-analysis was not deemed appropriate. Instead, a narrative synthesis is presented.

Results:  A total of 21 RCTs with 4106 participants were included. Compared to usual care, overall effectiveness of the interventions was demonstrated in 69% of the outcomes. Effectiveness increased to 82% when the intervention had a duration shorter than one month and increased to 78% when the intervention provided at least one push notification per week. The interventions showed the highest effects on satisfaction with information, adherence to treatment instructions and to medication usage, clinical outcomes, and knowledge.

Conclusions:  This review demonstrates that educating patients with timely medical information through their smartphones or tablets improves their levels of knowledge, medication or treatment adherence, satisfaction, and clinical outcomes, as well as having a positive effect on health care economics. These effects are most pronounced in interventions with a short duration (ie, less than a month) and with a high frequency of messages to patients (ie, once per week or more). With the knowledge that patient education is a predictor for improved outcomes and the fact that patients have obvious difficulties processing large amounts of new medical information, we suggest incorporating the delivery of timely information through smartphone and tablet apps within current medical practices.

(J Med Internet Res 2020:22(4):e17342)  doi:10.2196/17342
patient education; push notification; self-management; eHealth; timely information; timely education; smartphone; tablet computer; self-care; mobile phone

Introduction

Patient education is a crucial element within health care. Health care professionals provide patients with information about the origins of complaints, treatment options, prognosis, how to prepare for treatment, or how to manage one’s health during the recovery phase. Health care professionals educate their patients because knowledge is a known predictor for increased engagement in shared decision making, improved medication and treatment adherence, higher levels of satisfaction, and better outcomes [1,2].

Unfortunately, patients often only remember a limited amount of the medical information they receive. Many different factors contribute to this. Some of these factors are related to the health care professional, such as using jargon or communicating in a passive way. Other factors are related to the patient, such as age, learning style, and stress [3]. Another important reason is the fact that most patients are simply not capable of processing large amounts of new medical information in a short amount of time [4].

During the last decade, smartphones, tablets, and apps have become commonplace in our society. These innovations offer many new opportunities within health care, such as optimizing the process of patient education. Apps, for example, allow patients to look at medical information as often as they like, at any place, and at any time. The information is comprehensive and different modes of information delivery and interaction are available. Furthermore, push notifications allow health care providers to actively educate patients with timely information, which, in this review, is defined as providing patients with small pieces of information at the time that these are actually relevant to them.

Although interventions like these appear to have much potential in allowing patients to better understand and to remember medical information, an overview of all available evidence on the effectiveness of these technologies has thus far not been published. The objective of this systematic review is to provide an overview of the effectiveness of educating patients by providing timely information using smartphone and tablet apps. With this systematic review, we focused on patients that receive care in a hospital setting rather than in primary care. We have chosen to do so since projects in primary care have already demonstrated effectiveness of electronic health (eHealth) apps, but these primarily focused on chronically ill patients from a population perspective and on telemonitoring services from an intervention perspective.

In this paper, we assess the effects that these interventions have on outcomes, such as patients’ knowledge about their illness and treatment options, adherence to medication or instructions, and satisfaction with the information or the care they received.

Methods

Search Strategy and Data Sources

To identify relevant studies, we used a two-step strategy. First, we conducted a preliminary search in PubMed to identify key articles, relevant keywords, and Medical Subject Headings (MeSH) terms. The second step was to have the search strategy be peer reviewed by an information specialist from the Radboud academic medical center’s medical library. Multimedia Appendix 1 shows the search strategy for the final search. We comprehensively searched the following databases: MEDLINE (Medical Literature Analysis and Retrieval System Online) (Ovid); Embase (Elsevier); CINAHL (Cumulative Index to Nursing and Allied Health Literature) (EBSCO); and Web of Science. Relevant systematic reviews were also assessed for eligible articles. In order to compare the effectiveness of interventions, we preferred to only include randomized controlled trials (RCTs). Since we were unsure about the number and quality of RCTs, our primary search also included cohort and quasi-experimental studies. After assessing the number and quality of RCTs, we decided to only include these in the review.

During the last decade, smartphones, tablets, and apps have become commonplace in our society. These innovations offer many new opportunities within health care, such as optimizing the process of patient education. Apps, for example, allow patients to look at medical information as often as they like, at any place, and at any time. The information is comprehensive and different modes of information delivery and interaction are available. Furthermore, push notifications allow health care providers to actively educate patients with timely information, which, in this review, is defined as providing patients with small pieces of information at the time that these are actually relevant to them.

Although interventions like these appear to have much potential in allowing patients to better understand and to remember medical information, an overview of all available evidence on the effectiveness of these technologies has thus far not been published. The objective of this systematic review is to provide an overview of the effectiveness of educating patients by providing timely information using smartphone and tablet apps. With this systematic review, we focused on patients that receive care in a hospital setting rather than in primary care. We have chosen to do so since projects in primary care have already demonstrated effectiveness of electronic health (eHealth) apps, but these primarily focused on chronically ill patients from a population perspective and on telemonitoring services from an intervention perspective.

In this paper, we assess the effects that these interventions have on outcomes, such as patients’ knowledge about their illness and treatment options, adherence to medication or instructions, and satisfaction with the information or the care they received.

Eligibility Criteria

RCTs were included if they met a number of eligibility criteria: (1) interventions had a focus on patient education through a smartphone or tablet app, used in a hospital setting; (2) interventions had to use push notifications to actively notify patients about newly available information in the app; and (3) the intervention had to be available for multiple days.

We excluded trials that focused solely on the acceptance or feasibility of technology, content or design of the intervention, availability in app stores, teledmedicine (ie, remote care), websites or online platforms, or trials that only described the usage of an SMS. Furthermore, articles focusing on data collection, security, behavior or characteristics of patients, and health care professionals were excluded, as were study protocols. Studies were not excluded on the basis of sociodemographic characteristics of patients, such as age, gender, ethnicity, or any other related characteristic.

Data Selection, Extraction, and Management

The search results from different electronic databases were combined within a single Endnote library, version 8.2 (Clarivate Analytics), and duplicates were removed. Two reviewers (TT...
and LJ) independently screened titles and abstracts to identify studies that potentially met the inclusion criteria. The full text of these articles was retrieved and read. Two review authors (TT and LJ) independently assessed these articles against the eligibility criteria and extracted the data from the included studies using a structured data extraction form. Disagreements were resolved through discussion and, if necessary, a third reviewer (RBK) was consulted. We extracted information about the patient population, outcomes, interventions, controls, results, and outcome measures.

**Assessment of Risk of Bias**

Two reviewers (TT and LJ) independently assessed the risk of bias of included RCTs using the Cochrane Collaboration’s risk of bias tool [6]. Judgements concerning the risk of bias for each study were classified as high, some concerns, or low.

**Data Synthesis**

Included studies were insufficiently homogenous in terms of patient population, outcomes, and type of intervention. The decision not to perform a meta-analysis was made as a consensus by all authors. For any outcome that was investigated in three or more studies, we present a narrative synthesis of results. In order to compare the effects of the different interventions over the different studies, a standardized mean difference (SMD) is reported, including the 95% CI for the effect. SMD is reported only when results are normally distributed and mean and SD are available. The magnitude of the effect is interpreted according to Cohen’s guidelines: small (SMD is 0.2 or lower), medium (SMD is between 0.2 and 0.8), or large (SMD is 0.8 or higher) [7].

Furthermore, we created a narrative synthesis of overall results per outcome in relation to the duration of the intervention or the frequency with which messages were sent to the patient. Therefore, the duration of the intervention was subdivided into short (<1 month) and long (≥1 month). The frequency of messaging was subdivided into high (>1 message per week) or low (≤1 message per week). The relative effectiveness was calculated by dividing the total number of participants in studies that demonstrated an effect for the outcome by the total number of participants in studies linked to the outcome. Finally, a weighted overall effect was calculated summarizing all outcomes, specified for the duration of the intervention and the frequency of messages.

**Results**

**Overview**

Our searches yielded a total of 5497 articles from which 2041 unique articles were derived. After screening titles and abstracts, 1970 records were excluded. A total of 71 articles were assessed for eligibility by full-text screening. A total of 50 articles were excluded after full-text reading because of study type (ie, cohort, quasi-experimental, or other) or because the intervention used did not actually deliver timely education. In total, 21 RCTs were included in the review, including 4106 participants (see Figure 1). Sample sizes ranged from 34 participants [8] to 650 participants [9].

**Figure 1.** PRISMA (Preferred Reported Items for Systematic Reviews and Meta-Analyses) flowchart. RCT: randomized controlled trial.
Included Studies: Study Designs and Populations

Nine studies were conducted in Europe [10-18], four studies in North America [8,19-21], five studies in Asia [9,22-27], and one study in Africa [28]. In total, 4106 patients participated in the studies. Studies were divided over many different medical departments: gastroenterology [9,18,22,24,28], orthopedics [10,12,13], cardiology [17,20,25,26], oncology [21], surgery [11,19,23], urology [16], internal medicine [27], sports medicine [14], pulmonary disease [8], and neurology [15]. Six studies used a social media platform as the medium for the intervention [9,22-24,26,27]. Eight studies used apps that were already commercially available [10,12-14,16,17,19,20] and five studies used apps that were developed specifically for the study [8,18,21,25,28]. A total of five interventions that were used provided the possibility to interact with a health care provider [9,22,26-28].

Two studies included detailed information about the content and timing of notifications used in the intervention [10,17] and eight provided some details or images [9,12,13,15,21,22,25,28]. Regarding the phase of the treatment in which the study was conducted, seven studies focused on the period before the start of the treatment [9,12,18,21,22,24,28], 12 studies focused on the period after the start of the treatment [8,10,11,13-16,19,20,25-27], and one focused on both [23].

Details of the population, type of intervention, outcomes, and mean age of participants are presented in Table 1. The details of the interventions used, their duration, phase of the treatment, and frequency of notifying patients are presented in Table 2. An overview of all the measurement instruments used per study to assess these outcomes can be found in Multimedia Appendix 2.
Table 1. Details of the publications, interventions, outcomes, and populations.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Country</th>
<th>Department</th>
<th>Population (n)</th>
<th>Age (years), mean</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang [22]</td>
<td>2019</td>
<td>China</td>
<td>Gastroenterology</td>
<td>Colonoscopy (392)</td>
<td>52</td>
<td>Bowel preparation adherence, quality of preparation, adenoma detection, and satisfaction</td>
</tr>
<tr>
<td>Timmers [10]</td>
<td>2019</td>
<td>Netherlands</td>
<td>Orthopedics</td>
<td>Knee replacement (212)</td>
<td>65</td>
<td>Pain, QoL&lt;sup&gt;a&lt;/sup&gt;, physical functioning, satisfaction, and health care consumption</td>
</tr>
<tr>
<td>Mata [19]</td>
<td>2019</td>
<td>Canada</td>
<td>Surgery</td>
<td>Colorectal surgery (97)</td>
<td>60</td>
<td>Recovery protocol adherence, length of stay, complications, and satisfaction</td>
</tr>
<tr>
<td>Li [23]</td>
<td>2019</td>
<td>China</td>
<td>Surgery</td>
<td>Pediatric day-care surgery (127)</td>
<td>4&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Quality of recovery, satisfaction, and time consumption during follow-up</td>
</tr>
<tr>
<td>Jeon [24]</td>
<td>2019</td>
<td>South Korea</td>
<td>Gastroenterology</td>
<td>Colonoscopy (281)</td>
<td>48</td>
<td>Bowel preparation adherence, quality of preparation, and adenoma detection</td>
</tr>
<tr>
<td>Van der Meij [11]</td>
<td>2018</td>
<td>Netherlands</td>
<td>Surgery</td>
<td>Abdominal surgery (344)</td>
<td>52</td>
<td>Return to work, first return to normal activity, physical functioning, QoL, and satisfaction</td>
</tr>
<tr>
<td>Timmers [12]</td>
<td>2018</td>
<td>Netherlands</td>
<td>Orthopedics</td>
<td>Knee replacement (213)</td>
<td>62</td>
<td>Knowledge, mobile device proficiency, treatment chosen, and satisfaction</td>
</tr>
<tr>
<td>Najafi Ghezeljeh [26]</td>
<td>2018</td>
<td>Iran</td>
<td>Cardiology</td>
<td>Hypertension (100)</td>
<td>65</td>
<td>Hypertension self-management</td>
</tr>
<tr>
<td>Hardt [13]</td>
<td>2018</td>
<td>Germany</td>
<td>Orthopedics</td>
<td>Knee replacement (60)</td>
<td>65</td>
<td>Range of motion, pain, and physical functioning</td>
</tr>
<tr>
<td>Alanzi [27]</td>
<td>2018</td>
<td>Saudi Arabia</td>
<td>Internal medicine</td>
<td>Diabetes mellitus (92)</td>
<td>41&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Knowledge and self-efficacy</td>
</tr>
<tr>
<td>Widmer [20]</td>
<td>2017</td>
<td>United States</td>
<td>Cardiology</td>
<td>Cardiac rehabilitation (80)</td>
<td>64</td>
<td>In-person hospital visits, clinical values, QoL, and mood</td>
</tr>
<tr>
<td>Asklund [16]</td>
<td>2017</td>
<td>Sweden</td>
<td>Urology</td>
<td>Stress urinary incontinence (123)</td>
<td>45</td>
<td>Symptom severity and QoL</td>
</tr>
<tr>
<td>Sharara [28]</td>
<td>2017</td>
<td>Lebanon</td>
<td>Gastroenterology</td>
<td>Colonoscopy (160)</td>
<td>53</td>
<td>Bowel preparation adherence, quality of preparation, and satisfaction</td>
</tr>
<tr>
<td>Perry [8]</td>
<td>2017</td>
<td>United States</td>
<td>Pulmonary disease</td>
<td>Asthma (34)</td>
<td>15</td>
<td>Asthma control and expiratory volume</td>
</tr>
<tr>
<td>Lee [21]</td>
<td>2017</td>
<td>United States</td>
<td>Oncology</td>
<td>Breast cancer (120)</td>
<td>52</td>
<td>Knowledge, readiness for mammography, and satisfaction</td>
</tr>
<tr>
<td>Lakshminarayana [15]</td>
<td>2017</td>
<td>United Kingdom</td>
<td>Neurology</td>
<td>Parkinson disease (158)</td>
<td>60</td>
<td>Medication adherence, QoL, quality of consultation, anxiety and depression, and beliefs about medication</td>
</tr>
<tr>
<td>Guo [25]</td>
<td>2017</td>
<td>China</td>
<td>Cardiology</td>
<td>Atrial fibrillation (209)</td>
<td>68</td>
<td>Knowledge, QoL, adherence, and satisfaction</td>
</tr>
<tr>
<td>Van Reijnen [14]</td>
<td>2017</td>
<td>Netherlands</td>
<td>Sports medicine</td>
<td>Ankle trauma (220)</td>
<td>38</td>
<td>Incidence of ankle sprains, residual pain, and ankle disability</td>
</tr>
<tr>
<td>Johnston [17]</td>
<td>2016</td>
<td>Sweden</td>
<td>Cardiology</td>
<td>Myocardial infarction (174)</td>
<td>57</td>
<td>Medication adherence, satisfaction, and QoL</td>
</tr>
<tr>
<td>Lorenzo-Zuniga [18]</td>
<td>2015</td>
<td>Spain</td>
<td>Gastroenterology</td>
<td>Colonoscopy (260)</td>
<td>50</td>
<td>Bowel preparation adherence and satisfaction</td>
</tr>
</tbody>
</table>

<sup>a</sup>QoL: quality of life.
<sup>b</sup>Age of the children who underwent surgery. In the study, their parents (age not mentioned) used the app and provided the data.
<sup>c</sup>Study only reports that 75% of the participants were 41 years or older.
<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Country</th>
<th>Intervention and control</th>
<th>Duration</th>
<th>Notification frequency</th>
<th>Treatment phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang [22]</td>
<td>2019</td>
<td>China</td>
<td>Dietary preparation through the WeChat platform in the days before colonoscopy, as well as timing and usage of the bowel preparation solution; possibility to ask questions as well. Control: Standard written information</td>
<td>3 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
<tr>
<td>Timmers [10]</td>
<td>2019</td>
<td>Netherlands</td>
<td>Day-to-day information and videos through an app on pain, wound care, physiotherapy exercises, medication usage, and self-care in the early postoperative phase after total knee replacement. Control: Simplified version of the app with only basic information</td>
<td>28 days</td>
<td>Daily</td>
<td>Post</td>
</tr>
<tr>
<td>Mata [19]</td>
<td>2019</td>
<td>Canada</td>
<td>Recovery targets and educational information through an app on how to achieve them in the first days after surgery. Control: Standard written instructions</td>
<td>2-4 days</td>
<td>Daily</td>
<td>Post</td>
</tr>
<tr>
<td>Li [23]</td>
<td>2019</td>
<td>China</td>
<td>Recovery education through the WeChat platform in the days before and after surgery. Control: Telephone call by nursing staff</td>
<td>2-4 days</td>
<td>Daily</td>
<td>Pre/post</td>
</tr>
<tr>
<td>Jeon [24]</td>
<td>2019</td>
<td>South Korea</td>
<td>Self-management education through the WeChat platform in the days before colonoscopy by using videos. Control: Standard written information</td>
<td>3 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
<tr>
<td>Timmers [12]</td>
<td>2018</td>
<td>Netherlands</td>
<td>Subdivided and interactive information through an app in the week prior to the consultation with an orthopedic surgeon because of possible knee osteoarthritis. Control: Standard information on website</td>
<td>7 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
<tr>
<td>Alanzi [27]</td>
<td>2018</td>
<td>Saudi Arabia</td>
<td>Diabetes mellitus education through the WhatsApp platform (eg, signs and symptoms, diet, and exercises). Control: Standard written information</td>
<td>8 weeks</td>
<td>Weekly</td>
<td>Post</td>
</tr>
<tr>
<td>Widmer [20]</td>
<td>2017</td>
<td>United States</td>
<td>Reporting of dietary and exercise habits through an app, as well as educational information on lifestyle during cardiac rehabilitation. Control: Web-based platform</td>
<td>3 months</td>
<td>Occasionally</td>
<td>Post</td>
</tr>
<tr>
<td>Asklund [16]</td>
<td>2017</td>
<td>Sweden</td>
<td>Treatment program for pelvic floor muscles and information about stress urinary incontinence and lifestyle through an app. Control: Standard written instructions</td>
<td>3 months</td>
<td>Daily</td>
<td>Post</td>
</tr>
<tr>
<td>Sharara [28]</td>
<td>2017</td>
<td>Lebanon</td>
<td>Dietary preparation through an app in the days before colonoscopy, as well as timing and usage of the bowel preparation solution. Control: Standard written instructions</td>
<td>4 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
<tr>
<td>Study</td>
<td>Year</td>
<td>Country</td>
<td>Intervention and control</td>
<td>Duration</td>
<td>Notification frequency</td>
<td>Treatment phase&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>---------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>------------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>Perry [8]</td>
<td>2017</td>
<td>United States</td>
<td>Education on medication usage and peak flow or asthma logging through an app</td>
<td>6 months</td>
<td>Occasionally</td>
<td>Post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Standard written instructions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee [21]</td>
<td>2017</td>
<td>United States</td>
<td>Personal, tailored multimedia messages through an app to prepare women for breast cancer screening</td>
<td>7 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Standard written instructions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lakshminarayana [15]</td>
<td>2017</td>
<td>United Kingdom</td>
<td>Reminding patients about medication usage, tracking of self-management skills, and educating patients about Parkinson disease through an app</td>
<td>4 months</td>
<td>Occasionally</td>
<td>Post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Standard written instructions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guo [25]</td>
<td>2017</td>
<td>China</td>
<td>Educational program about atrial fibrillation and how to self-manage at home</td>
<td>3 months</td>
<td>Occasionally</td>
<td>Post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Standard written instructions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Reijnen [14]</td>
<td>2017</td>
<td>Netherlands</td>
<td>Neuromuscular training program through an app for athletes who suffered a sprained ankle</td>
<td>2 months</td>
<td>Occasionally</td>
<td>Post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Standard written instructions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kang [9]</td>
<td>2016</td>
<td>China</td>
<td>Dietary preparation through the WeChat platform in the days before colonoscopy, as well as timing and usage of the bowel preparation solution; possibility to ask questions as well</td>
<td>4 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Standard written instructions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johnston [17]</td>
<td>2016</td>
<td>Sweden</td>
<td>Educational messages based on the data patients had registered about their medication usage</td>
<td>6 months</td>
<td>Weekly</td>
<td>Post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control: Simplified version of the app with only basic information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorenzo-Zuniga [18]</td>
<td>2015</td>
<td>Spain</td>
<td>Dietary preparation through an app in the days before colonoscopy, as well as timing and usage of the bowel preparation solution</td>
<td>4 days</td>
<td>Daily</td>
<td>Pre</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pre: before the start of the treatment; post: after the start of the treatment.

<sup>b</sup>eHealth: electronic health.

**Risk of Bias of Included Studies**

All 21 included studies were assessed for risk of bias in the following domains: selection of the reported result, measurement of the outcome, missing outcome data, deviations from intended interventions, and randomization process. The levels of risk—low, some concerns, or high—are presented in Figure 2. An overview of the percentage of studies related to the level of risk and domain of bias is presented in Figure 3.
Figure 2. Level of risk of bias, per study, per domain.

<table>
<thead>
<tr>
<th>Study</th>
<th>Randomization process</th>
<th>Deviations from intended interventions</th>
<th>Missing outcome data</th>
<th>Measurement of the outcome</th>
<th>Selection of the reported result</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang, 2019</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Timmers, 2019</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Mata, 2019</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Li, 2019</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Jeon, 2019</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Van der Meij, 2018</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Timmers, 2018</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Najafi Ghezelleh, 2018</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Hardt, 2016</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Alzu, 2018</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Widmer, 2017</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Asklund, 2017</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Sherers, 2017</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Perry, 2017</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Lee, 2017</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lakshminarayana, 2017</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Guo, 2017</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Van Reijen, 2017</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Kang, 2016</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Johnston, 2016</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Lorenzo-Zuniga, 2015</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
Outcomes

Overview

Characteristics of the included studies are presented per outcome. Per study, the effect of the intervention on the outcome is described as in favor of the intervention group, in favor of the control group, or no effect.

Satisfaction

A total of 12 RCTs [10-12,15,17-19,21,22,25,28], in which 2466 patients participated, reported results related to satisfaction. Two main themes emerged from these studies: satisfaction with the information provided [10-12,17,19,21,28] and satisfaction with the overall care that was delivered [10-12,18,22,25] (see Table 3).

Regarding patients’ satisfaction with the information, an effect in favor of the intervention group was demonstrated in eight out of 10 studies. Interventions included an app that was used to educate patients about the preparation for their colonoscopy [28], consultation with an orthopedic surgeon [12], postoperative self-management after knee replacement surgery [10], breast cancer screening [21], healthy lifestyle interventions in myocardial infarction patients [17], and return to normal activities after abdominal surgery [11]. One study, which focused on enhanced recovery education after colorectal surgery [19], showed no difference in terms of satisfaction between the intervention and control groups. SMD ranged from medium to large in five studies [10-12,17,21] and could not be calculated for the two other studies.

Regarding patients’ satisfaction with the overall care they received, an effect in favor of the intervention group was demonstrated in four out of eight studies. These studies measured the patient-perceived level of involvement by the hospital after discharge [10], satisfactory bowel preparation [22], satisfaction with anticoagulation therapy [25], level of patient-centered care in Parkinson disease [15], and overall experience with the bowel preparation process [18]. Three other studies showed no differences between groups in patients’ overall satisfaction with care related to abdominal surgery [11], patients’ satisfaction related to the consultation with their orthopedic surgeon [12], and patients’ overall satisfaction with the recovery process after pediatric surgery [23]. SMD ranged from small to large in six studies [10-12,15,18,22,25] and could not be calculated for the other study.
Table 3. Details about patients’ satisfaction.

<table>
<thead>
<tr>
<th>Satisfaction type and study</th>
<th>Population (n)</th>
<th>Descriptiona</th>
<th>Effectb</th>
<th>SMDe (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satisfaction with information provided</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van der Meij [11] Abdominal surgery (344)</td>
<td>Personalized information on activity resumption</td>
<td>+</td>
<td>0.43 (0.22 to 0.65)</td>
<td></td>
</tr>
<tr>
<td>Lee [21] Breast cancer (120)</td>
<td>Breast cancer screening instructions</td>
<td>+</td>
<td>0.55 (0.19 to 0.90)</td>
<td></td>
</tr>
<tr>
<td>Sharara [28] Colonoscopy (160)</td>
<td>Bowel preparation</td>
<td>+</td>
<td>SMD could not be calculatedd</td>
<td></td>
</tr>
<tr>
<td>Mata [19] Colorectal surgery (97)</td>
<td>Postoperative adherence protocol</td>
<td>=</td>
<td>SMD could not be calculatedf</td>
<td></td>
</tr>
<tr>
<td>Timmers [10] Knee replacement (212)</td>
<td>Education on pain management, exercises, and self-care</td>
<td>+</td>
<td>0.97 (0.68 to 1.27)</td>
<td></td>
</tr>
<tr>
<td>Timmers [12] Knee replacement (213)</td>
<td>Level of knowledge about treatment options</td>
<td>+</td>
<td>0.54 (0.26 to 0.82)</td>
<td></td>
</tr>
<tr>
<td>Timmers [12] Knee replacement (213)</td>
<td>Preparation for medical consultation</td>
<td>+</td>
<td>0.70 (0.42 to 0.98)</td>
<td></td>
</tr>
<tr>
<td>Johnston [17] Myocardial infarction (174)</td>
<td>Overall satisfaction with the app</td>
<td>+</td>
<td>0.56 (0.23 to 0.88)</td>
<td></td>
</tr>
<tr>
<td><strong>Satisfaction with care received</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van der Meij [11] Abdominal surgery (344)</td>
<td>Overall satisfaction with care received</td>
<td>=</td>
<td>0.20 (–0.01 to 0.41)</td>
<td></td>
</tr>
<tr>
<td>Guo [25] Atrial fibrillation (209)</td>
<td>Overall satisfaction with care received</td>
<td>+</td>
<td>0.58 (0.15 to 1.00)</td>
<td></td>
</tr>
<tr>
<td>Wang [22] Colonoscopy (392)</td>
<td>Colonoscopy treatment itself</td>
<td>+</td>
<td>SMD could not be calculatedf</td>
<td></td>
</tr>
<tr>
<td>Lorenzo-Zuniga [18] Colonoscopy (260)</td>
<td>Overall satisfaction with care received</td>
<td>+</td>
<td>0.78 (0.52 to 1.04)</td>
<td></td>
</tr>
<tr>
<td>Timmers [10] Knee replacement (212)</td>
<td>Hospital involvement during recovery</td>
<td>+</td>
<td>0.89 (0.60 to 1.19)</td>
<td></td>
</tr>
<tr>
<td>Timmers [12] Knee replacement (213)</td>
<td>Medical consultation with orthopedic surgeon</td>
<td>=</td>
<td>0.29 (–0.02 to 0.58)</td>
<td></td>
</tr>
<tr>
<td>Lakshminarayana [15] Parkinson disease (158)</td>
<td>Overall satisfaction with care received (Patient-Centered Outcomes Questionnaire for Parkinson’s Disease)</td>
<td>+</td>
<td>0.35 (0.03 to 0.67)</td>
<td></td>
</tr>
<tr>
<td>Li [23] Surgery (127)</td>
<td>Overall quality of recovery</td>
<td>=</td>
<td>0.20 (–0.15 to 0.55)</td>
<td></td>
</tr>
</tbody>
</table>

aAll items were patient reported versus clinician reported.
bEffects were in favor of the intervention group (+) or there were no effects (=). No study had effects in favor of the control group (–).
cSMD: standardized mean difference.
dOutcome only measured in intervention group.
eNo SD available (only average and P value).
fNonnormal distributed data.

**Adherence**

A total of 11 RCTs [9,15,17-19,22,24-28], in which 2573 patients participated, reported results related to adherence. Two main themes emerged from these studies: adherence to treatment instructions [9,18,19,22,24,26-28] and adherence to medication usage [15,17,25] (see Table 4).

Regarding patients’ adherence to treatment instructions, an effect in favor of the intervention group was demonstrated in five out of eight studies, focusing on patients’ self-management in diabetes mellitus [27], hypertension [26], and adherence to purgative and dietary instructions for bowel preparation before their colonoscopy [9,22,24]. No differences between groups were reported in two other studies focusing on preparation for colonoscopy [18,28] and a postoperative recovery program after colorectal surgery [19]. SMD ranged from small to large in six studies [9,18,24,26-28], was negative in one study [19], and could not be calculated for the other study.

Regarding patients’ adherence to their medication usage, an effect in favor of the intervention group was demonstrated in all three studies addressing this theme. These studies focused on drug adherence in Parkinson disease [15], anticoagulation adherence in patients who suffered from atrial fibrillation [25], or myocardial infarction [17]. With regard to the latter, patients in the intervention group reported lower missed medication doses. However, the same study also reported that there were no differences between groups in results related to the medication adherence questionnaire that was assessed. SMD ranged from small to medium in two studies [15,17] and could not be calculated for the other study.
### Table 4. Details about patients’ adherence.

<table>
<thead>
<tr>
<th>Adherence type and study</th>
<th>Population (n)</th>
<th>Description&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Effect&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SMD&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adherence to instructions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+Purgative and dietary instructions for bowel preparation (CR) Colonoscopy (392) Wang [22]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+Purgative and dietary instructions for bowel preparation (PR) Colonoscopy (281) Jeon [24]</td>
<td></td>
<td></td>
<td>0.28 (0.05 to 0.52)</td>
<td></td>
</tr>
<tr>
<td>=Clinical Bowel Preparation score (CR) Colonoscopy (160) Sharara [28]</td>
<td></td>
<td></td>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+Purgative and dietary instructions for bowel preparation (CR) Colonoscopy (650) Lorenzo-Zuniga [18]</td>
<td></td>
<td></td>
<td>0.16 (–0.08 to 0.42)</td>
<td></td>
</tr>
<tr>
<td>=Clinical Bowel Preparation score (CR) Colorectal surgery (97) Mata [19]</td>
<td></td>
<td></td>
<td>–0.13 (–0.52 to 0.26)</td>
<td></td>
</tr>
<tr>
<td>+Self-efficacy in diabetes mellitus Diabetes mellitus (92) Alanzí [27]</td>
<td></td>
<td></td>
<td>0.78 (0.36 to 1.21)</td>
<td></td>
</tr>
<tr>
<td>+Hypertension self-management (PR) Hypertension (100) Najafi Ghezeljeh [26]</td>
<td></td>
<td></td>
<td>6.78 (5.34 to 8.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Adherence to medication</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+Parkinson disease drug adherence (PR) Parkinson disease (158) Lakshminarayana [15]</td>
<td></td>
<td></td>
<td>0.37 (0.05 to 0.68)</td>
<td></td>
</tr>
<tr>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+Anticoagulation drug adherence (PR) Atrial fibrillation (209) Guo [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>=Anticoagulation drug adherence (PR) Myocardial infarction (174) Johnston [17]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMD could not be calculated&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+Missed medication doses (PR) Myocardial infarction (174) Johnston [17]</td>
<td></td>
<td></td>
<td>0.14 (–0.16 to 0.46)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Items were either clinician reported (CR) or patient reported (PR).

<sup>b</sup>Effects were in favor of the intervention group (+) or there were no effects (=). No study had effects in favor of the control group (–).

<sup>c</sup>SMD: standardized mean difference.

<sup>d</sup>No SD available (only average and $P$ value).

<sup>e</sup>Nonnormal distributed data.

### Quality of Life

Seven RCTs [10,11,15-17,20,25], in which 1300 patients participated, reported results related to quality of life (see Table 5). An effect in favor of the intervention group was demonstrated in four studies. These studies measured the effect of the intervention on quality of life at four weeks after knee replacement surgery [10], three months after starting a program for cardiac rehabilitation [20], three months after starting a program for pelvic floor muscle training [16], and three months after starting a program for enhanced self-management after atrial fibrillation [25]. Three studies did not report an effect in the intervention group at the following time points: 6 months after intermediate-grade abdominal surgery [11], 4 months after starting a self-management program in Parkinson disease [15], and 6 weeks after starting a support program on lifestyle changes and drug adherence in myocardial infarction patients [17]. SMD ranged from small to large in five studies [10,15,20] and could not be calculated for two studies [11,25].
Table 5. Details about patients’ quality of life.

<table>
<thead>
<tr>
<th>Study</th>
<th>Population (n)</th>
<th>Descriptiona</th>
<th>Effectb</th>
<th>SMDc (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guo [25]</td>
<td>Atrial fibrillation (209)</td>
<td>After starting atrial fibrillation management program</td>
<td>+</td>
<td>SMD could not be calculatedd</td>
</tr>
<tr>
<td>Widmer [20]</td>
<td>Cardiac rehabilitation (80)</td>
<td>After starting cardiac rehabilitation</td>
<td>+</td>
<td>3.30 (2.60 to 4.02)</td>
</tr>
<tr>
<td>Timmers [10]</td>
<td>Knee replacement (212)</td>
<td>After knee replacement surgery</td>
<td>+</td>
<td>0.44 (0.15 to 0.72)</td>
</tr>
<tr>
<td>Johnston [17]</td>
<td>Myocardial infarction (174)</td>
<td>After starting lifestyle and drug adherence support</td>
<td>=</td>
<td>0.33 (0.01 to 0.66)</td>
</tr>
<tr>
<td>Lakshminarayana [15]</td>
<td>Parkinson disease (158)</td>
<td>After starting self-management app</td>
<td>=</td>
<td>0.18 (0.44 to 1.18)</td>
</tr>
<tr>
<td>Asklund [16]</td>
<td>Stress urinary incontinence (123)</td>
<td>After starting pelvic floor muscle training</td>
<td>+</td>
<td>0.81 (0.44 to 1.18)</td>
</tr>
</tbody>
</table>

aAll items were patient reported versus clinician reported.
bEffects were in favor of the intervention group (+) or there were no effects (=). No study had effects in favor of the control group (–).
cSMD: standardized mean difference.
dNo SD available (only average and P value).

Clinical Outcomes

A total of 11 RCTs [8,10,11,13-16,20,22,24,28], in which 1783 patients participated, reported results related to clinical outcomes. Three main themes emerged from these studies: physical functioning and pain [10,11,13,14], clinical values [20,22,24,28], and symptoms [8,15,16] (see Table 6).

Regarding physical functioning, an effect in favor of the intervention group was demonstrated in three out of four studies, albeit not on all outcomes. These results were related to physical functioning after abdominal surgery [11] and pain and knee function after knee replacement surgery [10,13]. No differences between groups were reported concerning pain and activities after abdominal surgery [11] or concerning knee function and physiotherapy assessment tests [13]. One study related to ankle function after sports-related trauma did not demonstrate a difference between groups either [14]. SMD was medium in one study [10] and could not be calculated for the other studies.

Regarding clinical values, an effect in favor of the intervention group was demonstrated in at least one of the outcomes of all four included studies. These effects were related to weight loss during cardiac rehabilitation [20] and adenoma detection during colonoscopy [22,24,28]. No differences between groups were found concerning cholesterol, glucose, and exercise capacity in cardiac rehabilitation [20]. SMD ranged from small to large in two studies [15,16] and could not be calculated for the other study.

Regarding symptoms, an effect in favor of the intervention group was demonstrated in one out of three studies. These results were related to a decrease in symptom severity after using an intervention to train pelvic floor muscles in women who suffer from stress-related urinary incontinence [16]. No differences between groups were reported in nonmotor symptoms related to Parkinson disease [15] and asthma [8]. SMD ranged from small to large within one study [20] and could not be calculated for the other studies.
Table 6. Details about clinical parameters.

<table>
<thead>
<tr>
<th>Clinical parameters and study, population, and description</th>
<th>Effect</th>
<th>SMD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical functioning and pain</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van der Meij [11]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abdominal surgery (n=344)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical function (PR)</td>
<td>+</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Physical activities (PR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Recovery (PR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Pain intensity (PR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Van Reijnen [14]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle trauma (n=220)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle function (PR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Hardt [13]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee replacement (60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee range of motion (CR)</td>
<td>+</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Pain at rest (PR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Pain in motion (PR)</td>
<td>+</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Knee function (PR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Assessment tests (CR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Timmers [10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee replacement (n=212)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain at rest (PR)</td>
<td>+</td>
<td>0.51 (0.23 to 0.79)</td>
</tr>
<tr>
<td>Pain during activity (PR)</td>
<td>+</td>
<td>0.49 (0.21 to 0.77)</td>
</tr>
<tr>
<td>Pain during the night (PR)</td>
<td>+</td>
<td>0.42 (0.14 to 0.71)</td>
</tr>
<tr>
<td>Knee function (PR)</td>
<td>+</td>
<td>0.47 (0.19 to 0.76)</td>
</tr>
<tr>
<td><strong>Clinical values</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widmer [20]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiac rehabilitation (n=80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (CR)</td>
<td>+</td>
<td>0.80 (0.32 to 1.28)</td>
</tr>
<tr>
<td>Cholesterol (CR)</td>
<td>=</td>
<td>0.49 (–0.07 to 0.87)</td>
</tr>
<tr>
<td>Glucose (CR)</td>
<td>=</td>
<td>0.05 (–0.41 to 0.52)</td>
</tr>
<tr>
<td>Rehabilitation session attended (CR)</td>
<td>=</td>
<td>0.28 (–0.19 to 0.74)</td>
</tr>
<tr>
<td>Exercise capacity (VO₂ peak) (CR)</td>
<td>=</td>
<td>0.22 (–0.24 to 0.69)</td>
</tr>
<tr>
<td>Wang [22]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy (n=392)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adenoma detection rate (1 adenoma detected) (CR)</td>
<td>=</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Adenoma detection rate (&gt;1 adenoma detected) (CR)</td>
<td>+</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Jeon [24]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy (n=281)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adenoma detection rate (overall) (CR)</td>
<td>+</td>
<td>SMD could not be calculated</td>
</tr>
<tr>
<td>Sharara [28]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Clinical parameters and study, population, and description

<table>
<thead>
<tr>
<th>Colonoscopy (n=160)</th>
<th>Effect</th>
<th>SMD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adenoma detection rate (overall) (CR)</td>
<td>+</td>
<td>SMD could not be calculated</td>
</tr>
</tbody>
</table>

**Symptoms**

- **Asthma (n=34)**
  - Asthma control rest (PR) = SMD could not be calculated

- **Parkinson disease (n=158)**
  - Range of nonmotor symptoms (PR) = 0.16 (–0.16 to 0.48)

- **Stress urinary incontinence (n=123)**
  - Symptom severity (PR) + 0.95 (0.58 to 1.33)

---

**Health Care Economics**

Five RCTs [10,11,19,23], in which 860 patients participated, reported results related to health care economics (see Table 7). An effect in favor of the intervention group was demonstrated in three studies, concerning patients’ contact with health care providers after total knee replacement surgery [10] and after pediatric day-care surgery [23], as well as after returning to work after abdominal surgery [11]. The other studies did not report an effect in favor of the intervention group for patients undergoing colorectal or abdominal surgery [11,19] or patients attending a cardiac rehabilitation program [20]. Regarding 30-day hospital readmissions, an effect in favor of the control group was demonstrated after colorectal surgery [19]. SMD ranged from small to large in two studies [19,23] and could not be calculated for the other studies.
Table 7. Details of health care economics of studies.

<table>
<thead>
<tr>
<th>Study, Population (n), Description</th>
<th>Effect</th>
<th>SMD(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Van der Meij</strong> [11]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abdominal surgery (344)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postoperative complications (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>Mean cost differences (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>Return to work (PR)</td>
<td>+</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>Return to 75% of normal activities (PR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td><strong>Widmer</strong> [20]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiac rehabilitation (80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency department visits (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>Rehospitalization (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>Emergency department visits plus rehospitalization (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td><strong>Mata</strong> [19]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal surgery (97)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of stay (CR)</td>
<td>=</td>
<td>0.19 (–0.21 to 0.59)</td>
</tr>
<tr>
<td>Postoperative complications (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>30-day reoperation (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>30-day emergency department visits (CR)</td>
<td>=</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>30-day hospital readmissions (CR)</td>
<td>–</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td><strong>Timmers</strong> [10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee replacement (212)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact with hospital, general practitioner, or home care organization during the 4 weeks after discharge (PR)</td>
<td>+</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td><strong>Li</strong> [23]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery (127)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time consumed during follow-up (CR)</td>
<td>+</td>
<td>3.58 (3.02 to 4.14)</td>
</tr>
</tbody>
</table>

\(a\)Items were either clinician reported (CR) or patient reported (PR).

\(b\)Effects were in favor of the intervention group (+), in favor of the control group (–), or there were no effects (=).

\(c\)SMD: standardized mean difference.

\(d\)Nonnormal distributed data.

**Knowledge**

Four RCTs [10,21,25,27], in which 634 patients participated, reported results related to condition- or treatment-specific knowledge acquisition (see Table 8). An effect in favor of the intervention group was demonstrated in all four studies. All studies focused on disseminating disease-specific information, ranging from treatment options for patients with knee complaints due to osteoarthritis [12] to self-management in atrial fibrillation patients [25] or diabetes mellitus [27] and general knowledge about breast cancer and screening options [21]. SMD ranged from medium to large in three studies [12,21,27] and could not be calculated for one study.
Table 8. Details about disease-specific knowledge acquisition.

<table>
<thead>
<tr>
<th>Study</th>
<th>Population (n)</th>
<th>Description</th>
<th>Effect</th>
<th>SMD(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guo [25]</td>
<td>Atrial fibrillation (209)</td>
<td>Knowledge about atrial fibrillation</td>
<td>+</td>
<td>SMD could not be calculated(^d)</td>
</tr>
<tr>
<td>Lee [21]</td>
<td>Breast cancer (120)</td>
<td>Knowledge about breast cancer and screening options</td>
<td>+</td>
<td>0.32 (–0.04 to 0.68)</td>
</tr>
<tr>
<td>Alanzi [27]</td>
<td>Diabetes mellitus (92)</td>
<td>Knowledge about diabetes mellitus and lifestyle</td>
<td>+</td>
<td>4.65 (3.87 to 5.44)</td>
</tr>
<tr>
<td>Timmers [12]</td>
<td>Knee replacement (213)</td>
<td>Actual knowledge about treatment options</td>
<td>+</td>
<td>1.27 (0.95 to 1.60)</td>
</tr>
<tr>
<td>Timmers [12]</td>
<td>Knee replacement (213)</td>
<td>Perceived knowledge about treatment options</td>
<td>+</td>
<td>0.87 (0.56 to 1.18)</td>
</tr>
</tbody>
</table>

\(^a\) All items were patient reported versus clinician reported.
\(^b\) Effects were in favor of the intervention group (+) for all studies, versus effects in favor of the control group (–) or no effects (=).
\(^c\) SMD: standardized mean difference.
\(^d\) Nonnormal distributed data.

Narrative Synthesis of Overall Results

Overall results demonstrate an average effectiveness of the intervention of 69% (see Table 9). Satisfaction with information, adherence to instructions and medication, clinical outcomes (eg, weight loss or adenoma detection), and knowledge acquisition showed the highest effects (>70%). When taking into account the duration of the intervention, a clear advantage in terms of effect is demonstrated by the interventions that have a duration of less than one month, compared to the interventions that take more than one month: 82% effectiveness versus 69%. A clear difference is noted in the comparison between the frequencies of messaging patients with information as well: an average effectiveness of 78% in the high-frequency group (more than once per week, on average) versus 64% in the low-frequency group (once per week, on average).

Table 9. Synthesis of results: average effectiveness per outcome.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Dimension</th>
<th>Number of studies/population members</th>
<th>Average effectiveness(^a), %</th>
<th>Duration, %</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Short (&lt;1 month)</td>
<td>Long (≥1 month)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Information provided</td>
<td>7/1320</td>
<td>93</td>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Overall care</td>
<td>8/1915</td>
<td>64</td>
<td>72</td>
<td>52</td>
</tr>
<tr>
<td>Adherence</td>
<td>Instructions</td>
<td>8/2032</td>
<td>75</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td>Adherence</td>
<td>Medication usage</td>
<td>3/541</td>
<td>84</td>
<td>N/A</td>
<td>84</td>
</tr>
<tr>
<td>Quality of life</td>
<td>Overall</td>
<td>7/1300</td>
<td>48</td>
<td>100</td>
<td>38</td>
</tr>
<tr>
<td>Clinical parameters</td>
<td>Physical functioning and pain</td>
<td>4/836</td>
<td>50</td>
<td>89</td>
<td>30</td>
</tr>
<tr>
<td>Clinical parameters</td>
<td>Clinical values</td>
<td>4/913</td>
<td>74</td>
<td>76</td>
<td>50</td>
</tr>
<tr>
<td>Clinical parameters</td>
<td>Symptoms</td>
<td>3/315</td>
<td>39</td>
<td>N/A</td>
<td>39</td>
</tr>
<tr>
<td>Health care economics</td>
<td>Overall</td>
<td>5/860</td>
<td>59</td>
<td>78</td>
<td>68</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Overall</td>
<td>4/634</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Average effect</td>
<td>N/A</td>
<td>N/A</td>
<td>69</td>
<td>82</td>
<td>69</td>
</tr>
</tbody>
</table>

\(^a\) Average effectiveness is the weighted average of the population linked to an outcome and the part of the population with a positive effect on the outcome.
\(^b\) High frequency is >1 message per week, on average.
\(^c\) Low frequency is ≤1 message per week, on average.
\(^d\) N/A: not applicable.

Discussion

Principal Findings

The objective of this systematic review was to evaluate the effectiveness of educating patients by providing timely information using smartphone and tablet apps. In particular, we focused on patients that had undergone treatment in a hospital. A total of 21 studies were identified, most with some concerns in terms of risk of bias. Included studies showed low levels of homogeneity in terms of populations and outcomes. Overall results demonstrate an average effectiveness of the interventions in 69% of the studies. Satisfaction with information, adherence to instructions and medication, improved clinical values (eg, weight loss or adenoma detection), and knowledge acquisition...
showed the highest effects (>70%). An overall effect of 82% was observed in studies that lasted less than one month. Studies with a higher frequency of messaging (ie, more than once per week) were associated with an average effect of 78%. These results should not only be considered effective from a single outcome point-of-view, but should be, from a more holistic perspective, considered as important components required for effective patient self-management support as well [29].

Our results are in line with earlier reviews that focus on the effect of eHealth interventions on multiple outcomes in chronic health conditions [30,31]. A review by Schoeppe et al reported a positive effect in terms of prevention by focusing on lifestyle changes, such as diet, exercise, and sedentary behavior [32]. The average duration of the interventions in the Schoeppe et al review was 8 weeks, which is longer than the average duration of interventions in our review. However, this is probably due to the fact that the interventions in the Schoeppe et al review focused on behavioral changes related to lifestyle, whereas studies in our review sometimes lasted only 3 or 4 days, in which the aim is not to change one’s lifestyle, but to optimize one’s preparation for a one-time event such as a colonoscopy. The usage of frequent notifications has been recognized to encourage greater exposure to the intervention’s content without deterring engagement [33].

Even though results seem to indicate that interventions of a short duration with a high frequency of notifications are beneficial to the patient, the low level of homogeneity across these studies makes it impossible to extract an optimal structure, duration, or frequency for messaging patients. Such a challenge has also been reported in a 2018 review on education via strategies and structures [34]. Unfortunately, only a few studies reported detailed information about the content that was provided to patients, its format (eg, text, photo, or video), and the actual timing of the content delivery. This information could have provided additional insights on what makes interventions successful or not.

Our results demonstrate the emerging character of this field of research: the 21 included studies were conducted in 10 different medical departments, covering 15 different types of treatments. Four medical specialties—cardiology, orthopedics, surgery, and gastroenterology—have had more than three studies included. Only interventions related to colonoscopy and knee replacement were studied more than once. The results regarding the number of studies that we excluded from this review also demonstrate that many studies still focus on feasibility, acceptance of technology, and the design and content of apps, rather than on the actual effect of this type of intervention.

Strengths and Limitations

To our knowledge, this review is the first to assess the effectiveness of educating patients in preparation of, during, or after their treatment in the hospital using an app for smartphones or tablets. This review adopted a detailed and comprehensive search strategy, followed by robust screening, data extraction, and risk-of-bias assessment, adhering to the PRISMA guidelines. A total of 21 studies were found eligible for inclusion, seven of them having a low risk level of bias and 14 of them having a level of bias with some concerns according to Cochrane’s risk of bias assessment. The relatively large sample sizes allowed us to calculate SMDs and therewith enabled us to compare study outcomes. The observed high level of heterogeneity in terms of outcomes, population, and intervention characteristics, such as interaction models, commercial and noncommercial products, or social media platforms, made it inappropriate to perform a meta-analysis for any outcome.

In this review, we focused on the timely delivery of educational information to overcome patient-perceived information overload. The duration of the interventions within these studies ranged from 3 days to 6 months. In our opinion, this range is another indicator that this type of research is still at an early stage, in which the focus of the trial is really on the intervention itself instead of its long-term effects.

Implications for Practice

The results of our review demonstrate the effective application of smartphone and tablet apps to educate patients with timely information. The effects are visible within various outcomes and across various medical specialties. Medical practices could benefit from these effects by combining two already-existing resources: patient education materials and smartphones and tablets. Patient education is already available on hospital websites, brochures, and through the oral advice of health care professionals. Additionally, more and more patients, as well as their surrounding caretakers, possess a smartphone or tablet. By adding the concept of timing to existing educational materials, one could improve the likelihood that patients receive the right information at the right time. By using the push notification mechanism on smart devices, patients can also be actively made aware of newly available information related to their treatment. Medical practices may choose to either build an app themselves or use already-available commercial products or platforms, social media or otherwise. After the initial development of an app, little or no further adjustments to existing workflows are needed for successful implementation, which is regarded as a crucial factor for successful eHealth implementation [35]. Of course, some patients may require support during the initial downloading or configuring of the app, but when this effort is compared to the possible benefits in terms of improved outcomes, satisfaction, and health care consumption as described in this review, these efforts appear worthwhile.

Future Research

Delivering timely education to patients through an app for smartphones or tablets has the potential to contribute to the emerging field of patient education research, which may lead to a positive effect on numerous outcomes. Given the novelty of this area of research, more studies need to be performed in order to demonstrate the generalizability of the concept, as well as its long-term effects. In this review, we chose to include only RCTs, since this study design is currently considered to be the gold standard research design to assess the effectiveness of interventions. Yet, we believe it is legitimate to question whether this is the only appropriate study design, as eHealth innovations and research projects could be characterized by what we would like to refer to as “moving objects” and “moving targets.” By moving objects, we refer to the interventions themselves, as
these may easily be adapted to the real-time needs of patients and health care providers by their inventors. By moving targets, we refer to outcomes that might not have been defined in the original research protocol but arose from the data and insights that were gathered during the study. Changing the intervention itself or adding outcomes during the course of a study is, however, often considered not done, as it could quickly lead to a high risk of bias and a lower overall quality of the research. As a consequence, many interventions might not be studied at all, because from a supplier’s or producer’s perspective, it feels unnatural not to be able to respond to these real-world demands “just because a study design won’t allow you to.” This challenge was also reported by two recent studies focusing on eHealth interventions in general [36] and, more specifically, in the field of psychiatry [37].

We suggest that other study designs, such as pragmatic RCTs, action research, or even real-world data, are considered to be eligible to demonstrate the effectiveness of these interventions. These designs more closely mimic a routine clinical setting from a health care provider’s perspective (ie, no double blinding or placebo-controlled setting) and allow the interventions to be altered by the supplier during the course of the study if needed. This could lower some of the existing barriers and may convince more stakeholders to participate in eHealth research.

Conclusions
This review demonstrates that educating patients with timely medical information through their smartphones or tablets improves their levels of knowledge, medication or treatment adherence, satisfaction, and clinical outcomes, as well as having a positive effect on health care economics. These effects are most pronounced in interventions with a short duration (ie, less than a month) and with a high frequency of messaging patients (ie, once per week or more). With the knowledge that patient education is a predictor for improved outcomes and the fact that patients have obvious difficulties processing large amounts of new medical information, we suggest incorporating the delivery of timely information through smartphone and tablet apps within current medical practices.
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Abstract

Background: Patient participation in the health care domain has surged dramatically through the availability of digital health platforms and online health communities (OHCs). Such patient-driven service innovation has both potential and challenges for health care organizations. Over the last 5 years, articles have surfaced that focus on value cocreation in health care services and the importance of engaging patients and other actors in service delivery. However, a theoretical understanding of how to use OHCs for this purpose is still underdeveloped within the health care service ecosystem.

Objective: This paper aimed to introduce a theoretical discussion for better understanding of the potential of OHCs for health care organizations, in particular, for patient empowerment.

Methods: This literature review study involved a comprehensive search using 12 electronic databases (EMBASE, PsycINFO, Web of Science, Scopus, ScienceDirect, Medical Literature Analysis and Retrieval System Online, PubMed, Elton B Stephens Co [academic], Cumulative Index of Nursing and Allied Health Literature, Accelerated Information Sharing for Law Enforcement, Association for Computing Machinery, and Google Scholar) from 2013 to 2019. A total of 1388 studies were identified from the database search. After removing duplicates and applying inclusion criteria, we thematically analyzed 56 articles using the Braun and Clarke thematic analysis approach.

Results: We identified a list of 5 salient themes: communication extension, improved health literacy for patients and health care organizations, communication transparency with patients, informational and social support for patients, and patient empowerment in self-management. The most frequent theme was communication extension, which covers 39% (22/56) of the literature. This theme reported that an extension of communication between patients, caregivers, and physicians and organizations led to new opportunities to create value with minimal time and cost restrictions. Improved health literacy and communication transparency with patients were the second and third most frequent themes, respectively, covering 26% (15/56) and 25% (14/56) of the literature, respectively. The frequency of these themes indicated that the use of OHCs to generate new knowledge from patients’ interactions helped health care organizations to customize treatment plans and establish transparent and effective communication between health care organizations and patients. Furthermore, of the 56 studies, 13 (23%) and 10 (17%) studies contended the opportunity of using OHCs in terms of informational and emotional support and empowering patients in their self-management of diseases.

Conclusions: This review enables better understanding of the current state of the art of the online value cocreation and its potential for health care organizations. This study found that the opportunities for health care organizations through enhancement of patient participation and their cocreation of value in digital health platforms have been rapidly increasing. The identified gaps...
and opportunities in this study would identify avenues for future directions in modernized and more effective value-oriented health care informatics research.

*J Med Internet Res 2020;22(4):e16324*  doi:10.2196/16324
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**Introduction**

**Background**

The health care industry is under increasing pressure in terms of enhancing their service provision and quality with meeting the growing demands. This is because of population growth and the rise of chronic diseases [1] besides other factors. To respond to these pressures, the health care industry is continuously digitizing its service provisions to provide for more effective and cost-efficient care models, as well as self-care management for personalized health care [2]. As part of the digitization, health care organizations are establishing online health communities (OHCs) as part of their service offering [3] to cocreate value. An OHC refers to a group of people who interact with each other in online environments about similar health issues [4]. This is reflected in the health care literature with growing emphasis on health value cocreation and the benefits of consumer value cocreation in the health domain [5,6].

Historically, value creation was conceptualized as company-centric with the value being provided by the company to the customer. More recently, cocreation is viewed as an appropriate customer-centric mechanism for health care organizations in which value is created with customers rather than for customers [7,8]. In the context of OHCs, the interaction between stakeholders within online platforms can create values that allow stakeholders to share their knowledge and experiences [9]. Through creating value by working with health care organizations, a patient can likely raise their feelings about the existential quality of life, improve the attainment of life goals, and support and reduce their psychological and physical distress [10]. OHCs can provide peer health knowledge, emotional support, and improve self-care for patients with chronic diseases, especially for lifestyle-related diseases such as cancer, obesity or type 2 diabetes [11]. For patients with chronic diseases, OHCs provide a set of anecdotal information [12,13], which helps patients increase their positive emotional experience and attitude toward chronic diseases, engaging them in the activities of the community [14].

Empowering patients improves their role in cocreating, co-designing, and co-delivering health services [15]. In addition, patient empowerment contributes to enhancing the quality of care and health outcomes [16,17]. For instance, OHC users with chronic diseases become more knowledgeable, feel better socially supported, and have improved behavioral and clinical outcomes compared with nonusers [18].

Over the last 5 years, the number of articles that focus on value cocreation in the health care services has increased, highlighting the significance of the collaboration and cocreation of value within the health care service ecosystem between the patients and health care providers [19,20]. In our last paper, we systematically reviewed the literature regarding the role of OHCs as facilitators of value cocreation in the health care service ecosystem within the last 5 years [21]. The findings showed that OHCs provide opportunities for members to cocreate value ubiquitously along with providing members with online informational and emotional support. However, the ability of health care organizations to engage patients in the health care service coproduction and value cocreation has been largely overlooked [22-24]. Due to the importance and apparent oversight of value cocreation for health care organizations, this paper sought to address the following research question: To what extent could online value cocreation add value for health care organizations?

To produce new insights into this research question, this study performed a descriptive literature review to investigate the potential of online value cocreation for health care organizations, identifying the current state of knowledge and the opportunities for health care organizations to engage in online value cocreation.

**Value Cocreation in Health Care**

Technological developments promoted a shift from a health care model dominated by professionals toward a patient-centered model in which patients and professionals collaborate to create a service that offers the most optimal health care solution [25]. In recent years, the health care domain has undergone a number of transformations because of the recent advances in technology [26]. In addition, significant priorities for service marketing research include the role of consumers in the cocreation of value within the service sector, the transformative potential of services, and the interface between consumer communities and organizations [27]. This is also reflected in health research with some research evidencing the need for health care service providers and physicians to understand the patient and their role in the provision of health information [26,28,29]. The positive impact of collaborations among patients, physicians, and other actors on health outcomes has justified the significance given to the health care domain in investigating the cocreation of value [30]. Value cocreation in health care is a framework that integrates quality enhancement efforts by health care community staff members with patients’ engagement to promote innovation in creating value [31]. Value cocreation refers to the process through which health care providers collaboratively engage with customers to create value [32]. Organizations are increasingly offering value cocreation opportunities to create more value for both customers and themselves [32-34]. Hence, the provider should take a holistic view of service delivery and consider the important factors in the clinical encounter for empowering patients to assume an active participatory role. Information technology can nurture better health care along with cost reduction and develop service innovation [35,36]. Recently, online community research has gradually started to focus on
value cocreation and community outcomes [37]. OHCs provide opportunities for stakeholders such as patients, physicians, caregivers, and health care organizations to access and share health information as well as contribute to the value cocreation process, diminish geographical barriers, and provide informational, social, and emotional support [38,39].

Online Health Communities as Platforms for Value Cocreation

With the rapid growth of social media technology, OHCs provide opportunities for fostering cocreation among the different stakeholders in health care [10,40]. OHCs are a particular form of special interest community, centered on a shared interest in health conditions and diseases [41]. The primary objective of the most OHCs is to provide a platform for patients regarding interacting with each other to obtain emotional support and disease management and care [42]. Participation in OHCs leads to additional activities carried out by patients, which add value to the patient-provider interactions [43]. Research showed that the more effort patients put into value cocreation activities, the more likely they are to continue with the health care provider, to return to the health care provider when they need treatment in the future, and to recommend the provider to others [44]. In the context of service-dominant logic, which is focused on patients’ contribution to the value creation, the customer is always a cocreator of value [8]. In essence, OHCs are changing the way patients treat and manage their health [45]. These communities facilitate self-management through health information exchange and disease experiences [46]. The prominent characteristics of online communities are strong social relationship among members, community-specific organizational structure and way of discussion, history sharing, community rituals, and common online meeting space [47]. All these characteristics support identity for the community, provide a long-lasting relationship between participants, and foster strong member commitment to community purposes [45]. Several studies have focused on the benefits of OHCs, including (a) availability of health-related information especially for people who live in remote areas, facilitating information and social support without the need for driving long distance for face-to-face support group [12,13]; (b) access to health-related information with minimum cost [14]; (c) accessibility to experience-based health information, sharing daily coping habits and user experiences with symptoms [23,48]; and (d) decrease in the feeling of loneliness, creating social interactions among patients with a stigmatized medical condition and avoiding asking for help outside of the online community [23,49]. By empowering patients in OHCs, it is possible to activate value cocreation path between them and health care organizations [50]. As such, by enabling patients to support each other in OHCs, organizations can also indirectly improve customers’ ties with the product and with the organization [46]. Accordingly, OHCs offer cocreation of value opportunities among patients, physicians, and health care organizations to improve health care outcomes [51]. This process, in turn, fosters patients’ access to health information [52].

Health Care Organizations and Online Value Cocreation

To date, many health care organizations are rapidly recognizing the importance of OHCs as a significant platform of complementary service to improve the total quality of health care services [53]. Although the advantages of using OHCs for health care providers are promising, health care organizations frequently discounted OHCs’ information because of the lack of clinical training of contributors and perceived lower quality of online health information [54]. Health care organizations also experience barriers regarding privacy, confidentiality, reputation management, and the dissemination of inaccurate health information [55-57]. Many health care providers worry about broadcasting misinformation and its negative influence on patients’ health decisions [54,58,59]. Some patients contended that the risk of misinformation in OHCs might be reduced by the participation of health care organization in the conversation. In return, health care organizations could receive valuable experience-based health information from patients, saving organizational resources [32]. The diverse needs of various patients prevent the setup of a single, one-size-fits-all community; rather, cognitive- and affective-related values in a community depend on who participate in the community, the foundation of their relationship, and their activities such as sharing experiences, assessing new ideas, and recommending alternative treatments. Therefore, the complexity of digital services, which involve different goals of interaction among different actors, demands a more granular view of value cocreation in online communities [60]. Although numerous businesses have started to harness the advance potential of online communities by utilizing them as an online environment for customer co-innovation and value cocreation, health care organizations are lagging behind [29,61]. Hence, health care organizations can extend a better understanding of various types of consumer value cocreation that is enabled by OHCs [10]. To address these gaps and to deeply understand the potential of online value cocreation for health care organizations, our main objective was as follows: to identify the salient themes of the current literature regarding the potential of online value cocreation for health care organizations.

Methods

Review Protocol

To identify the potential of online value cocreation for health care organizations, we needed to investigate the current literature. For doing so, a descriptive literature review is one of the suitable methods for providing a broad and comprehensive background about the current state of the art [62]. We employed Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist to guide our systematic review of relevant peer-reviewed literature [63]. The main aim of the PRISMA is to assist authors in improving the reporting of systematic review and meta-analysis [63]. The following sections explain the article selection process and review protocol.
Search Method and Article Selection

The purpose of this study was to critically appraise extant work to answer the following question: to what extent could online value cocreation add value for health care organizations? To retrieve relevant articles, we reviewed several academic databases and derived database search terms. The search terms were derived based on keywords in the research question (online value cocreation and health care organizations). However, we did not merely focus on these particular keywords because some related papers discussed the same concepts using different terms. For instance, some articles discussed value cocreation activities in internet-based forums by various stakeholders without using specific terms such as online value cocreation or health care ecosystem. Hence, to ensure that relevant papers are not neglected, we broadened the search keywords and their synonyms to gather a comprehensive pool of related papers for this study (see Multimedia Appendix 1). Based on our research aim, a search string was defined using Boolean operators such as “AND” and “OR”: (“online value co-creation” OR “value co-creation”) AND (“healthcare organisation” OR “healthcare service providers”) AND (“healthcare service ecosystem”). The variants of the search terms in Multimedia Appendix 1 were applied in different databases. In addition, we considered social science databases such as PsycINFO and EMBASE in terms of covering special studies in psychology and behavioral science. We also looked at controlled vocabularies such as Medical Subject Headings and thesaurus for a more complete search. In addition, three prominent researchers in the field of information systems (IS) and health informatics were asked to recommend any additional studies that met the inclusion criteria.

Eligibility Criteria

The searching process was complemented with articles identified from the reference lists as well as searching within the table of contents of selected journals. The outcome of phase 1 yielded 1040 papers after the removal of duplicates. Two scholars separately reviewed the abstracts of each paper and determined if the paper was relevant using the following inclusion criteria: (1) articles were written in English, (2) articles were published between 2013 and 2019, (3) articles focused on the role of health care organizations in the online value cocreation, and (4) articles employed quantitative or qualitative research studies that focused on the use of digital health platforms in value cocreation. During this process, the reference lists of the papers were also checked to identify other articles that are potentially eligible for inclusion. This returned 6 new papers. The two reviewers agreed with each other on the final pool of articles: 281 were identified to be eligible for inclusion in this review. Upon applying the inclusion criteria to the full-text papers, 56 articles were determined to be relevant. Figure 1 (adapted from Nili et al [63]) illustrates the article selection process, and Multimedia Appendix 1 denotes the number of relevant articles retrieved per database. In addition, a summary of the characteristics of the relevant papers is detailed in Multimedia Appendix 2.

Data Analysis Approach

To answer the research question, we conducted a thematic analysis following the 6 steps of coding proposed by Braun and Clarke [64] to explore the major themes regarding the potential of online value cocreation for health care organizations. Thematic analysis is a technique that is commonly used to identify, analyze, and report patterns (themes) within data [64]. This technique is an inductive approach and involves coding all sections of findings, discussion, and conclusion of all selected...
papers (N=56). Applying this method needs careful reading and rereading of the data [64] to identify the explicit and implicit meaning embedded within the text [65]. The 6 steps of thematic analysis process defined by Braun and Clarke [64] are collecting data, generating initial codes, searching for themes, reviewing themes, defining and naming themes, and writing the report (Figure 2). We used NVivo 12 (a qualitative data analysis software; QSR International, Melbourne, Australia) as a repository for storing the articles, and all coding was manually performed.

During the first step, we performed a preliminary analysis of the relevant articles and recorded our notes through memo and annotation features of NVivo and marked ideas for coding in the next step. In the second step, post familiarization with the data, we manually generated an initial list of codes. In total, 112 initial codes were generated. In the third step, after generating initial codes, we refocused the analysis process on the broader level of themes, rather than codes, sorting the different codes into potential themes and subthemes. This was facilitated by creating a thematic map by utilizing the mind map features of NVivo to visualize codes and themes. The thematic map revealed 10 themes and 41 miscellaneous codes. In the fourth step, we reviewed and refined themes. In the reviewing process, we reviewed all themes to make sure they followed a coherent pattern. During this phase, two themes collapsed into each other because of their common content. In the refining process, we recoded some additional data that have been missed in earlier stages, resulting in 11 themes. In the fifth step, defining and refining needs to be applied to our themes. In doing so, we named and defined themes [66]. We also performed a detailed analysis of each theme to ensure that the theme was relevant to the research question and that only minimal overlap existed between themes. Another significant factor in this stage is the naming of themes. Names of themes should be concise and punchy and should directly define what the theme is about [66]. In doing so, we named the themes that reflect the answer to our research question. The results of this stage revealed 5 themes (see Table 1). In the sixth step of the thematic analysis, we provided a concise, coherent, and logical report to summarize the themes as presented in the following sections.

Figure 2. Thematic analysis steps adapted from Braun and Clarke.
Table 1. Summary of the thematic analysis outcomes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
<th>Subthemes</th>
<th>Coverage of the final selection (N=56), n (%)</th>
</tr>
</thead>
</table>
| Communication extension                        | Digital health platforms such as OHCs extend communication from the traditional power balance face-to-face consultation between patients and health care professionals to online interactions for facilitating dialogues between stakeholders. | • Resource integration  
• Easy access to health care information  
• Resource exchange with other stakeholders | 22 (39)                                  |
| Improved health literacy for patients and health care organizations | The use of digital platforms such as OHCs to generate new knowledge from patients’ interactions and help health care organizations to customize treatment plans, offering some online advice especially for patients with a chronic disease. | • Easy-to-read and easy-to-understand health materials  
• Helping patients in the decision-making process  
• Co-learning | 15 (26)                                  |
| Communication transparency with patients        | The use of digital platforms such as OHCs establishes transparent and effective communication between patient and patient, patient and physicians, and patient and health care organizations. | • Bridge builder  
• Facilitate communications  
• Effective interactions between patients and health care organizations  
• Improve mutual trust | 14 (25)                                  |
| Informational and social support for patients   | The use of digital platforms such as OHCs by health care organizations provides informational and social support, which increases the quality of services and patient satisfaction. | • Positive comments to patients by health care organizations  
• Timely and appropriate responses to patients  
• Knowledge sharing and information exchange | 13 (23)                                  |
| Patient empowerment in self-management          | The use of digital platforms such as OHCs to engage patients in the value cocreation process, assisting them in their self-management of diseases. | • Engaging members in OHCs  
• Encouraging members of OHCs  
• Positive patient-provider interactions  
• Self-management intervention for diseases | 10 (17)                                  |

*OHCs: online health communities.

**Trustworthiness**

Trustworthiness is a key factor in a qualitative content analysis because text can have multiple meanings and diverse interpretation [67]. It is contended that if the analysis process provides adequate details, the validity of the research will be assured [68]. Accordingly, this research explicates the process of coding step by step to establish the trustworthiness of the study. In terms of testing the trustworthiness of the findings, we employed percent agreement as our method of intercoder reliability checking [69]. Percent agreement is a useful method of checking the reliability of the qualitative findings of less sensitive (eg, literature review) IS projects [69], where the original analyst and a second person compare the findings of their analyses for a sample of papers. The two scholars, experienced in qualitative research and thematic analysis, who checked different parts (paper selection and inclusion and exclusion criteria) placed particular emphasis on reviewing all codes, categories, and themes. They looked at the themes of the study and the way they have originated from categories and codes. During the first meeting, the percent agreement was 75%, and after the second meeting, that is, discussion on the essence of the themes, the general consensus was achieved and the overall results were 100%, making us confident about the reliability of our literature review.

**Results**

**Themes**

Through performing the thematic analysis, we identified 5 main themes: communication extension, improve health literacy, communication transparency with patients, patient empowerment in self-management, and informational and social support for the patient. Each theme consisted of several subthemes which are presented in Table 1. The following sections provide more detail into each of them.

As evidenced in Table 1, communication extension was the most explored theme (22/56, 39%) followed by improved health literacy (15/56, 26%), communication transparency with patients (14/56, 25%), informational and social support for patients (13/56, 23%), and patient empowerment in self-management (10/56, 17%).
Themes Explanation

Communication Extension

OHCs provide an opportunity for stakeholders to extend their communication from traditional approach, which comprises few face-to-face scheduled consultations, to effective interactions among the patient, health care professionals, and health care organizations within digital health platforms. In fact, OHCs have a potential to connect members who would never have met each other because of geographical distance. Communication extension assists health care organizations to empower patients to interact with health care professionals and organizations [66]. In this regard, OHCs can contribute to unleashing the provision of health care services and facilitate resource exchange and peer-to-peer social support. In essence, communication extension brings the patients into focus, and OHCs offer a mechanism for value cocreation among stakeholders with minimal time and cost restriction [17,19,46,66-75]. The vast majority of the literature emphasizes information accessing and creating, sharing, and recombination of resources [43,76]. OHCs assist patients to produce health information by sharing their health experiences and cocreate a value within these platforms [77]. Resource exchanges are the mutual actions taken by stakeholders in the health care service ecosystem to access, monitor, share, and integrate resources [75,78,79]. In fact, the communication extension provides health care organizations with the opportunity to look beyond the patient portal and consider how technology nurtures consumers’ relationship, engagement, and contributions as well as the health care organizations to better understand the value cocreation process that occurs within digital health platforms [66,71].

Improved Health Literacy of Patients and Health Care Organizations

As indicated in the previous theme, health care organizations need to empower and engage patients in the value cocreation process. However, insufficient organizational health literacy impoverishes the ability of a health care organization to fulfill this task [80]. Health care organizations need to educate patients on their innovation that they are planning to offer to patients, and patients need to educate health care organizations in the context of their everyday use of innovation [71]. OHCs can be an effective tool for knowledge sharing and peer education, and it has the potential to impact patients’ health literacy [46,71]. The new knowledge generated from those patient interactions in OHCs assists health care organizations to customize treatment plans, offering some online treatment options especially for patients with a chronic disease [71]. Some papers contend that by enhancing health literacy, it would be possible to decrease the use of medical services, improving value cocreation with stakeholders and, ultimately, improving the efficiency of the health care system [70,72,81,82]. One of the most relevant papers in this review contends that knowledge should flow both ways. It means that patients should be educated by health care organizations and vice versa [71]. In fact, interactions between patients and health care organizations in digital health platforms enable organizations to collect patients’ health-related experiences and information. Therefore, health care organizations benefit from digital health platforms such as OHCs that improve the patient’s ability to use digital platforms to find relevant health-related information and to apply the gained knowledge to address a health issue, which is known as eHealth literacy in the literature.

Communication Transparency With Patients

Communication transparency between patients and health care organizations is a viable method to provide health care organizations, health care professionals, and patients with new opportunities to cocreate value [83,84]. In this regard, OHCs can provide a proper, transparent, and effective communication between stakeholders [82]. The better health care organizations can effectively interact with patients in OHCs, the more online value will be created. Transparent communication and interaction between health care organizations and patients within OHCs are the fundamental building blocks for online value cocreation. One of the most important elements of having transparent and effective communication is trust. Trust can serve as a significant mechanism in reducing the uncertainty and complexity of exchange and enhancing the credibility of online health information [70]. The level of trust affects patients’ behavior with health care organizations. The transparency of communication is critical for a successful and sustainable response to patients’ health problems. This feature enables both health care organizations and patients to interact directly, allowing them to be actively involved with the value cocreation process [76].

Informational and Social Support for Patients

OHCs provide opportunities for stakeholders such as patients, physicians, caregivers, and health care organizations to access and share health information as well as contribute to the value cocreation process, diminish geographical barriers, and provide informational, social, and emotional support [38,39]. Value cocreation process occurs when organizations, stakeholders, and users integrate and renew each other’s resources [85]. In this context, OHCs have immense potential to facilitate the process of value cocreation among actors in the health care ecosystem as well as provide an additional mechanism for obtaining informational and emotional support. Due to the nature of OHCs that provides access to information and coordinated social interaction, they constitute an alternative solution for patients’ needs, such that they likely improve the well-being of individuals and society as a whole [86]. In fact, OHCs have developed as a part of the supplementary service of many health care organizations, where patients are directed to the health care organization’s OHC to receive socioemotional support. OHCs are the major source of informational, social, and emotional support for people with health problems, and members of such communities interact with other stakeholders to seek, receive, and provide different types of supports (informational, social, and emotional) [4,70,82]. Users of OHCs participate and experience the various types of value cocreation via social support exchange within these types of communities [87]. Health care organizations can motivate patients in OHCs’ activities by providing positive feedback to patients who are using digital health platforms. These types of feedback increase the patient’s motivation and serve as a signal that the health care organization
approves and welcomes patients’ activities in the health care domain [88].

**Patient Empowerment in Self-Management**

OHCs empower patients in the self-management process through the exchange of health-related information and patient experiences. In other words, OHCs can be used to actively engage and empower patients in their health care journey. Engagement in health care service innovation enables health care organizations to be more proactive, establishing and supporting effective approaches for online value cocreation. The empowerment of patients leads to improving the patients’ role in value cocreation [80]. The patient’s empowerment and engagement contribute to enhancing the quality of health care outcome, and health care organizations have started to recognize the significance of patient empowerment as a driver of patient-centered care. Self-management is where health care organizations can enhance patient participation, supporting patients in controlling their lives [82]. Helping patients with chronic diseases such as type 2 diabetes or asthma to self-manage their condition leads to enhanced quality of care and decreases cost and inappropriate use of health care resources [82].

**Discussion**

**Principal Findings**

The goal of this study was to improve the theoretical understanding toward patient-driven health care innovation and in this case, identifying the potential of online value cocreation for health care organizations. We conducted a descriptive review of the published papers on the potential of online value cocreation for health care organizations. After analyzing a large number of studies, we now, understand the significance of the digital health platforms in the value cocreation process for both health care organizations and patients by identifying the salient themes of the current literature. These themes were communication extension, improved health literacy for patients and health care organizations, communication transparency with patients, informational and social support for patients, and patient empowerment in self-management.

Numerous public and nonprofit health care organizations have started to embrace OHCs to support patients’ requirements to locate others with similar health issues and share experiences at a peer-to-peer level [89]. Accordingly, we believe health care organizations perceive OHCs as a tool for extending the communication from the traditional power balanced between health care professionals and patients to online interaction among all stakeholders within the health care service ecosystem, empowering patients in their self-management of diseases by cocreating social and emotional value within OHCs, informationally and socially supporting patients, and establishing transparent communication with patients. Health care organizations might benefit from the interaction between members in OHCs. For example, by monitoring the user-generated content within the community, organizations can gain a deeper and better understanding of members’ needs and finally co-innovate and coproduce health services with customers. This generated knowledge enhances members’ and organizations’ health literacy, helping patients in the decision-making process regarding health care services. In essence, productive collaboration with multiple stakeholders improves the resource, competencies, and capabilities, which fosters values in the cocreation process [85,90]. On the basis of our findings and in line with recommendations to the industry, we propose that health care organizations can prioritize the findings of this study (themes). By prioritizing the salient themes, health care organizations can leverage the potential of online value cocreation to improve their service quality and patient empowerment. According to the recent studies, “the organizations that have been shifting their strategies toward value-based care generally share certain advantages: financial stability, positive relationship with physicians, advanced information systems and (often) affiliation with health plan” [91]. Therefore, this study elucidates the potential that OHCs provide to health care organizations to engage in the value cocreation process. We employed the findings of this review in the real-world program for diabetes group education through conceptualizing OHCs and their potential for this cohort.

**Strengths and Limitations**

There are multiple strengths of this systematic review. It was conducted based on the PRISMA guidelines. It employed a rigorous and extensive search strategy to identify the most relevant outlets. Paper selection process based on the inclusion criteria, paper coding, and theme identification were conducted in duplicate by two members of the research team independently to ensure the accuracy of the findings. This study yielded beneficial findings that enabled us to synthesize and present the current state of the art of the potential of online value cocreation for health care organizations. Although this literature review sheds light on the potential of online value cocreation for health care organizations, some limitations of our review need to be considered. Our inclusion criteria limited our review results to only English-language articles and published, peer-reviewed literature between 2013 and 2019. Hence, these restrictions might have led to an exclusion of relevant literature.

**Directions for Future Studies**

This review helped us to explore some interesting directions for future work. Future studies can delve into providing a holistic view of the importance of health service coproduction and value cocreation in shaping a dynamic health care ecosystem [92-94]. There is also a lack of understanding on how interactions among stakeholders, especially at the meso and macro levels, contribute to the emergence of value cocreation [95]. Another avenue for future research is to investigate the perspective in which health care organizations are able to engage indirectly in online value cocreation. In fact, the cocreation of value through engagement in health care warrants more detailed exploration and highlights the need for more empirical analysis and data on this significant area in health care services [9]. Only a few studies explored the value cocreation at higher levels of health care service ecosystems such as the meso and macro levels. Accordingly, future research can examine the online value cocreation in the health care service ecosystem in the higher levels of the service ecosystem. Future research should be directed toward improving understanding of the engagement level of health care
organizations in value cocreation through OHCs. In particular, enhanced understanding of health care organizations’ participation determinants in online value cocreation process and the factors that underpin this phenomenon is required. This may involve future studies with a long follow-up period. The following recommendations for future work might be useful for both health care researchers and organizations:

1. Investigate how health care organizations indirectly engage with online value cocreation process. Identify their challenges and policies for online activities in the virtual communities.
2. Enhance understanding of the level of engagement of health care organizations in online value cocreation and explore health care organizations’ participation determinants in the online value cocreation process.
3. Develop strategies to boost ongoing engagement of health care consumers. This will empower patients in their self-management of chronic diseases.
4. Increase understanding of how health care organizations encourage health care consumers in the health care service coproduction and co-innovation through OHCs.
5. Implement security and data privacy rules considering health care organizations’ perspectives on OHCs, trust-building measures, and challenges associated with the privacy in OHCs.

Conclusions
The findings of this study enrich our understanding of online value cocreation and its potential for health care organizations by providing a rich review of the literature in online value cocreation. The health care domain can be conceived as a cocreating service system based on the engagement of health care organizations and patients, caregivers, and health care professionals. In this regard, digital platform is one of the most prevalent sources of interaction and online value cocreation. Accordingly, this study aims to improve theoretical understanding toward a patient-driven innovation, such as OHCs, from the value cocreation lenses. Our findings reveal that to foster the implementation of an effective service ecosystem, health care organizations should be able to empower both patients and health care professionals to allow them to actively participate in value cocreation processes in digital platforms such as OHCs. We contend that the outcomes of our study can provide a bird’s-eye view for health care organizations to leverage OHCs for improving their business intelligence along with patient empowerment. Our findings would be useful for health care organization policymakers on how digital health platforms such as OHCs facilitate the value cocreation for health care organizations. Moreover, the findings of this study would be able to guide health care organizations in choosing and implementing strategies and features in their online communities that lead to positive outcomes. Here, we argue that existing OHCs can assist researchers and health care organizations not only by identifying the benefits and potential but also by facilitating value cocreation in the health care service ecosystem.
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Abstract

Background: Unintentional medication nonadherence is common and has been associated with poor health outcomes and increased health care costs. Earlier research demonstrated a relationship between habit strength and medication adherence. Previous research also examined a habit’s direct effect on adherence and how habit interacts with more conscious factors to influence or overrule them. However, the relationship between habit and adherence and the role of habit-based mobile health (mHealth) interventions remain unclear.

Objective: This review aimed to systematically evaluate the most recent evidence for habit strength, medication adherence, and habit-based mHealth interventions across chronic medical conditions.

Methods: A keyword search with combinations of the terms habit, habit strength, habit index, medication adherence, and medication compliance was conducted on the PubMed database. After duplicates were removed, two authors conducted independent abstract and full-text screening. The guidelines for the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) were followed when reporting evidence across the included and reviewed studies.

Results: Of the 687 records examined, 11 met the predefined inclusion criteria and were finalized for data extraction, grading, and synthesis. Most included studies (6/11, 55%) were cross-sectional and used a theoretical model (8/11, 73%). The majority of studies measured habit strength using the self-report habit index and self-report behavioral automaticity index (9/11, 82%). Habit strength was positively correlated with medication adherence in most studies (10/11, 91%). Habit mediated the effects of self-efficacy on medication adherence (1/11, 9%), and social norms moderated the effects of habit strength on medication adherence (1/11, 9%). Habit strength also moderated the effects of poor mental health symptoms and medication adherence (1/11, 9%). None of the included studies reported on using or proposing a habit-based mHealth behavioral intervention to promote medication adherence.

Conclusions: Habit strength was strongly correlated with medication adherence, and stronger habit was associated with higher medication adherence rates, regardless of the theoretical model and/or guiding framework. Habit-based interventions should be used to increase medication adherence, and these interventions could leverage widely available mobile technology tools such as mobile apps or text messaging, and existing routines.

(J Med Internet Res 2020;22(4):e17883) doi:10.2196/17883

http://www.jmir.org/2020/4/e17883/
Introduction

Background
Medication adherence is defined as taking medication exactly as prescribed [1]; this includes taking the proper dose at the right time. Medication adherence comprises three components: initiation, implementation, and persistence [2]. Medication nonadherence can occur at any of these three stages because of the failure to initiate a new prescription, implement it as prescribed, or persist with treatment [2]. Medication adherence is not a dichotomous variable (ie, adherence vs nonadherence) [2] but is more of a continuum (ie, variable levels of adherence). Lower adherence and variations in adherence can lead to loss of drug effectiveness, toxicity, and drug resistance [3]. Only approximately 50% of medications are taken as recommended in different patient populations [4-6], including children with chronic conditions [7,8]. The costs of low medication adherence are both personal and economic. In the United States, this has been shown as a cycle where poor medication adherence leads to poor patient outcomes [9-15] and increased service utilization and health care costs [9,10,12,16], all of which are passed down to the patient, further affecting adherence [17]. The Institute for Healthcare Informatics identified US $500 billion in savings across 186 countries with the responsible use of medication and noted that about 8% of the global total health expenditure could be avoided by improving adherence to medication [2].

Habit is the context-dependent automatic completion of a behavior [18]. Medication adherence would be an example of such a behavior where patients may take the same number of pills in the same room at the same time of day. Therefore, high habit strength is the result of recurring contextual cues [19]. As habit is automatic, it works independently of, and can even override, conscious desires when strong enough [19]. There are 2 types of medication nonadherence: intentional and unintentional [20]. Forgetfulness is the number one cause of unintentional nonadherence [21]. As habit is independent of conscious cognitive processes, having high habit strength protects against forgetfulness. Earlier research demonstrated a relationship between the strength of habit and medication adherence. Previous research examined habit’s direct effect on adherence and how habit interacts with more conscious factors to influence or overrule them [22]. However, the relationship between habit and adherence remains unclear.

Access to personal and mobile technology is ubiquitous [23-25], and there has been strong evidence to support the efficacy of digital or mobile health (mHealth) behavioral interventions, in particular text messaging and apps as tools to improve medication adherence [26-34]. These findings make mHealth interventions an appealing approach to optimize habit formation and medication adherence behavior in pediatric and adult patients with chronic health conditions [35]. However, the cost-effectiveness of these interventions remains unclear [36,37].

Objective
This review aimed to systematically evaluate the most recent evidence for habit strength, medication adherence, and habit-based mHealth interventions across chronic medical conditions.

Methods

Study Design
The guidelines for the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) were followed in the reporting of evidence across the studies reviewed herein [38]. The PRISMA checklist is included in Multimedia Appendix 1. To conduct this systematic review, a literature search was conducted on the PubMed database on June 25, 2019. Search terms were used in various combinations, including the following keywords: habit, habit strength, habit index, medication adherence, and medication compliance. For the first round of screening, 2 independent reviewers (RS and UB) conducted the keyword search and removed duplicates. Both the reviewers (RS and UB) then screened titles and abstracts independently for eligibility criteria and removed those that did not meet our inclusion criteria. Full texts were retrieved for the studies that were agreed on, and the 2 reviewers (RS and UB) completed full-text screening independently against our eligibility criteria. After conducting both screening steps, the results were compared, and any disagreements were settled by discussion with a third senior reviewer (SB).

Eligibility Criteria
Eligible studies were original research studies in English and included validated quantitative measures of habit strength and medication adherence that have been used in earlier published studies. Studies examining all ages, conditions, and countries were included. The included studies needed to evaluate habits specifically in the context of taking medication. This excluded lifestyle habits and general habit formation such as smoking, diet, and exercise. Studies that looked at adding medication to preexisting habits were also excluded. We excluded studies that evaluated habit strength and medication adherence solely from qualitative interviews without any validated measures.

Data Synthesis
A standardized form was used for data extraction. This form included the following categories: title, author, year of publication, country, number of participants, age, gender, study design, study approach, theoretical model, medical condition, habit strength instrument, adherence scale, measured habit strength, measured adherence rates, habit strength and medication adherence relationship (quantitative), main study conclusion, other study outcomes, and quality of the evidence. To assess the quality of the included studies, the Grades of Recommendation, Assessment, Development, and Evaluation (GRADE) criteria were used [39]. The GRADE approach evaluates a body of evidence by starting with a quality level
based on the underlying methodology and then upgrading or downgrading the quality level based on various factors. Randomized trials or double-upgraded observational studies were rated as high. Downgraded randomized trials or upgraded observational studies were rated as moderate. Double-downgraded randomized trials or observational studies were rated as low. Triple-downgraded randomized trials and observational studies or case series/case reports were rated very low. Factors that downgrade the quality of evidence include limitations that suggest bias, indirectness of evidence, unexplained heterogeneity or inconsistency of results, imprecision of results, or a high probability of publication bias. Factors that improve the quality of evidence include a large magnitude of effect (ie, when all plausible confounding factors reduce a demonstrated effect or suggest a spurious effect when results show no effect) and dose-response gradient [38].

**Results**

**Literature Search**

Our literature search identified 687 studies for screening (title and abstract). Of these, 41 full-text studies were reviewed, and 11 studies [9-12,20,22,40-44] met all inclusion criteria. This process is outlined in the PRISMA flow chart (Figure 1).

**Description of Included Studies**

**Study Characteristics**

Table 1 summarizes the study characteristics. The research from the included studies was conducted across a range of countries, including 1 study from the Netherlands [22], 2 from Canada [10,20], 2 from Ireland [40,41], 3 from the United Kingdom [11,43], and 3 from the United States [9,42,44]. All the included studies were published over the past 9 years, with the oldest published in 2011 [22] and the most recent in 2019 [11]. All studies included studies on habit strength and medication adherence in a specific chronic disease population including asthma [22], type 2 diabetes [10,20,42], hypertension [9,40,44], cystic fibrosis [11,12], and psoriasis [43], except for 1 study that looked at a population taking oral contraceptives [41]. All studies included adult subjects, but the participants’ mean age ranged greatly from 22.41 to 69.86 years. The number of participants varied as well; the included studies ranged from 61 to 901 participants, with a mean of 331.82 participants and a median of 202 participants. The majority of the studies had a roughly equal ratio of male to female participants. One study observed a veteran population [44] with a mean age of 64.1 years, and only 14% women were included in the study [44]. Owing to the nature of the population, a study on oral contraceptives had a 100% female population [41]. Most studies (n=6) were cross-sectional [10,20,22,40,43], 4 were longitudinal studies [9,12,42,44], and 1 was a pilot randomized control trial [11]. In the included studies, medication adherence was measured using a combination of self-report questionnaires, remote monitoring using electronic pill bottles, and in-person interviews. The majority of studies (91%, 82%) measured habit strength using the self-report habit index and self-report behavioral automaticity index [9-11,20,22,40-43].
Table 1. Summary of included studies that evaluated habit strength and medication adherence.

<table>
<thead>
<tr>
<th>Source (country)</th>
<th>Health condition</th>
<th>Participants (N)</th>
<th>Age (years), mean (SD)</th>
<th>Sex (female), n (%)</th>
<th>Study design</th>
<th>Theoretical model</th>
<th>Study assessments</th>
<th>Quality of evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolman et al [16] (Netherlands)</td>
<td>Asthma</td>
<td>139</td>
<td>31.5 (5.60)</td>
<td>99 (71)</td>
<td>Cross-sectional study</td>
<td>ASE(^b) model</td>
<td>Mail-out survey, questionnaire</td>
<td>Low</td>
</tr>
<tr>
<td>Burns et al [14] (Canada)</td>
<td>Type 2 diabetes</td>
<td>790</td>
<td>64.05 (8.20)</td>
<td>387 (49)</td>
<td>Cross-sectional study</td>
<td>—</td>
<td>Telephone interview, questionnaire</td>
<td>Moderate</td>
</tr>
<tr>
<td>Durand et al [19] (Ireland)</td>
<td>Hypertension</td>
<td>204</td>
<td>69.86 (10.69)</td>
<td>86 (42)</td>
<td>Cross-sectional study</td>
<td>CS-SRM(^d)</td>
<td>Questionnaire</td>
<td>Low</td>
</tr>
<tr>
<td>Guenette et al [8] (Canada)</td>
<td>Type 2 diabetes</td>
<td>901</td>
<td>62.70 (9.10)</td>
<td>369 (41)</td>
<td>Cross-sectional study</td>
<td>TPB(^e)</td>
<td>Questionnaire</td>
<td>Very low</td>
</tr>
<tr>
<td>Hoo et al [10] (United Kingdom)</td>
<td>Cystic fibrosis</td>
<td>123</td>
<td>25.00 (^f) (19-31)</td>
<td>52 (42)</td>
<td>Longitudinal study</td>
<td>Habit index measure</td>
<td>Electronic pill bottle</td>
<td>Very low</td>
</tr>
<tr>
<td>Hoo et al [9] (United Kingdom)</td>
<td>Cystic fibrosis</td>
<td>61</td>
<td>27.40 (21.70-37.10) - low adherence, 23.70 (18.40-32.00) - moderate adherence, and 26.10 (21.20-37.50) - high adherence(^f)</td>
<td>28 (46)</td>
<td>Pilot randomized control trial</td>
<td>COM-B(^g) model</td>
<td>Questionnaire, electronic pill bottle</td>
<td>Very low</td>
</tr>
<tr>
<td>Murphy et al [20] (Ireland)</td>
<td>Oral contraceptive pill</td>
<td>245</td>
<td>22.41 (4.78)</td>
<td>245 (100)</td>
<td>Cross-sectional study</td>
<td>—</td>
<td>Questionnaire</td>
<td>Very low</td>
</tr>
<tr>
<td>Phillips et al [7] (United States)</td>
<td>Hypertension</td>
<td>71</td>
<td>67.9 (12.28)</td>
<td>45 (63)</td>
<td>Longitudinal study</td>
<td>CS-SRM</td>
<td>Interview, MEMS(^h)</td>
<td>Low</td>
</tr>
<tr>
<td>Phillips et al [21] (United States)</td>
<td>Type 2 diabetes</td>
<td>103</td>
<td>56.96 (12.94)</td>
<td>64 (62)</td>
<td>Longitudinal study</td>
<td>CS-SRM</td>
<td>Interview, electronic pill bottle, Fitbit, survey</td>
<td>Very low</td>
</tr>
<tr>
<td>Thorneloe et al [22] (United Kingdom)</td>
<td>Psoriasis</td>
<td>811</td>
<td>48.10 (13.10)</td>
<td>349 (43)</td>
<td>Cross-sectional cohort study</td>
<td>CS-SRM</td>
<td>Questionnaire</td>
<td>Moderate</td>
</tr>
<tr>
<td>Voils et al [23] (United States)</td>
<td>Hypertension</td>
<td>202</td>
<td>64.10 (11.00)</td>
<td>28 (14)</td>
<td>Longitudinal study</td>
<td>—</td>
<td>Survey</td>
<td>Very low</td>
</tr>
</tbody>
</table>

\(^a\)Quality of evidence assessed using the Grades of Recommendation, Assessment, Development, and Evaluation criteria.

\(^b\)ASE: attitude, social influence, and self-efficacy model.

\(^c\)Missing data were not reported in the included studies.

\(^d\)CS-SRM: common sense model of self-regulation.

\(^e\)TPB: theory of planned behavior.

\(^f\)Median age (years) is reported when the mean age was not provided in the included studies. IQR in parenthesis.

\(^g\)COM-B: capability, opportunity, motivation, and behavior.

\(^h\)MEMS: medication event monitoring system.

**Description of Guiding Models**

Different behavioral models exist to explain the process that occurs before a behavior takes place. In the context of this systematic review, the behavior being studied is medication adherence. Most studies (8/11, 73%) included theoretical models that comprised the guiding framework [9-12,22,40,42,43]. A variety of theoretical models were used by the included studies: the attitude, social influence, and self-efficacy model (ASE) [22]; the common sense model of self-regulation (CS-SRM) [9,40,42,43]; the theory of planned behavior (TPB) [10]; and the capability, opportunity, motivation, and behavior model (COM-B) [11].

The ASE is a behavioral explanatory model that takes a look at attitude, social influence, and self-efficacy as the predictors of intention and behavioral change [22]. Adapting the model to medication adherence, attitude is referred to as “the perceived pros and cons of taking medication,” social influence included “perceived norms and support of important others toward medication adherence and modeling which is the perceived behavior of others,” and self-efficacy was defined as “the...
person’s belief that they could adhere to medicine” [22]. Habit was observed as either a moderating or mediating factor in this model.

The CS-SRM proposes that an individual has a certain representation of an illness in their mind that guides how they respond to an illness threat [45]. The components of the illness representation are identity, causes, consequences, timeline, and controllability [40]. In the context of this systematic review, the response to illness threat would be medication adherence. According to the CS-SRM model, treatment-favorable beliefs lead to the initiation of behavior, and experiential feedback proves that those beliefs were correct (CS-SRM coherence), and the behavior was practiced until it became habit, leading to long-term medication adherence [9].

Fundamentally, the TPB states that attitudes, subjective norms, and perceived behavioral control create the intention to perform behaviors such as medication adherence [10]. When an individual is given sufficient control over their situation, intention will be turned into behavior when given the opportunity to do so [10]. The included study that used the TPB as a guiding model [10] examined habit as another factor that influences intention and the performance of medication adherence behavior.

The COM-B is a behavior system in which capability, opportunity, and motivation interact and lead to behavior [46]. The behavior itself, then, influences capability, opportunity, and motivation. Capability includes knowledge, cognitive ability, and physical skills to perform a behavior. Opportunity is defined as factors that lie outside the patient’s environment that make taking medications possible or prompt them to do so according to the cultural milieu, including the access to medications and medical care as well as the perceptions related to disease stigma. In other words, opportunity includes any factor that is not in the hands of the individual. Motivation energizes and directs behavior. Goals, conscious decision-making, habitual processes, emotional responding, and analytical decision-making are all components of motivation. In the context of this systematic review, habit is part of the automatic motivation that energizes and directs the behavior of medication adherence.

**Description of Habitat Strength Measures**

Table 2 summarizes the habit strength and adherence measure as well as the main outcomes. The majority of studies (9/11, 82%) measured habit strength using the self-report habit index and self-report behavioral automaticity index [9-11,20,22,40-43]. The self-report behavioral automaticity index is a subset of the self-report habit index, and an example item from this index would be taking this medication is something I do automatically, which is rated on a scale of 1-5 from strongly disagree=1 to strongly agree=5 [21]. One study [9] modified this scale by adding 4 additional questions that evaluated the concept of habit strength more broadly and intuitively (ie, asking patients in different ways whether or not they have a habit of taking their medication vs asking them in different ways if they take their medication without conscious attention, without conscious awareness, etc). One of the studies [12] built and tested a new form of measuring habit strength, using the habit index scale as its guiding model. A total of 2 studies [12,44] used the multiplicative product of behavior frequency and context stability.
Table 2. Summary of habit strength, medication adherence measures, and outcomes in the included studies.

<table>
<thead>
<tr>
<th>Source</th>
<th>Habit strength measure</th>
<th>Adherence scale and rates</th>
<th>Relationship between habit strength and adherence rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolman et al [16]</td>
<td>• SRHI(^a)</td>
<td>• MARS(^b)</td>
<td>• Correlation (r=0.61); (P&lt;.001)</td>
</tr>
<tr>
<td>Burns et al [14]</td>
<td>• Self-report behavioral automaticity index</td>
<td>• <em>Did you ever forget to take your medication?</em> on a 5-point scale</td>
<td>• Depressive symptoms: beta=0.08; (P&lt;.001); 95% CI 0.04 to 0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Diabetes distress: beta=0.09; (P&lt;.001); 95% CI 0.04 to 0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Major depressive syndrome: beta=0.07; (P&lt;.001); 95% CI 0.03 to 0.11</td>
</tr>
<tr>
<td>Durand et al [19]</td>
<td>• Self-report behavioral automaticity index</td>
<td>• Overall adherent range: 58.9%-79.7%</td>
<td>• MARS: correlation (r=0.36); (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• MARS: 36.7% nonadherent</td>
<td>• MMAS: correlation (r=0.35); (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• MMAS(^c): 41.1% nonadherent</td>
<td>• Prescription refill: correlation (r=0.08)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Prescription refill: 79.7% adherent</td>
<td>• Urine assay: correlation (r=-0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Total nonadherence, 2.1%</td>
<td>• Adherence composite: correlation (r=0.36); (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Partial nonadherence, 23.8%</td>
<td>• Unintentional adherence: beta=-.45; (t_{203}=-7.04); (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Intentional adherence: beta=-.22; (t_{203}=-3.08); (P&lt;.01)</td>
</tr>
<tr>
<td>Guenette et al [8]</td>
<td>• SRHI</td>
<td>• MMAS-8 modified French version</td>
<td>• Adjusted OR(^d) 1.65; 95% CI 1.35 to 2.03; (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>• About 71% scoring high (at least 5/6)</td>
<td>• 45% high adherence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Mea</td>
<td>• 40.7% medium adherence</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 14.3% low adherence</td>
<td></td>
</tr>
<tr>
<td>Hoo(^a) et al [10]</td>
<td>• Multiplicative product of behavior frequency and context stability</td>
<td>• Electronic pill bottles</td>
<td>• Overall cohort: (R=0.40); 95% CI 0.36 to 0.44; beta=0.30; 95% CI 1.04 to 1.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 47.30% median adherence</td>
<td>• Adherence consistently low: (R=0.24); 95% CI 0.04 to 0.44; beta=3.03; 95% CI -9.68 to 15.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 4.9% low adherence</td>
<td>• Variable adherence: (R=0.45); 95% CI 0.41 to 0.49; beta=0.08; 95% CI -1.44 to 1.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 80.5% variable adherence</td>
<td>• Adherence consistently high: (R=0.20); 95% CI 0.13 to 0.27; beta=0.61; 95% CI -1.90 to 3.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 14.6% high adherence</td>
<td></td>
</tr>
<tr>
<td>Hoo(^b) et al [9]</td>
<td>• Self-report behavioral automaticity index</td>
<td>• Chipped nebulizer</td>
<td>• Median habit strength in different subgroups:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 75.4% low adherence</td>
<td>• Low adherence: 9.0; IQR 4.8-12.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 13.1% medium adherence</td>
<td>• Moderate adherence: 14.5; IQR 11.3-18.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 11.5% high adherence</td>
<td>• High adherence: 18.0; IQR 14.0-20.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• All significantly correlated with adherence levels, (P&lt;.001)</td>
</tr>
<tr>
<td>Murphy et al [20]</td>
<td>• Self-report behavioral automaticity index</td>
<td>• Mean MARS score per number of OCP missed per month:</td>
<td>• Correlation (r=-0.24); (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>• Mean habit strength per number OCP(^d) missed per month</td>
<td>• Never: 5.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Once: 7.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Twice or more: 10.12</td>
<td></td>
</tr>
</tbody>
</table>
### Source | Habit strength measure | Adherence scale and rates | Relationship between habit strength and adherence rates
--- | --- | --- | ---
Phillips et al [7] | • Self-report habit index, with 4 additional questions | • MARS, MMAS, MEMS<sup>h</sup> | • Bivariate relationship (correlations):  
  - MARS: 0.37  
  - MMAS: 0.26  
  - MEMS dose frequency: 0.42  
  - MEMS dose timing: 0.49
  
  • Hierarchical regression analysis:  
    - MARS: $\Delta R^2=0.11; P<.01$  
    - MMAS: $\Delta R^2=0.06; P=.04$  
    - MEMS frequency: $\Delta R^2=0.17; P<.001$  
    - MEMS timing: $\Delta R^2=0.27; P<.001$
  
  - Unintentional nonadherence: $\beta=-.32; t_{66}=-2.55; P=.01$
  - Intentional nonadherence: $\beta=-.23; t_{66}=-1.82; P<.07$

Phillips et al [21] | • Self-report behavioral automaticity index  
  • Mean medication-taking habit strength 3.75 | • MARS and MEMS  
  • Mean adherence:  
    - MARS=4.66  
    - Self-reported intentional nonadherence=1.24  
    - Self-reported unintentional nonadherence=1.76  
    - MEMS % days adherent=76.19  
    - MEMS % doses on time=60.68 | • Bivariate correlations:  
  - MARS: 0.40, $P<.001$  
  - Self-reported intentional nonadherence: $-0.34; P<.001$  
  - Self-reported unintentional nonadherence: $-0.41; P<.001$  
  - MEMS % days adherent: 0.37; $P<.001$  
  - MEMS % doses on time: 0.40; $P<.001$
  
  - MARS (with control variables): $\beta=0.15; \hat{\beta}=0.32; P<.001$
  - MEMS (with control variables): $\beta=8.57; \hat{\beta}=8.57; P<.001$

Thornloe et al [22] | • Self-report habit index  
  • Mean 41.5 for self-administered systemic therapy | • MARS  
  • Overall:  
    - 22.4%, nonadherent  
    - 12% intentional  
    - 10.9% unintentional  
    - Conventional:  
      - 29.2% overall  
      - 15.3% intentional  
      - 14.5% unintentional  
    - Biologic:  
      - 16.4% overall  
      - 9.1% intentional  
      - 7.7% unintentional | • Multivariable regression model:  
  - 0.94 overall nonadherence: 95% CI 0.91 to 0.97  
  - 0.95 intentional nonadherence: 95% CI 0.92 to 0.98  
  - 0.92 unintentional nonadherence: 95% CI 0.89 to 0.96

Voils et al [23] | • Product of frequency and mean of 5 situational consistency items | • Patient rating and MMAS-8  
  • 60% nonadherent | • Extent of nonadherence: correlation $r=-0.39; P<.001$

---

<sup>a</sup>SRHI: self-report habit index.  
<sup>b</sup>MARS: medication adherence report scale.  
<sup>c</sup>MMAS: Morisky medication adherence scale.  
<sup>d</sup>Z-scores averaged. So greater MARS and MMAS scores represented greater nonadherence.  
<sup>e</sup>OR: odds ratio.  
<sup>f</sup>OCP: oral contraceptive pill.  
<sup>g</sup>Negative because lower MARS score represents better adherence.  
<sup>h</sup>MEMS: medication event monitoring system.
Description of Adherence Measures

The most common measures of adherence were the medication adherence report scale [9,22,40-43] and the Morisky medication adherence scale [9,10,40,44]. Other measures of adherence included medication event monitoring systems [7,9,21], medication possession ratio based on prescription refill data [19], single item self-report [14], and urine drug monitoring [14].

Study Methodological Quality

The quality of the included studies ranged from very low to moderate. Of the 11 included studies, 2 were of moderate quality [20,43], 3 were of low quality [9,22,40], and 6 were of very low quality [10-12,41,44]. Table 1 reports the quality of each included study.

Description of Study Outcomes

Habit Strength, Medication Adherence, and Mobile Health Interventions

Table 3 summarizes the study outcomes related to habit strength and medication adherence. Most studies showed a positive correlation between habit strength and medication adherence behavior, suggesting stronger habit formation with higher medication adherence rates [9-12,22,40-44]. Furthermore, compared with factors such as pill burden [40], illness coherence [40], treatment-related beliefs [9,40], and experiences with treatment-related efficacy [9], habit strength was the strongest predictor of adherence. Habit strength had the strongest association with medication adherence and medication event monitoring system dose timing among all the other adherence measures in 1 study [9]. However, habit strength was found to be equally correlated to dose timing and days taken in a later study [42].

Habit strength was also found to mediate the effects of self-efficacy on adherence [22]. The effect of self-efficacy on adherence disappeared once habit strength was added to the hierarchical multiple regression analysis model, and this relationship was confirmed with bootstrapping analysis [22]. Social norms moderated the relationship between habit strength and medication adherence; in weak habit, a supportive norm of taking medicine was positively related to adherence, and supportive norms were only positively correlated with adherence when habit strength score was low [22].

Even after adjusting for covariates, such as age and disease duration, habit strength moderated the association between poor mental health symptoms and medication adherence [20]. Interaction between habit strength and depressive symptoms was also observed. When habit strength was weak or average, depressive symptoms were negatively associated with adherence [20]. However, if habit was strong, no association was observed [20]. This same interaction was observed between diabetes distress and habit strength as well as between major depressive syndrome and habit strength [20].

Habit strength was more strongly associated with unintentional nonadherence than intentional nonadherence in 2 studies [9,40] but was equally predictive in another study [42]. None of the included studies reported on using or proposing a habit-based mHealth behavioral intervention to promote medication adherence.
Summary of the main study findings.

<table>
<thead>
<tr>
<th>Source</th>
<th>Study outcomes</th>
</tr>
</thead>
</table>
| Bolman et al [16] | - Higher habit strength is positively correlated with higher adherence.  
- Habit mediates the relationship between self-efficacy and medication adherence.  
- Social norms moderate the relationship between habit and adherence; in weak habit, a supportive norm of taking medicine was positively related to adherence, and in strong habit, supportive norm correlated with less adherence.  
- Perceiving few negative consequences of taking medicine was associated with better adherence.  
- Control variables of risk perception and asthma severity were positively correlated with adherence.  
- Female gender was positively correlated with adherence.  
- Control variable of internal locus of control negatively correlated with adherence.  
- From the central concepts, perceiving more pros, social support, higher self-efficacy, and stronger habit was associated with more adherence.  
- From the central concepts, habit strength and attitude pros had the strongest correlation with medication adherence.  
- Social norm and modeling were not significantly associated with adherence.  
- Social influence subscales were highly intercorrelated, as well as habit with risk perception, pros, social support, and self-efficacy.  
- After hierarchical multiple regression, habit strength proved to be significantly related to adherence. Of the control variables, only severity remained significant; of the ASE concepts, only the cons remained significant. |
| Burns et al [14] | - Interaction between habit strength and depressive symptoms was observed. If habit strength was weak or average, depressive symptoms were negatively associated with adherence. However, if habit was strong, no association was observed.  
- Same significant interaction pattern was observed for diabetes distress and habit strength as well as major depressive syndrome and habit strength.  
- Habit strength moderates the association between poor mental health symptoms and medication adherence.  
- After adjusting for covariates, results remained significant. |
| Durand et al [19] | - Medication-taking habit strength was the strongest predictor of adherence (compared with pill burden, illness coherence, and treatment-related beliefs).  
- Habit strength explained 19% incremental variance in adherence beyond treatment-related beliefs.  
- Habit strength was more strongly associated with unintentional nonadherence than intentional.  
- Associations among adherence measures were weak to moderate, indicating that multiple measures are necessary to accurately assess adherence.  
- Neither treatment-related beliefs nor CSM² coherence predicted adherence, even for patients with weak habit strength.  
- Pill burden was not associated with habit strength or adherence.  
- There was no significant interaction between treatment-related beliefs, habit strength, and adherence. |
| Guenette et al [8] | - Strong habit was significantly associated with adherence.  
- Perceived behavioral control, older age, no perceived side effects, a longer period since T2D diagnosis, and a lower number of NAID daily doses were significantly associated with adherence.  
- Sex, level of education, and income are not associated with adherence.  
- Intention, insulin use, number and type of NAID drugs prescribed, perceived cost of antidiabetes medications, and use of glucometer or weekly pill organizer were not associated with NAID adherence.  
- Depressed mood, anxiety, and mental health were not associated with adherence.  
- Behavioral control was found to be significant, so the 26 underlying beliefs were analyzed, and 12 beliefs were found to be significant with adherence. |
| Hoo² et al [10] | - One unit increase in habit index was associated with a 0.3% increase in the subsequent week’s adherence after controlling for current adherence.  
- Those with variable adherence displayed higher mean cross-correlation coefficients (0.45) compared with those with consistent adherence (0.20-0.40). |
| Hoo² et al [9] | - Higher adherers reported stronger habit compared with lower adherers.  
- A 1-unit increase in habit strength was associated with a 31% increase in odds of being in the next higher adherence category.  
- In a multiple ordinal regression model with both habit and concerns scores, only habit was associated with adherence.  
- Higher adherers had lower prior year intravenous use, tended to have higher %FEV⁶ at baseline, and reported lower concerns. |
| Murphy et al [20] | - Stronger habit strength was associated with better adherence.  
- Those who never miss an OCP reported significantly higher habit strength than those who miss 2 or more per month.  
- There was no difference between those who never miss an OCP and those who miss 1 OCP per month.  
- Having a fixed time of day to take the OCP was associated with better habit strength and adherence.  
- There is, however, no association between habit strength and taking OCP at different times of the day.  
- Having a fixed place to store the OCP was associated with habit strength but not adherence. |
<table>
<thead>
<tr>
<th>Source</th>
<th>Study outcomes</th>
</tr>
</thead>
</table>
| Phillips et al [7]           | - Habit strength was the strongest predictor of medication adherence (compared with beliefs and experiences plus efficacy)—explains 6%–27% incremental variance in adherence to that explained by treatment-related beliefs.  
- Habit strength was more strongly related to unintentional medication nonadherence than intentional nonadherence.  
- Patients’ CS-SRM\(^b\) coherence was more strongly associated with intentional nonadherence than unintentional adherence.  
- Patients’ treatment-related beliefs were not more strongly associated with intentional nonadherence than unintentional nonadherence.  
- Habit strength had the strongest association with MEMS\(^b\) dose timing out of all the adherence measures.  
- The interaction between treatment-related beliefs and habit was not significant for any of the adherence measures.  
- Patients’ beliefs and experiences did not predict overall adherence, even for weaker adherence. Patient experience, however, did predict intentional nonadherence.  |
| Phillips et al [21]          | - Habit strength consistently predicted incremental variance in measured outcomes, both self-reported and measured.  
- Correlations, between habit strength and % of the doses taken on time vs between habit strength and % of the days when medications were taken, were not significantly different.  
- Habit strength does not predict unintentional nonadherence better than intentional.  
- Habit strength is not relatively more important for predicting medication adherence than physical activity.  |
| Thorneloe et al [22]         | - Patients in the biological cohort were more likely to be male, have a younger age of onset of psoriasis, longer duration of disease, more likely to have a diagnosis of inflammatory arthritis, have lower quality of life scores at the start of therapy, have longer duration of systemic therapy, have stronger beliefs in the chronicity of their illness, stronger beliefs that systemic therapy is necessary, weaker concerns about therapy and medicine, greater coherence, and less symptoms of depression.  
- Patients using self-administered systemic therapy had strong habit strength.  
- Being on a conventional systemic therapy, having strong medication concerns, longer treatment duration, and younger age were factors associated with overall nonadherence.  
- Being on a conventional therapy and strong medication concerns were also significant for intentional nonadherence.  
- Being on a conventional systemic therapy, stronger perceptions of psoriasis being a chronic condition, younger age, and stronger treatment duration were factors associated with unintentional nonadherence.  
- Group 1 membership (strongest medication concerns) was associated with intentional nonadherence, and weaker medication-taking routine or habit strength was associated with unintentional nonadherence.  |
| Voils et al [23]             | - Dual conceptualization (self-report with psychometric principles) of medication nonadherence has stronger validity and reliability than other forms that confound these 2 variables.  
- Extent of adherence was highly correlated with self-efficacy, where lower adherence levels were associated with lower self-efficacy.  
- In all, 3 items assessing the extent of nonadherence produced reliable scores.  
- Correlations and comparison measures showed convergent and divergent validity.  
- Predictive validity was evidenced by correlations between extent and BP\(^i\).  
- Means of the reasons items were well below the scale midpoint, and several distributions were positively skewed and kurtosis. The Morisky scale did not measure a single underlying construct in this sample.  
- The Morisky score was not correlated with BP.  |

\(^a\)ASE: attitude, social influence, and self-efficacy model.  
\(^b\)CSM: common sense model.  
\(^c\)T2D: type 2 diabetes.  
\(^d\)NAID: noninsulin antidiabetic drugs.  
\(^e\)FEV: forced expiratory volume.  
\(^f\)OCP: oral contraceptive pill.  
\(^g\)CS-SRM: common sense model of self-regulation.  
\(^h\)MEMS: medication event monitoring system.  
\(^i\)BP: blood pressure.

### Other Adherence-Related Outcomes

In addition to habit strength, other factors significantly associated with increased medication adherence included perceived negative consequences of taking the medication \([10,11,22,43]\), perceived behavioral control \([10]\), and older age \([10,43]\). Longer treatment duration was found to be significantly associated with adherence in 2 different studies. One study \([10]\) concluded that longer treatment duration led to higher adherence because a longer period led to the development of habit. In contrast, another study \([43]\) concluded that longer treatment duration led to higher overall and unintentional nonadherence. Strong concerns were also associated with intentional nonadherence \([43]\). Stronger perceptions of having a chronic condition and younger age were also associated with unintentional nonadherence \([43]\). Disease severity also affected adherence behavior. For those taking asthma medications, asthma severity was positively correlated with medication
adherence [22]. Having a fixed time of the day for taking medications was associated with better habit strength and better adherence, but there was no association between habit strength and the time of the day medications were taken [41]. Having a fixed place to store the medication was associated with higher habit strength but not higher medication adherence [41].

In the included studies, factors found to not have a relationship with medication adherence were modeling [22], treatment-related beliefs [9,40], and pill burden [40]. The association of treatment-related beliefs was not stronger for intentional nonadherence than for unintentional nonadherence [9]. One study [40] found that common sense model–related coherence did not have a significant relationship with medication adherence; yet, another study [9] found that CS-SRM coherence was more strongly associated with intentional nonadherence than unintentional nonadherence. Demographics associated with adherence included sex [10,22], education level [10], and income [10]. Although social norms did moderate the relationship between habit strength and medication adherence, it did not have a significant relationship with medication adherence by itself [22]. One study [20] found that there was an interaction between habit strength and mental health symptoms; however, depressed mood, anxiety, and mental health by themselves were not associated with adherence [10]. Patient experiences did not predict overall nonadherence but did predict intentional nonadherence [9].

Discussion

**Principal Findings**

Our systematic review contributes to the literature on habit strength and medication adherence across chronic medication conditions. We found that habit strength was strongly correlated with medication adherence, with stronger habit being associated with higher medication adherence rates, regardless of the theoretical model and/or guiding framework. As the behavior becomes more automatic, there is less chance for an individual to forget to take their medicine. We also found that the effect of habit strength on adherence was also related to the individual’s self-efficacy, social norms, and mental health symptoms. This has been explained in earlier studies investigating the dual-process theories, where an individual’s behavior is a result of both deliberative/reflective processes and implicit/impulsive processes [47]. When conscious processes are strong, they might be able to overpower the automaticity of habits. It is also important to note that many of the social influence subscales, as well as habit, were highly intercorrelated in relation to risk perception, pros/cons of taking medication, social support, and self-efficacy [22].

In 1 study [40], it was determined that associations among adherence measures were weak to moderate. This indicates that multiple measures are necessary to accurately assess adherence, as was done in some of the included studies. In addition, self-report questionnaires run the risk of social desirability bias, so monitoring with electronic pill bottles or looking into prescription pharmacy refill records are other important and informative ways of measuring medication adherence.

Our findings in this review suggest that interventions to increase medication adherence could be more effective if they focused on developing a stronger habit among individuals. One way to build a stronger habit is by reminding the patient when it is time to take their medication [18], such as with pill bottle caps that light up when it is time to take the medication. Another approach to strengthen a patient’s habit of taking medication is to leverage technology-based interventions and remind the patient to take their medication by sending a text message or alert on the patient’s phone when it is time to take their dose. Interestingly, a recent review reported that a number of grants, funded by the US National Institutes of Health (2014-2018), were focused on developing and testing mHealth smartphone apps that were specifically designed to facilitate medication adherence behavior by reminding patients to take their scheduled medications, which could lead to the development of a habit [48]. Furthermore, a possible habit-based intervention to increase medication adherence is to incorporate the medication routine into existing lifestyle habits such as physical activity, mealtimes, or morning routines to develop a stronger habit, which should be explored further in future research. However, in this review, we focused our research question on the relationship between habit strength and adherence rates, solely in the context of medication-taking behavior. It is also important to note that most of the included studies in our review were of low quality, and the majority were observational studies, yet they are informative for the most recent evidence on habit strength and medication adherence.

**Strengths**

Our review has some strengths. In all, two authors independently completed the search process at each stage of the systematic review process, following established methodology guidelines (PRISMA). Some of the included studies used multiple forms of measure for medication adherence, making adherence assessment more accurate. Despite having no eligibility restrictions on the year of publication, all the included studies were published between 2011 and 2019, indicating an increasing interest in the topic of habit strength and medication adherence.

**Limitations**

It is important to note some of the limitations of this systematic review. Given that all the search results came from 1 database (ie, PubMed) during the literature search, it is possible that some relevant studies could have been missed during the process. However, most of the studies in other databases, such as PsycINFO, are also indexed in PubMed, and the chances of missing relevant studies are relatively less. Furthermore, many of the included studies used self-report questionnaires, an approach that has the inherent limitation of social desirability bias. In addition, most of the included studies were observational and cannot evaluate the direction or the cause-and-effect relationship between habit strength and medication adherence. Moreover, it is important to note that the range of countries represented in the included studies was limited and included only developed countries. This is important because lifestyle factors, prescribing practices, and social/cultural norms could be different in different countries, affecting both the development of habit strength and medication adherence behavior. Therefore, the inclusion of studies from only
developed countries limits the generalizability of this systematic review. Moreover, examining the relationship between habit strength and medication adherence should extend beyond developed countries where all the included studies were conducted. Developing countries have different clinical and research settings, and gaining insight from studies conducted there would be essential for future wide dissemination and implementation efforts of adherence-promoting behavioral interventions. Finally, this systematic review looked primarily at chronic health conditions, and further research should also assess the longitudinal relationship between habit strength and medication adherence behavior.

Conclusions

In conclusion, stronger habit has been associated with higher medication adherence rates. This is consistent with published literature indicating that forgetfulness is the leading cause of unintentional medication nonadherence. All studies in the literature examined habit strength in the context of nonadherence. Future rigorous longitudinal studies are needed to examine the direction of the relationship between habit strength and medication adherence behavior.
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Abstract

Background: Web-based sources are increasingly employed in the analysis, detection, and forecasting of diseases and epidemics, and in predicting human behavior toward several health topics. This use of the internet has come to be known as infodemiology, a concept introduced by Gunther Eysenbach. Infodemiology and infoveillance studies use web-based data and have become an integral part of health informatics research over the past decade.

Objective: The aim of this paper is to provide a scoping review of the state-of-the-art in infodemiology along with the background and history of the concept, to identify sources and health categories and topics, to elaborate on the validity of the employed methods, and to discuss the gaps identified in current research.

Methods: The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were followed to extract the publications that fall under the umbrella of infodemiology and infoveillance from the JMIR, PubMed, and Scopus databases. A total of 338 documents were extracted for assessment.

Results: Of the 338 studies, the vast majority (n=282, 83.4%) were published with JMIR Publications. The Journal of Medical Internet Research features almost half of the publications (n=168, 49.7%), and JMIR Public Health and Surveillance has more than one-fifth of the examined studies (n=74, 21.9%). The interest in the subject has been increasing every year, with 2018 featuring more than one-fourth of the total publications (n=89, 26.3%), and the publications in 2017 and 2018 combined accounted for more than half (n=171, 50.6%) of the total number of publications in the last decade. The most popular source was Twitter with 45.0% (n=152), followed by Google with 24.6% (n=83), websites and platforms with 13.9% (n=47), blogs and forums with 10.1% (n=34), Facebook with 8.9% (n=30), and other search engines with 5.6% (n=19). As for the subjects examined, conditions and diseases with 17.2% (n=58) and epidemics and outbreaks with 15.7% (n=53) were the most popular categories identified in this review, followed by healthcare (n=39, 11.5%), drugs (n=40, 10.4%), and smoking and alcohol (n=29, 8.6%).

Conclusions: The field of infodemiology is becoming increasingly popular, employing innovative methods and approaches for health assessment. The use of web-based sources, which provide us with information that would not be accessible otherwise and tackles the issues arising from the time-consuming traditional methods, shows that infodemiology plays an important role in health informatics research.

(J Med Internet Res 2020;22(4):e16206) doi:10.2196/16206
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Introduction

Infodemiology (ie, information epidemiology) is a field in health informatics defined as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy” [1]. The first official mention of infodemiology according to a search in PubMed (ie, baring the term on the title) was by Gunther Eysenbach in 2002 [2]. However, infodemiology studies (ie, assessment of health-related topics using web-based data [3])
can be traced all the way back to 1996. Two more studies in the 2000s use the term (PubMed): one in 2004, where the quality of hospitals’ websites was assessed [4], and one in 2006, showing that flu data from Google correlated with influenza cases [5].

The large corpus of publications in infodemiology were present after 2009, with the first complete presentation and assessment of the subject being found in the scoping review of Bernardo et al [6] published with JMIR Publications—the main publisher of infodemiology and infoveillance studies.

Social media and search queries are the most popular sources for retrieving information from web-based sources. The use of social media is constantly expanding [7], with more users and including more features. Search query data is also of significant value, as they take into account the revealed and not the stated users’ preferences [8,9], but methodology should be designed with caution to ensure the validity of the results [10].

Popular social media data sources in infodemiology include Twitter [11-17], Facebook [18-22], and Instagram [23,24]. Queries from search engines are mostly retrieved by Google Trends [25-32], as well as Yandex [33-35], Baidu [36,37], Bing [38], Yahoo [39], and Daum [40,41]. Other popular sources include websites and platforms [42-45]; blogs, forums, and online communities [46-52]; and, what has received attention lately, mobile apps of certain health categories (eg, asthma [53] and heart failure self-care management [54]). Significant focus has been shown in combining two or more sources such as Facebook and Instagram [55], Facebook and Twitter Posts [56], US newspaper media and Facebook [57], and Google and Wikipedia [58].

The use of web-based sources offers an assessment of real-time information, whether it is from Twitter, Google, or other social media and search queries. For health data retrieved through traditional methods such as registries, questionnaires, or surveys, analysis and assessment can take time to perform. Thus, nowcasting using said methods is not trivial. However, web-based (real time) data has been shown to significantly contribute to the analysis and forecasting of certain diseases, outbreaks, and epidemics.

Therefore, this specific part of health informatics has benefitted from infodemiology. In particular, one of the most studied diseases is influenza, and several data sources have been employed to predict and assess flu-related topics [39,40,59-76]. Epidemics and infectious diseases that have been analyzed and assessed using infodemiology and infoveillance approaches include HIV/AIDS [77-79], measles [80-83], and the Zika virus [84-87].

Infodemiology topics have also been the subject of research for several reviews on various topics like curable sexually transmitted diseases (STDs) [88] and mental health disorders [89], and for data sources like search queries, social media [6], mobile phone apps [90], Twitter [91], and Google Trends [92].

Infodemiology has contributed to health assessment with the analysis of a range of topics. In specific, popular categories in the field of infodemiology and infoveillance include drugs [39,93,94], marijuana [95-97], depression and suicide [98-108], smoking and tobacco [109-116], electronic cigarettes (e-cigarettes) [117-126], and hookahs [127-130]. As far as chronic diseases are concerned, the assessment of diabetes [131-136] and multiple sclerosis [137,138] has benefitted from infodemiology and infoveillance studies. Other topics include breast cancer [139-142]; fitness and diet [143-146]; health care performance, evaluation, and dissemination [147,148]; and human papillomavirus (HPV) [149-154].

This review aims to update and expand the 2013 scoping review of Bernardo et al [6]. The authors of said review provided a well-structured outline of how infodemiology was employed in health informatics research up to that point, but as is evident, the large corpus of studies in the field have been published within the last couple of years. This update on the subject is important in identifying how infodemiology has contributed to health informatics over the past decade compared with traditional surveillance methods, the main web sources used, and the individual health categories and topics that have been explored. Apart from identifying the “metrics” of infodemiology studies (ie, number of publications, thematic topics, journals and publishers, and data sources), this review aims to identify the advantages, disadvantages, and value and validity of infodemiology and infoveillance.

Methods

To select the publications in the fields of infodemiology and infoveillance, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) extension for Scoping Reviews [155,156] were followed. The procedure is depicted in the PRISMA flow diagram in Figure 1.

In the JMIR Publications database, all papers from the two relevant electronic collections (e-collections) were retrieved: 225 documents from the “Infodemiology and Infoveillance” [157] e-collection in the Journal of Medical Internet Research and 185 from the “Infodemiology, Infoveillance, and Digital Disease Surveillance” [158] e-collection in the JMIR Publications database. After removing the duplicates and 2 documents for article type eligibility, 227 documents were extracted in total. Next, 66 documents were handpicked from the JMIR publications database based on searches of data sources (ie, “Twitter,” “Google Trends,” and “Google Flu Trends”). After 10 documents were excluded based on article type, a total of 56 documents were handpicked from the JMIR database.
Next, the term “infodemiology” was searched for in the PubMed database from January 1, 2009, to December 31, 2018, in the search field “Title-Abstract.” The search returned 94 documents. The term “infoveillance” was then entered for the same period and in the same field, and the search returned 51 documents. The duplicates were 39 in total, and 2 documents were excluded based on article type; a total of 104 documents were extracted from the PubMed database. The terms “infodemiology” and “infoveillance” were then independently searched for in the Scopus database in the “Article title, Abstract, Keywords” field for the full years 2009-2018. The search returned 88 and 43 documents, respectively (ie, a total of 131). After removing 33 duplicates and 4 documents for article type criteria, a total of 94 documents were extracted from the Scopus database.

Overall, all studies that included the terms “infodemiology” or “infoveillance” in the “Title/Abstract” field in PubMed up to December 2018 and all studies including the terms “infodemiology” or “infoveillance” in the “Article title, Abstract, Keywords” field up to 2018 in Scopus were selected. For JMIR, all articles in the two relevant e-collections, as well as the articles derived by the individual data source searches, were included in this review. Articles were only excluded based on article type eligibility (eg, correction, erratum). After removing the duplicates from the JMIR, PubMed, and Scopus databases, the total extracted documents from all databases were 338.

**Results**

Table A1 in Multimedia Appendix 1 consists of the 338 selected publications included in this review, and shows the authors’ names, publication year, the title, and the journal used for the analysis. Figure 2 depicts the number of publications by year from 2009 to 2018.

The number of publications in the subject is increasing every year, with 2018 featuring more than one-fourth of the 338 total publications (n=89, 26.3%), and the publications from 2017 and 2018 combined accounted for more than half (n=171, 50.6%) of the total number of publications in the past decade.
The 338 extracted studies were published in 57 journals in total. The vast majority of the studies in infodemiology and infoveillance were published with JMIR Publications (n=282, 83.4%). Specifically, the Journal of Medical Internet Research features almost half of the publications (n=168, 49.7%), and JMIR Public Health and Surveillance features almost one-fourth of the examined studies (n=74, 21.9%).

Figure 3 consists of the numbers of publications per journal with >2 publications on the subject.

Journals that have published more than 1 paper in the subject included JMIR Mental Health (n=9), JMIR Research Protocols (n=7), JMIR Diabetes (n=4), JMIR Cancer (n=3), JMIR Medical Informatics (n=3), JMIR Pediatrics and Parenting (n=3), the Journal of Big Data (n=2), and the Interactive Journal of Medical Research (n=2).

Table A2 of Multimedia Appendix 1 consists of the 338 publications categorized by data source employed. Figure 4 depicts the popularity of the examined data sources in terms of number of publications (some publications employed more than one data source).

Figure 3. Number of publications in infodemiology and infoveillance by journal (2009-2018). IEEE: Institute of Electrical and Electronics Engineers; JPH: JMIR Public Health and Surveillance.
Of the 338 publications, the most popular source was Twitter with 45.0% (n=152) and is continuously gaining popularity. Google sources were in second place with 24.6% (n=83), followed by websites and platforms with 13.9% (n=47), blogs and forums with 10.1% (n=34), Facebook with 8.9% (n=30), and other search engines with 5.6% (n=19). The Google category consisted mainly of publications using Google Trends; although, the following Google tools have also been identified as main data sources in several publications: Google Flu Trends (n=6), Google Analytics (n=2), Google Insights (n=2), Google Correlate (n=1), Google Health (n=1), Google News (n=1), Google AdWords (n=1), Google Video (n=1), and Google Blog Search (n=1).

The “other search engines” category consists of Bing (n=7), Baidu (n=4), Yandex (n=4), Daum (n=2), and Yahoo (n=3), and the “other social media” category consists of YouTube (n=5), Yelp (n=5), Google+ (n=4), Foursquare (n=1), SoundCloud (n=1), Tumblr (n=1), Pinterest (n=1), and MySpace (n=1). Yahoo answers (n=2) was included in the blogs, forums, and communities category.

Although many health topics have been examined in infodemiology and infoveillance, some are significantly more popular. Figure 5 depicts the general categories in terms of number of publications, while Figure A1 of Multimedia Appendix 2 consists of the pie charts of their subcategories. All individual topics and subtopics identified in this review by number of publications can be found in Table A1 of Multimedia Appendix 2.

In the 338 publications examined in this review, the most popular subjects were conditions and diseases with 17.2% (n=58) and epidemics and outbreaks with 15.7% (n=53), followed by health care with 11.5% (n=39), drugs with 10.4% (n=35), smoking and alcohol with 8.6% (n=29), and mental health with 8.3% (n=28). Infectious diseases with 8.0% (n=27) and cancer with 6.8% (n=23) were also featured in several publications. The categories of diet and fitness with 4.1% (n=14) and mother and child with 2.7% (9) were less popular.
Discussion

Principal Findings

In this scoping review, the most popular web-based data source as well as the most studied health categories in infodemiology and infoveillance were identified through a systematic search of the existing literature.

Time Line and Journals

Based on the results, the use of web-based data in health informatics is significantly increasing year by year, with half of the publications from 2009 to 2018 being in the last couple of years. The JMIR Publications database is the most significant contributor in terms of the number of publications on the subject (n=282/338, 83.4%), especially given that the most significant infodemiology-oriented journal (ie, JMIR Public Health and Surveillance) is published with JMIR Publications. The concept of infodemiology, introduced by Gunther Eysenbach in 2002, has been gaining significant recognition since its birth, and it is evident that it will play an even more significant role in health informatics in the years to come, especially as internet penetration increases along with the average age of the users.

Data Sources and Tools

Despite the increasingly large number of users and the fact that Twitter is used significantly more than Google, Twitter has the limitation of not being universal. Its pros include that it is an outlet for official reports and news (eg, governmental, politicians), but a significant con is that it is not used by all; furthermore, not everyone interacts on the site (ie, tweets or retweets). The analysis of internet search traffic data—mainly from Google but from other search engines as well (eg, Bing, Yahoo)—is more universal in the sense that internet penetration has increased to a point where the large majority of people have access to and use the internet and searching for keywords in search engines is the most used internet feature. Apart from this, it also ensures anonymity, deeming it more reliable, as it uses the revealed and not the stated users’ preferences. However, the choosing of the keywords (queries) as well as the methodology for selecting the retrieved data is much more complicated than with Twitter. In addition, more than one search engine exists, and thus, not all queries (data) on the respective selected topic can be retrieved.

On the other hand, there is a significant rise in the percentage of publications in the last couple of years using data from other social media such as Facebook and Instagram. This could be showing that younger internet users’ preferences in the use of social media may be revealing a trend of said platforms over original search queries and websites. Researchers in this field should closely follow any potential shifts in internet use, along with the correspondence and age of users, to ensure—to the point that is possible with web-based data—that the sample is representative and the research aims to change along with what is trending. The latter is crucial for infodemiology research to continue to be valid, and it should be given significant focus.
**Health Topics**

As is evident, there is a wide variety of topics that have been studied up to this point. The most popular topics identified in this review were illegal drugs, breast cancer, smoking, fitness, HIV/AIDS, depression, diabetes, influenza, HPV, multiple sclerosis, Zika virus, suicide, STDs, and e-cigarettes, and significant attention has been given to the evaluation of health care such as hospital ratings and patients’ experiences and health topics’ and medical institutions’ dissemination strategies.

Approaches include nowcasting epidemics and outbreaks, surveillance of infectious diseases, assessment of chronic conditions, and basically everything traditional surveillance methods have aimed to do. Thus, the results of this review show not only the increasing popularity of web-based data but also their significant contribution to the existing literature, as well as the value of infodemiology in health informatics.

**Advantages and Disadvantages**

The difference in using web-based data—infodemiology’s main advantage—is that it tackles the issue of traditional surveillance methods not providing real time assessments. Even in the health sector, where data are generally available compared to other topics, the gathering, assessing, and publishing of health data can sometimes take years to process. This is less of an issue for topics such as chronic diseases that are not infectious, but it makes the assessment and forecasting of epidemics and outbreaks much more complicated.

Another significant advantage of infoveillance compared to traditional surveillance methods is the anonymity that web-based data offers. Online search traffic data are completely anonymous, and in most social media and forums, an individual has the option of anonymity. In this way, data retrieved from said sources are the revealed and not the stated preferences, which can be a plus for sensitive topics such as AIDS or STDs.

Despite the many advantages that web-based data sources have to offer, several limitations have been identified in the use of infodemiology sources. The main disadvantage of using web-based sources is that the data can be affected by sudden incidents or events, which, especially in nowcasting or when the number of observations is low, could provide biased results. Similarly, the sample cannot be shown to be representative, especially in the assessment of online search traffic data; although, this is less of an issue as internet penetration increases.

With real time data that can be retrieved from web sources, disease surveillance has become much faster than with traditional methods, and web sources also have the benefit of assessing large populations, which contrasts with most traditional methods that are based on data retrieved from significantly smaller groups, such as with interviews or questionnaires. Overall, what health informatics should aim toward in the future is to combine web-data sources with traditional data assessment to provide an even more complete assessment.

**Limitations**

The main limitation of this scoping review was that not all infodemiology papers could be included. Though the selection of publications for this work was thorough and followed the guidelines for proper selection and included the main outlets for infodemiology papers (ie, JMIR Publications and PubMed), some publications may have been left out; a limitation that all reviews have. Specifically, articles using the two most popular infodemiology sources (ie, Twitter and Google) were only searched for in the JMIR database. Studies using, for example, Google Trends and Twitter constitute a large body of the relevant literature, and a significant number of said studies were not included as they did not use the specific searched for terms (ie, infodemiology and infoveillance); the latter being the main difference from the original Bernardo et al [6] scoping review.

---

Figure 6. Yearly changes in number of publications for the most popular data sources (2009-2018).
However, despite the possible reduced number of included publications that use infodemiology and infoveillance sources but not the infodemiology or infoveillance terms, as JMIR is the main outlet for such themed publications, this scoping review gives a valuable qualitative and quantitative overview of how the concept has progressed over the last decade, as well as identifying the main sources and topics that have been used and assessed. Future work should focus on expanding the present results, as well as recording infodemiology papers based on tools used. As the search by source yields many results, focus should be given to future systematic reviews on the subject by source as has been done, for example, for the use of Google Trends [92].

Conclusions

Using web-based sources in epidemiology and disease surveillance has shown to be valuable and valid over the past decade, and the results of this scoping review clearly point to this direction. Data sources cover a wide variety of tools, social media, platforms, websites, blogs, and search engines, and the topics that are the most studied vary from chronic disease prevalence to nowcasting epidemics. Infodemiology and infoveillance tackle several of the issues that arise with traditional assessment methods, and, as internet penetration increases, employing web data sources for health assessment could be the future in health informatics.
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Abstract

Novel treatment options for eating disorders (EDs) are critically needed to enhance treatment outcomes and reduce the rates of treatment dropouts. On average, only 50% of individuals receiving evidence-based care remit fully, whereas 24% drop out before treatment completion. One particularly promising direction involves integrating virtual reality (VR) with existing evidence-based treatments (EBTs) such as cue exposure therapy (CET). Across psychiatric disorders, VR-based interventions are demonstrating at least preliminary efficacy and noninferiority to traditional treatments. Furthermore, VR technology has become increasingly portable, resulting in improved acceptance, increased access, and reductions in cost. However, more efficient research processes may be needed to uncover the potential benefits of these rapid technological advances. This viewpoint paper reviews existing empirical support for integrating VR with EBTs (with a focus on its use with EDs) and proposes key next steps to more rapidly bring this innovative technology-based intervention into real-world clinic settings, as warranted. VR-CET for EDs is used to illustrate a suggested process for developing such treatment enhancements. We recommend following a deployment-focused model of intervention development and testing to enable rapid implementation of robust, practice-ready treatments. In addition, our review highlights the need for a comprehensive clinical protocol that supports clinicians and researchers in the implementation and testing of VR-CET and identifies key missing protocol components with rationale for their inclusion. Ultimately, this work may lead to a more complete understanding of the full potential of the applications and integrations of VR into mental health care globally.

(J Med Internet Res 2020;22(4):e16386) doi:10.2196/16386
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Introduction

Eating disorders (EDs) pose serious risks to psychological and physical health [1,2], resulting in an elevated risk of death for those with EDs compared with the general population [3-5]. Although evidence-based treatments (EBTs) for EDs demonstrate reasonable efficacy, on average, only 50% of individuals receiving evidence-based care remit fully [6-8], and 24% are estimated to drop out before the completion of
Virtual reality (VR) is a technology that can augment existing EBTs with the possibility of enhancing treatment outcomes. Through the creation of immersive computer-generated experiences, users interact naturally with stimuli representing the real world while simultaneously benefiting from a clinical, supervised setting [10]. Moreover, VR shares with the brain the same basic mechanism: embodied simulations [11]. In fact, a VR system, similar to the brain, maintains a model (simulation) of the body and the space around it.

These features offer different potential advantages for using VR to augment existing EBTs for EDs [12-16]. Advantages may include automating and standardizing ED psychoeducation, opportunities to practice emotion regulation skills, reprogramming attentional biases, enhancing insight by identifying body distortion, changing implicit and explicit perceptual bodily distortions, reducing weight stigma and biases, enhancing empathy among support persons, and augmenting exposure therapy. In particular, three different randomized controlled trials [14,17,18] have shown at long-term follow-ups (6 and 12 months) that VR-enhanced cognitive behavioral therapy (CBT) for EDs had a higher efficacy on some outcomes than CBT alone (eg, greater improvement in body image disturbances; increased reduction in the frequency of binge, purge, and overeating episodes; and more weight loss for obese individuals with binge eating disorder, BED).

Nevertheless, traditional models for testing treatments, which include case series and randomized controlled trials to test efficacy under highly controlled research conditions in academic centers, followed by effectiveness and implementation studies, may render these rapidly changing technologies obsolete by the time they are clinic-ready. For example, since the early 2000s, immersive VR has become increasingly sophisticated with improved 3-dimensional constructed environments; compatibility with mobile phones; and a wide variety of head-mounted display devices equipped with increased field of view, higher-resolution images, and lightweight and comfortable designs [19]. Testing these interventions within real-world clinic settings quickly, before they are replaced by newer technology, may be crucial to benefit from the existing content and devices [20].

In this paper, we discuss the great potential of VR-based interventions in the treatment of psychiatric disorders and research efforts needed to support the development of effective clinic-ready treatments in a timely manner. Of the many applications of VR in the treatment of EDs [21,22], virtual reality cue exposure therapy (VR-CET) has the strongest empirical support at present [18,23-25]. Therefore, we focus on VR-CET to anchor the discussion. Specifically, this paper provides: (1) an overview of VR-CET and its potential advantages to augment EBTs; (2) a brief review of the empirical support for VR-based exposures in psychiatric disorders, with a focus on VR-CET for EDs; (3) an argument for small-scale effectiveness trials early in treatment development (following the deployment-focused model of intervention development and testing by Weisz et al [20]); and (4) ideas on how VR-CET can be more rapidly developed and implemented in real-world clinic settings, highlighting key missing protocol components, with rationale for their inclusion.

**Advantages of Virtual Reality–Cue Exposure Therapy**

VR-CET provides traditional cue exposure therapy (CET) in a virtual environment. CET is a subcategory of exposure therapy that is specific to eating and substance-related disorders. Both techniques involve repeated, controlled exposures to relevant stimuli. However, CET was initially specifically designed to target cravings (vs fear) [26]. CET is based on classical conditioning, a learning theory that explains how maladaptive behavior can develop in response to previously neutral stimuli. According to classical conditioning, repeatedly pairing a neutral stimulus (conditioned stimuli) with a stimulus (unconditioned stimuli) that naturally evokes a biologically potent response (unconditioned response) may eventually result in responding similarly to the neutral stimulus as one would for the biologically potent stimulus (conditioned response). For example, in the classical conditioning model of binge eating, Jansen [27] conceptualizes the intake of food as the unconditioned stimulus and its metabolic effects as the unconditioned response. Cues that reliably signal food intake, such as sight, smell, taste, and the context in which one eats, act as conditioned stimuli. The presence of these cues (conditioned stimuli) elicits physiological responses that are experienced as craving (ie, an almost irresistible urge to eat), which can increase the probability of binge episodes (conditioned response) [28-31]. In CET, the main objective is to weaken the bond between the cues (conditioned stimuli) and the maladaptive responses (conditioned responses), which may mask or inhibit initial learning [32]. Specifically, VR can reduce eating-related anxiety during and after exposure to virtual food, helping to disrupt the reconsolidation of adverse, food-related memories [24,26].

In VR-CET for EDs, patients are repeatedly exposed to emotionally provoking eating-related situations that typically result in maladaptive behaviors (eg, binge eating and avoidance). Exposure is planned gradually and designed to eliminate the ED behavior. New associations develop with eating-related anxiety and cravings in response to stimuli decreasing over time [24,33]. Emotional changes may occur, in part, because of the modifications to dysfunctional thinking and increased self-efficacy [34]. Other VR exposure programs created in the context of CBT extend the exposure activities to include cognitive restructuring and practice using alternative emotion regulation strategies in response to triggering stimuli. These strategies may help address core ED symptomatology [31].

VR offers several promising advantages to in vivo exposure that may result in reduced therapist burden, more rapid symptom improvement, improved acceptance of treatment, reduced treatment dropouts, and more accurate measurement-based care. VR environments may more closely approximate the settings in which problematic eating behaviors take place compared with the clinician’s office or imaginal exercises. A therapist can manipulate a larger number of stimuli within the VR...
Empirical Support for Virtual Reality–Based Exposure With a Focus on Eating Disorders

The intention of this paper is not to systematically review the literature on VR-based exposure therapy because that would be outside the scope of this viewpoint paper. Instead, we provide an overview of the empirical support for VR-based exposure with a focus on EDs to highlight the foundational work and provide context for our arguments in the subsequent sections. A substantial body of research supports the efficacy of VR-CET and VR-based exposures for numerous psychiatric disorders, notably those that frequently co-occur with EDs such as anxiety, substance use disorders, and posttraumatic stress disorder (PTSD) [42-44]. VR exposure therapy is consistently more effective than nonactive control groups (ie, waitlist), whereas comparisons between VR exposure therapy and manualized CBT and/or in vivo exposures tend to show equivalence in outcomes [43-49]. Considerable research has focused on anxiety disorders (eg, social phobia, panic disorder with agoraphobia, and specific phobias), with meta-analytic studies reporting large effect sizes (eg, Cohen d=0.95, ranging from 0.87 in PTSD to 1.79 in panic disorder with agoraphobia) [50]. Meta-analyses also reveal moderate effect sizes for VR exposure therapy over waitlist controls in PTSD [48,49] and show the benefit of VR exposure therapy in the assessment or treatment of acute stress disorder and paranoia [51]. These reviews note that although more research is needed to better understand the mechanisms of action, VR-specific variables such as a sense of presence within virtual environments may affect treatment outcomes [43,45]. Additional important takeaways are that modern VR systems are becoming increasingly affordable, accessible, and user-friendly [44] and that VR may be especially useful in exploring hypotheses related to the processes and mechanisms involved in exposure therapy because of the high degree of control and manipulation of specific variables that this technology allows [45]. Finally, the existing reviews illustrate the insufficient state of the current literature, given inconsistent reporting of key variables [43] and the fact that although studies have been conducted in controlled research contexts, research within real-world clinical settings are lacking [45,51].

Compared with research on the use of VR-based exposures for anxiety and related disorders, the number of studies that have specifically investigated the use of VR-CET for EDs is small. With so few individual studies conducted to date, publication of meta-analyses or reviews of VR-CET for EDs has not yet been warranted. However, the limited research conducted thus far is favorable. For example, patients with bulimia nervosa (BN) and BED who remained symptomatic after CBT showed a significantly greater reduction in binge eating and higher percentages of abstinence from binge eating and purging after randomization to six sessions of VR-CET vs six sessions of additional CBT [23]. Results from a 6-month follow-up of this same study revealed that reductions in binge, purge, and overeating episodes were greater after treatment with VR-CET [18]. Such results suggest VR-CET is not only efficacious posttreatment but appears to have lasting effects.

environment than in the real world (eg, intensity of the feared stimulus) and personalize both contextual cues (eg, social setting and room type) and sensorial cues (eg, smell, sound, and tactile effects). VR environments can be tailored precisely to a patient’s fear hierarchy (ie, the client’s rank order list of cues that elicit anxiety on a scale from lowest to highest). Extensive evidence exists showing VR environments produce emotional, behavioral, and physiological responses in patients similar to those observed in real-life situations [15]. Thus, VR enables the therapist to guide the patient through an exposure or use skills within a more ecologically valid environment, efficiently challenging dysfunctional mental representations [34] and potentially facilitating improved application of the acquired skills and subsequent generalization. In addition, VR-based exposures may be a more acceptable strategy than the traditional leap from an in-office imaginal exposure to an in vivo exposure. Gradually moving from virtual to in vivo exposures offers a middle step and a more palliative intervention that may reduce treatment dropout rates [31,33]. The appeal of a new and exciting technology may also contribute to the patients’ willingness to engage with exposures in VR. Indeed, one study found that 89% of patients with specific phobia chose VR over in vivo exposures when given a choice [35]. Preference for VR over in vivo exposures may very well be a manifestation of avoidance of the feared stimuli in patients with specific phobia. For example, about 25% of patients with specific phobia refuse exposure therapy [35]. However, reviews [36,37] show limited evidence that safety behaviors may not be detrimental to exposure efficacy based on the inhibitory learning model and thus conclude that judicious use of safety behavior can be clinically indicated. It is recommended to eliminate safety behavior as soon as the clients are willing. Thus, in cases in which avoidance appears to drive the patient’s rationale for in virtuo exposure, VR may serve as a stepping-stone to in vivo exposure for patients who would not otherwise receive care. Furthermore, a review of VR in the treatment of EDs indicated increased motivation for change in VR treatments and lower rates of loss to follow-up compared with in vivo active comparisons across several studies [10]. Finally, data collection and measurements can occur in session more effectively when using VR. This can eliminate potential adherence and validity problems with in vivo exposure compliance tracking. VR can enable tracking of many ecologically valid variables (eg, level of anxiety and urge to binge), which can be recorded and viewed in real time [38].

Unfortunately, studies indicate that many therapists hold negative beliefs about in vivo exposure therapy for anxiety disorders (eg, exposure may harm patients, result in symptom exacerbation, or harm therapists because of vicarious trauma), which may pose a barrier to treatment dissemination [39]. In contrast, there is growing interest and increasing acceptability among therapists regarding VR-based exposure. For instance, recent studies suggest that therapists have an overall positive attitude toward VR exposure therapy (pros rated higher than cons) and view VR as applicable to conditions other than anxiety [40], including EDs [41]. Lindner et al [40] also noted that high financial costs and technical difficulties were no longer top-rated negative aspects with the release of consumer VR platforms. However, the authors note that VR has not yet been widely implemented in routine care, for unclear reasons.
A total of three case reports using a similar nonimmersive VR-CET program as a complementary tool to CBT demonstrated positive effects with patients diagnosed with restrictive anorexia nervosa (AN-R), binge/purge anorexia nervosa (AN-B/P), and BN [52-54]. All patients reported lower levels of anxiety as well as reduced frequency of safety and avoidance behaviors related to food after completing a short (six or seven sessions) VR-CET module. Notably, the patient diagnosed with AN-R increased her BMI from 15 kg/m² to 16.8 kg/m² [52], the patient diagnosed with AN-B/P reduced her binge/purge behaviors from two to three times per day to once per week [53], and the patient diagnosed with BN completely eliminated binge and purge episodes [54]. Furthermore, the patients in these case reports reported that VR treatment was acceptable and helpful [52-54]. Of note, VR exposure was particularly helpful for exploring thoughts and emotions experienced in the moment while eating a virtual food, enabling productive therapeutic discussions to take place in an “ecological” environment, one that was clinically significant but also safe” [53].

Given the aforementioned research, VR-CET for EDs may have value for advancing the field of EDs. The patients’ responses to VR-CET outlined in the research above are rapid. Faster acting treatments may reduce treatment length and, as a result, reduce clinic wait times—thereby positively addressing access to care issues. Given these potential advantages, we discuss the importance of pilot testing in real-world clinical settings at this stage in the developmental process.

**Importance of Small-Scale Effectiveness Trials**

A recent systematic review of VR in the assessment, understanding, and treatment of mental health disorders broadly argues that the progress in implementing and disseminating VR applications has been slow despite growing interest [55]. The authors propose that VR in mental health care could be revolutionary in that the results of VR treatment may surpass those of a standard course of EBT [55]. Reilly et al [56] specifically argue for the expansion of exposure approaches and techniques, including VR-CET, for EDs. However, to date, the studies employing VR-CET for EDs have been conducted in Europe under the highly controlled settings of research trials. To translate this research into clinical practice, VR-CET needs to be tested in real-world clinic settings.

Historically, across disorders, implementation of VR in treatment was limited by the cost of technology and concerns about acceptability (eg, motion sickness experienced by a high percentage of participants) [57,58]. However, over time, VR technology has become increasingly portable (with the advent of handheld devices), resulting in improved acceptance, increased access, and reduction in cost. Market trends suggest that the demand for VR will rise steeply, with estimates of 55 million headset orders for 2022 alone [59], making VR nearly ubiquitous in American homes, similar to the personal computer. This increased access increases the likelihood of bringing VR-CET into the clinic, with supporting use at home.

**Translating Virtual Reality–Based Clinical Trials to Clinical Practice: Future Directions**

Weisz et al [20] propose that the first stage of deployment-focused treatment development involves the investigation of how best to translate the existing research into real-world application is timely. Given the limited number of efficacy trials of VR-CET for EDs to date, some may argue that translating this treatment into clinical practice at this stage of development is premature. In traditional models of EBT development, efficacy trials that provide substantial evidence for the treatment’s success under controlled conditions are conducted before studying the treatment in real-world settings. However, as other researchers have observed [20], the gap between research and real-world conditions is sometimes so big that regardless of the treatment’s robustness under controlled conditions, the treatment is not able to endure the conditions of the real world; the task of closing this gap at the end of a series of efficacy trials becomes unnecessarily complex and inefficient. As the former National Institute of Mental Health (NIMH) Director Thomas Insel [60] pointed out, interventions developed in highly controlled research settings often fail to take into account the key characteristics of the patients, providers, and settings in which the intervention will ultimately be implemented, which limits their practical value. For example, patients with comorbid issues are often excluded, and interventions are conducted by highly trained and closely supervised clinicians. However, in practice settings, comorbid issues tend to be the rule rather than the exception, and up to 40% of mental health providers in the public sector do not have a graduate or professional degree [60].

In addition, setting factors such as billing constraints and typical patterns of patient service use (eg, number of sessions typically attended in the setting) tend to be overlooked. As a result, treatments developed under highly controlled settings may be scientifically valid but not necessarily clinically meaningful or generalizable to real-world clinic settings [60].

As an alternative to traditional models of treatment development, Weisz et al [20] describe a “deployment-focused model of intervention development and testing” that integrates testing of treatments in practice settings early and throughout the treatment development process, rather than as a final phase, to ensure that they are applicable to and successful in the settings in which they will be delivered. Notably, the NIMH also shows interest in supporting clinic-based treatment development approaches in the NIMH Strategic Plan for Research [61]. We argue that deployment-focused model is not only particularly applicable to VR-CET but also an integral component of its successful development and testing—particularly given the likelihood of the technologies involved to become obsolete. Estimates of the time lag between when a treatment is initially developed and when it reaches the stage of dissemination, following the traditional research models, average about 17 years [62]. We thus identify a next direction for researchers and practitioners to translate this research into practice.
creation of a treatment protocol. Indeed, bringing VR-CET into clinical practice at this stage of development requires the creation of a protocol that is easily disseminated; adaptable across cultures and settings; and clearly outlines acceptability, feasibility, and implementation factors. As such, characteristics of providers and the usual settings in which care is provided must be considered. Many factors that would inform the creation of this protocol and ensure that VR-CET is practice-ready are noted in the literature as important but not consistently reported or described in sufficient detail. More comprehensive and consistent reporting of these factors has the potential to inform a VR-CET protocol that would support researchers and clinicians in becoming comfortable in implementing a technological innovation that has potential to advance the treatment for EDs. These factors include (1) patient and clinician reactions to and satisfaction with VR technology [40,63]; (2) logistical parameters such as space required, costs, and institutional buy-in [63]; (3) considerations in creating VR content, including working with software and/or third-party vendors and the optimal level of presence (the extent to which the individual interacts with the VR environment as if it is reality) for treatment effects to occur [64,65]; (4) clinical guidelines and outcome data, including outcomes compared with traditional EBTs, how to determine patient suitability for VR, optimal frequency and number of sessions, and the amount of time within the VR environment [66-68]; and (5) parameters regarding safety and acceptability, including cybersickness (side effects resulting from our physiological motion detection systems when in VR) [66]. Addressing these factors in a treatment protocol and providing examples for how to successfully execute each point will help move VR-CET from research settings to clinical practice.

In addition, future research should take advantage of the unique methods of data collection and assessment available within VR, including the collection of real-time self-reported data in virtuo and biological measurements that can track eye movements, facial gestures, and the movement of body parts. Given the large number of stimuli that can be manipulated and tightly controlled within VR environments (eg, intensity of stimuli, contextual, and sensorial cues), basic science research can utilize VR applications to advance the understanding of ED mechanisms of change.

Given that we are suggesting a deployment-focused model of treatment development for a novel iteration (VR-based) of an already validated therapy (CET), it is important to consider the risks compared with potential benefits of treatment implementation. One important risk associated with the utilization of any VR platform includes cybersickness, a side effect that 20% to 80% of VR users may experience [69,70]. The symptoms of cybersickness are similar to motion sickness and can include nausea, headaches, and dizziness [71]. For most people, cybersickness occurs about 15 min into the VR immersion, is worst in the first session, and becomes negligible by the third session [66]. In addition, clear procedures to address cybersickness within VR-based exposure protocols can mitigate the risks associated with these unpleasant symptoms and should always be included when implementing VR-based therapies [66]. Another risk is the potential loss of effectiveness when translating an already validated therapy into VR-based therapy. A recent review examined the negative effects of VR-based treatments for anxiety disorders using deterioration rates (rates of worsening symptomatology) as the primary outcome [72]. Deterioration rates for VR were found to coincide with other therapeutic approaches; the authors concluded that VR appears to be a nondeleterious treatment for patients with anxiety disorders [72]. In addition, meta-analytic studies show that VR exposure therapy for anxiety-related and trauma-related or stress-related disorders is not significantly less effective than in vivo treatment [43-49].

Overall, the evidence thus far suggests minimal known risk associated with VR exposure therapy, which may reduce concern for deployment-focused treatment development. In addition, the standard of care in clinical practice involves the use of an informed consent process by which patients are provided with clear information regarding their treatment options, including the relative risks and potential benefits of each approach. Given the minimal known risks associated with VR-based treatments and the ability of VR-based exposures to provide an acceptable and effective treatment option for those who refuse, drop out of, or do not progress via in vivo exposures, we believe the potential benefits outweigh the costs of offering VR-based exposures as an alternative treatment option. To further minimize any associated risks of offering a novel treatment alternative to an already validated treatment approach, we suggest that the real-world trials of this technology should assess the patients’ progress and suggest in vivo exposures or a different active treatment if a patient is not making progress.

Given evidence that integrating VR technology with EBTs for EDs such as CBT leads to significantly improved outcomes [12,15], with faster effects and better maintenance than standard treatment alone [12,16], following the above recommendations to create and implement a comprehensive VR-CET protocol may help make evidence-based care more accessible and cost-effective for patients with an ED. We hypothesize that implementing VR-CET in real-world clinical settings may also foster increased patient participation in and excitement about treatment through their involvement in designing VR-based exposures. Furthermore, a patient’s experience of success (eg, tolerating the urge to binge) within VR may increase their perception of self-efficacy, enhancing confidence to translate therapy skills to real-world experiences.

Overall, comprehensive study of VR-CET in real-world clinic settings is a fruitful direction that may advance intervention protocols for EDs. In particular, a clear protocol for VR-CET for EDs will help translate the exciting research supporting the applications of VR into a clinic-ready intervention, providing a model use and, ultimately, a more comprehensive understanding of the full potential of the applications of VR on mental health care globally. We suggest that continued research efforts focus on advancing VR-CET following the clinic-based treatment development approach to more rapidly move technology-based interventions from research settings into the real world, as warranted.
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Abstract

Background: Sleep hygiene is important for maintaining good sleep and reducing insomnia.

Objective: This study examined the long-term efficacy of a theory-based app (including cognitive behavioral therapy [CBT], theory of planned behavior [TPB], health action process approach [HAPA], and control theory [CT]) on sleep hygiene among insomnia patients.

Methods: The study was a 2-arm single-blind parallel-group randomized controlled trial (RCT). Insomnia patients were randomly assigned to a treatment group that used an app for 6 weeks (ie, CBT for insomnia [CBT-I], n=156) or a control group that received only patient education (PE, n=156) through the app. Outcomes were assessed at baseline and 1 month, 3 months, and 6 months postintervention. Primary outcomes were sleep hygiene, insomnia, and sleep quality. Secondary outcomes included attitudes toward sleep hygiene behavior, perceived behavioral control, behavioral intention, action and coping planning, self-monitoring, behavioral automaticity, and anxiety and depression. Linear mixed models were used to evaluate the magnitude of changes in outcomes between the two groups and across time.

Results: Sleep hygiene was improved in the CBT-I group compared with the PE group (P=.02 at 1 month, P=.04 at 3 months, and P=.02 at 6 months) as were sleep quality and severity of insomnia. Mediation analyses suggested that perceived behavioral control on sleep hygiene as specified by TPB along with self-regulatory processes from HAPA and CT mediated the effect of the intervention on outcomes.

Conclusions: Health care providers might consider using a CBT-I app to improve sleep among insomnia patients.

Trial Registration: ClinicalTrials.gov NCT03605732; https://clinicaltrials.gov/ct2/show/NCT03605732

(J Med Internet Res 2020;22(4):e15841) doi:10.2196/15841
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app-based intervention; cognitive behavioral therapy, insomnia; sleep hygiene; theory of planned behavior
Introduction

Sleep and Insomnia

Inadequate sleep and sleep disorders are among the most frequent problems worldwide [1]. Insomnia is the most common sleep disorder affecting approximately one-third of the general population [2]. It can have negative consequences on one or several spheres in daily life: psychosocial (eg, depression, daytime dysfunction, reduced quality of life), occupational functioning (eg, job absence, reduced ability to do tasks, poor job satisfaction, and inappropriate decisions and choices), or elevated burden to society (eg, increased health costs, reduced job productivity) [3-5]. Insomnia is described as a dissatisfying sleep associated with difficulty initiating or maintaining sleep or early morning awakening despite good opportunities for sleep leading to various daytime symptoms.

Introducing good sleep hygiene practices is often one of the first steps in treating insomnia. Sleep hygiene refers to a variety of behaviors that promote sleep quality [6]. Sleep promoting behaviors include avoiding going to bed hungry or thirsty, avoiding stress and anxiety, avoiding physical activity before going to bed, preparing a bedroom that provides a relaxed environment, and limiting activities in the bedroom to sleep and sexual activities [7]. However, behavioral modifications to improve sleep quality can be hard to achieve; many patients with insomnia report they have tried to modify their poor sleep habits without any effect. Dysfunctional or unrealistic sleep expectations and excessive worrying over sleep loss appear to contribute to poor sleep hygiene. For instance, a Japanese study found that sleep hygiene behaviors are confounded by sleep beliefs [8]. Additionally, due to the rise of mobile technologies, many individuals now use electronic devices in bed, and this may restrict individuals with insomnia from practicing good sleep hygiene (eg, being too excited to sleep due to the use of media) [9]. Consequently, interventions are needed to help individuals with insomnia actually practice sleep hygiene.

Simply providing intervention on sleep hygiene behaviors for individuals with insomnia is insufficient. A review paper of qualitative studies showed that individuals suffering from insomnia observe the inefficiency of sleep hygiene education delivered by health care providers. In particular, health care providers are found to have limited knowledge in sleep hygiene (ie, they only know a few basic principles), and most providers are unable to incorporate theoretical models or techniques to deliver sleep hygiene [10]. Therefore, interventions concerning sleep hygiene behaviors should incorporate robust and effective theoretical models. Indeed, in a systematic review and meta-analysis, Webb et al [11] found that using theories as a framework in designing online interventions led to a substantial effect on outcome variables. Theoretical models can help to select the components of the intervention and help in evaluation of the intervention’s impact [12-22]. By designing interventions based on empirically derived theoretical principles, researchers can identify the most powerful determinants of a given construct [23]. Despite evidence-based recommendations that support the utility of theory-based approaches for designing interventions [21], very few studies have considered this aspect [22,24]. Therefore, studies using theory to support treatment efficacy are much needed.

There are four empirically validated theoretical models (cognitive behavioral therapy [CBT], theory of planned behavior [TPB], health action process approach [HAPA], and control theory [CT]) that may assist individuals with insomnia in engaging good sleep hygiene.

Cognitive Behavioral Therapy

CBT focuses on the effect of individuals’ beliefs, thoughts, and attitudes on their feelings and behaviors. The purpose of CBT is to educate individuals on how to proactively deal with problems or events during their lives [25]. CBT for insomnia (CBT-I) relies on the general principles of CBT and is designed to relieve insomnia symptoms [26]. The efficacy of CBT-I has been demonstrated in studies [27,28], and a randomized controlled trial (RCT) found that CBT-I outperformed medication in the long run [28]. The principles of CBT are presented to insomnia patients as a set of scientific methods with assessed efficacy [29]. The principles of CBT-I include behavioral modifications such as stimulus control, sleep restriction, sleep hygiene, relaxation training, and cognitive therapy. The goal is to adjust sleeping habits using cognitive strategies to improve thoughts, feelings, and expectations concerning sleep [30,31]. CBT-I can be held in group, individual face-to-face, or online (eg, app-based) sessions based on the therapist’s priority, patient’s progress, or both [32]. Although the efficacy of online CBT-I has been well established for general populations [25], there is a lack of understanding of how the efficacy of online CBT-I is explained by psychological mechanisms [33,34]. Therefore, this study incorporated CBT-I techniques using an app and investigated the underlying psychological mechanisms in the effectiveness of CBT-I, for which evidence has been extensively presented in the literature [26,28-33].

Theory of Planned Behavior

TPB is one of the most widely applied sociocognitive theories. According to TPB, behavioral intention—an individual’s expression of their decisions to perform or not perform a specific behavior—is the most proximal determinant of an individual’s behavior. Behavioral intention, in turn, is determined by three constructs: attitudes toward the behavior (ie, whether an individual prefers or values the specific behavior), subjective norms (ie, the opinions of the individual’s significant others on the specific behavior), and perceived behavioral control (ie, how confident the individual feels in performing the specific behavior) [35]. The TPB has been used for understanding a variety of behaviors including sleep hygiene behaviors [7,36-38]. Based on TPB, health care providers may try to improve the attitude, subjective norm, and perceived behavioral control of individuals on their sleep hygiene behaviors. Subsequently, the individual may have elevated intention to practice good sleep hygiene.

Health Action Process Approach

Despite the success of TPB, there is evidence that intentions do not necessarily translate into actual behavior (ie, there is an intention-behavior gap) [39]. For this reason, HAPA proposes
a series of volitional, or postintentional, processes that aim to bridge the intention-behavior gap. HAPA focuses more on postintentional processes than TPB. The volitional phase specifies both action planning and coping planning as mediators of the intention-behavior relationship. Action planning indicates how individuals move their intention into action (in this case, sleep hygiene behaviors). More specifically, individuals make plans to practice their sleep hygiene behavior. Coping planning indicates how individuals design any plan to overcome the possible obstacles in the intended behavior (again in this case, sleep hygiene). More specifically, individuals make plans to avoid any potential obstructions that hinder their sleep hygiene behaviors [38]. Using action and coping planning, individuals can better equip their intention to initiate sleep hygiene behaviors. Health care providers may assist individuals with insomnia to facilitate action and coping plans to ensure that individuals’ sleep hygiene behaviors can be implemented and actualized.

Control Theory
CT explains self-regulation systems, which are critical elements in analyzing human behaviors. The fundamental idea of CT is the negative feedback loop, and a behavior is performed when the discrepancy between current state (e.g., drink a cup of tea before sleep) and reference value (e.g., should not drink caffeine prior to sleep) is observed by individuals [40]. In order to assess the discrepancy, the technique of self-monitoring can be incorporated to the theoretical models mentioned above (CBT, TPB, and HAPA) to enhance the behavioral intention in performing sleep hygiene behaviors.

Related Work on App
The insomnia intervention was delivered via a smartphone app to make it available and accessible to meet population needs; app-based interventions overcome some of the pragmatic problems of the face-to-face therapy, including time limitations and high costs [41,42]. Indeed, app-based programs have been developed with highly personalized, tailored, and fully automated features [43-45]. In relation to exposure of in-person contact, a CBT-I app can be used as supplementary support to in-person therapy or as a primary intervention for insomnia through fully automated CBT-I (i.e., the therapeutic program can be offered without any human support) [45]. The app designed in this study is similar to the CBT-i Coach [46]. More specifically, the app used in this study was designed to increase patients’ knowledge and skills using CBT-I (for detailed information please refer to the app overview section in the Methods). Both apps attempt to reduce insomnia symptoms. Although the CBT-i Coach includes sleep hygiene recommendations in the session, the app used in our study directly addresses practicing sleep hygiene behaviors. Specifically, some theoretical constructs (e.g., behavior change techniques [BCTs]) for changing participants’ sleep behaviors were applied. Also, some techniques derived from behavioral theories (e.g., action planning and coping planning) were used to help participants achieve behavioral goals [47]. The app used in this study focuses on changing people’s sleep behaviors whereas other available sleep apps emphasize sleep mentoring [44]. Additionally, the apps summarized by Choi et al [44] generally assess sleep quantitatively (e.g., sleep efficacy, sleep time) rather than taking sleep quality into account.

Study Aims
This study aimed to determine the long-term treatment efficacy of a theory-based app using CBT, TPB, HAPA, and CT on sleep hygiene among insomnia patients. The primary evaluation involved comparing sleep hygiene behaviors and sleep quality with a control group that received patient education (PE).

Methods
Design
A 2-arm single-blind parallel-group RCT was launched to compare CBT-I and PE groups via an app over a 6-month period. Potential participants were included after initial screening and signing informed consent forms. The flowchart of the study design is shown in Figure 1. Primary and secondary outcomes were assessed online at baseline, 1 month postintervention, 3 months postintervention, and 6 months postintervention.
Setting, Participants, and Recruitment

This Iranian-based study was advertised using brochures and posters at 3 universities, 5 colleges, and 10 general physicians’ offices as well as on social media. Interested participants were asked to access an online platform specifically designed for the study to complete a screening questionnaire assessing insomnia symptoms comprising the Insomnia Severity Index (ISI), sleep characteristics, and medical history as well as their time spent on computers and online. If participants met the initial criteria and expressed interest, a phone appointment was scheduled to conduct additional eligibility assessments. All telephone interviews were performed by three research assistants who had been trained by an experienced sleep medicine specialist during two 3-hour sessions. The sleep medicine specialist observed each research assistant during three actual patient encounters. The sleep medicine specialist and research assistant scored the patients independently. The scores were then compared to ensure that data collection procedures were consistent. There was more than 98% agreement between the sleep medicine specialist and research assistant in all cases.

Selection Criteria

The inclusion criteria were (1) being age 18 years or older, (2) having insomnia disorder according to the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [48], (3) having an ISI score of 10 or higher [49], (4) understanding Persian, and (5) having access to a smartphone and/or desktop computer with internet access. Participants were excluded if they (1) had an uncontrolled medical condition that interfered with sleep or required immediate treatment (eg, obstructive sleep apnea requiring continuous positive airway pressure treatment), (2) did shift work, (3) were pregnant, (4) were participating in other research and/or clinical trials, (5) had received psychotherapy in the past 6 months, (6) had current major depressive disorder based on the Structured Clinical Interview for DSM-5 disorders, (7) had a self-reported diagnosis of schizophrenia or psychosis, (8) showed evidence of alcohol abuse (more than 3 glasses of alcohol per day at least 21 days a month), (9) misused marijuana (use more than once per week), (10) appeared suicidal, or (11) had children aged under 2 years. After baseline assessments, participants were randomly assigned to a control group receiving...
PE or a treatment group receiving CBT-I. Both study groups had access to their related content on the app.

**Sample Size Calculation**

The sample size was estimated based on previous studies on internet-based self-help insomnia interventions with a moderate effect size [42,50]. Using a 2-tailed test with a small-to-medium effect size (Cohen d=0.40) and significance level of \( P=.05 \), a total sample size of 266 (ie, 133 per group) had 90% power. To include an estimated dropout rate of 15%, the entire sample size was increased from 266 to 312 participants (ie, 156 per group).

**Randomization and Allocation Procedures**

Participants who met the inclusion criteria and signed the informed consent were randomly assigned to a control group (PE) or a treatment group (CBT-I) at a 1:1 ratio. Randomization was performed by an independent researcher via a random list generated using SPSS Statistics 24.0 (IBM Corp). Because blinding participants from treatment condition was impossible, the study blinded the data analyst using a code system for treatment condition. Moreover, the data analyst did not have access to the key document. Participants in both groups received assistance from a trained research assistant to help them install and unlock the app. To avoid contamination, participants in the PE group could not access the CBT-I content, which was locked using a personal code.

**App Overview**

The app was designed based on a combination of TPB, HAPA, and CBT-I [29] and used the self-help concept [19] in order to treat insomnia. Several BCTs are integrated in the app, including information about health consequences, information about social and environmental consequences, habit formation, habit reversal, pros and cons of performing sleep hygiene behaviors, reconstructing the physical environment, reconstructing the social environment, self-monitoring of behavior, action planning, and problem solving [51]. The intervention contents were designed across 6 weeks, with exercises and sub-tutorials automatically provided each week (Table 1). Detailed information with screenshots is provided in Multimedia Appendix 1.

The content of the CBT-I was designed for treating patients with insomnia individually using weekly sessions, with each session lasting approximately 1 hour. However, participants could complete their sessions more quickly (ie, less than 1 hour) if they improved faster. The content of session 1 was provided for participants using plain text. For sessions 2 and 3, we used a variety of relaxation tools via audio guided meditation exercises as well as images. Session 4 provided correct information concerning sleep in plain text and tables, addressing incorrect information about insomnia participants may have heard. In sessions 5 and 6, plain text and tables were used to help participants plan their sleep hygiene behaviors. A sleep diary was used along with the ISI completed by participants to help them understand their daily sleep improvements.

Development of the current app is still at an early stage, and customizing content to suit individual specific situations is under consideration for an updated version of the app. The current version does not have individually tailored content.

Access to the app content was provided to the participants each week; participants could not view the app content for weeks 2 through 6 (ie, sessions 2-6) when they were in week 1 of the intervention, but as participants continued, previous sessions remained unlocked. Every week, there was homework or an exercise, and participants were encouraged to complete it weekly. The content in the next session was opened the following week. Most of the participants used the app as recommended, and a reminder text message was sent to those who did not open the session content on time.

**Table 1. Key intervention points for cognitive behavior therapy (BCT) used in the insomnia app.**

<table>
<thead>
<tr>
<th>Behavior change technique</th>
<th>Targeted outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCT 5.3: information about social and environmental consequences (week 1)</td>
<td>Attitude and intentions to perform sleep hygiene behaviors</td>
</tr>
<tr>
<td>BCT 9.2: pros and cons (week 1)</td>
<td>Attitude and intentions to perform sleep hygiene behaviors</td>
</tr>
<tr>
<td>BCT 8.3: habit formation (week 2)</td>
<td>Behavioral automaticity</td>
</tr>
<tr>
<td>BCT 12.1: reconstructing the physical environment (week 2)</td>
<td>Perceived behavioral control</td>
</tr>
<tr>
<td>BCT 8.4: habit reversal (week 3)</td>
<td>Behavioral automaticity</td>
</tr>
<tr>
<td>BCT 12.3: reconstructing the social environment (week 3)</td>
<td>Perceived behavioral control</td>
</tr>
<tr>
<td>BCT 2.3: self-monitoring of behavior (week 4)</td>
<td>Self-monitoring</td>
</tr>
<tr>
<td>BCT 1.4: action planning (week 5)</td>
<td>Action planning</td>
</tr>
<tr>
<td>BCT 1.2: problem solving (week 5)</td>
<td>Coping planning</td>
</tr>
</tbody>
</table>

Behavior change techniques are sourced from the taxonomy of Michie et al [51]. For instance, BCT 5.3 (information about social and environmental consequences) represents the subgroup of the taxonomy natural consequence (group 5).

**Patient Education Procedure**

Participants in the PE group received written weekly information on accurate and relevant information regarding insomnia symptoms (week 1), physiological controls of sleep (week 2), sleep hygiene practices (week 3), healthy sleep behaviors (eg, reduce time in bed, get up at the same time every day, go to bed only if sleepy, and do not stay in bed unless asleep; week 4), and changing lifestyles to promote sleep health (week 5). The information was presented as separate content from the CBT-I in the app. This weekly information was unlocked for participants on a weekly basis. Participants in the PE group
were informed that they could access the CBT-I content on the app at the end of the study (6 months after completing the intervention).

**Measures**

All participants completed a sociodemographic profile questionnaire (age, gender, educational status, occupational status) at the baseline assessment and primary and secondary outcomes were assessed. The complete measures used to assess primary and secondary outcomes are shown in Multimedia Appendix 2.

**Primary Outcomes**

**Sleep Hygiene Behavior**

Sleep hygiene behavior was assessed using three items. The participants were asked to report how many days they had good sleep hygiene behavior over the past week (How many days did you make your bedroom restful over the past week?), whether they avoided going to bed feeling hungry or thirsty, and whether they avoided anxiety and stress-provoking activity before bed. Participants were asked to respond on an 8-point scale ranging from 0 to 7. The internal consistency of the three items was found to be acceptable in a previous study ($\alpha=.78$) [38].

**Insomnia Severity Index**

The ISI is a 7-item self-report scale that assesses participant level of insomnia over the past 2 weeks. All items are rated on a 5-point Likert-type scale ranging from 0=no problem to 4=very severe problem. A total score is generated by summing all 7 items ranging from 0-28 with 5 subscores: 0-7 (absence of insomnia), 8-14 (subthreshold insomnia), 15-21 (moderate insomnia), and 22-28 (severe insomnia). The ISI has been translated into Persian, and its psychometric properties have been documented among Iranian adults [52].

**Pittsburgh Sleep Quality Index**

The Pittsburgh Sleep Quality Index (PSQI) is a subjective measure of sleep quality and disturbances over the past month that contains 19 items grouped into 7 separate component scores: subjective sleep quality, sleep latency, sleep duration, habitual sleep efficiency, sleep disturbances, use of sleeping medication, and daytime dysfunction. Scores are summed to provide a global sleep quality score. The Persian version of the PSQI has been validated and described in detail [53].

**Secondary Outcomes**

**Attitude**

Attitude toward good sleep hygiene was assessed using 5-point evaluative semantic differential scales (eg, “To make my bedroom/sleep environment restful would be: unpleasant-pleasant, good-bad, wise-foolish, correct-incorrect, unenjoyable-enjoyable, satisfying-un满意ing, useful-useless”). Internal consistency of this 12-item scale has been found acceptable in previous studies [24,38].

**Perceived Behavioral Control**

Perceived behavioral control was assessed using three items (eg, “I am confident that every day I can prevent anxiety-provoking activity before bedtime”). All items were scored on a 5-point Likert scale, ranging from 1=totally disagree to 5=totally agree. The scale has been proved internally consistent in previous studies [24,38].

**Behavioral Intention**

Behavioral intention was assessed using 6 items (eg, “Over the next week, I intend to make my bedroom restful”). All items were scored on a 5-point Likert scale ranging from 1=totally disagree to 5=totally agree. Internal consistency of this scale has been found acceptable in previous studies [24,38].

**Action Planning**

Action planning was assessed using 4 items. The participants were asked to indicate if they have made a detailed plan regarding (1) when, (2) where, (3) how, and (4) how often they will perform sleep hygiene behaviors over the next 6 months. All items were scored on a 5-point Likert scale ranging from 1=totally disagree to 5=totally agree. The internal consistency of this scale has been found acceptable in previous studies [24,38,54].

**Coping Planning**

Coping planning was assessed using 5 items (eg, “I have made a detailed plan regarding what to do if something interferes with my plans”). All items were scored on a 5-point Likert scale ranging from 1=totally disagree to 5=totally agree. Internal consistency of this scale has been found acceptable in previous studies [24,38,55].

**Self-Monitoring**

Self-monitoring was assessed by 3 items (“I keep track of how much time I spend sleeping,” “I pay attention to how tired or rested I feel each day,” and “I take care to note the time that I go to bed and wake each day”). Responses were rated on a scale ranging from 1=never to 5=always.

**Self-Report Behavioral Automaticity Index**

The extent to which sleep hygiene behaviors are habitual for an individual was assessed using the Self-Report Behavioral Automaticity Index (SRBAI). The SRBAI contains 4 items that start with the stem “Sleep hygiene behavior is something...” followed by “I do automatically,” “I do without having to consciously remember,” “I do without thinking,” and “I start doing before I realize I’m doing it.” The reliability of the Persian SRBAI has been reported [56].

**Hospital Anxiety and Depression Scale**

The Hospital Anxiety and Depression Scale is a 14-item scale that assesses anxiety (7 items) and depression (7 items) in patients with both somatic and mental problems. All items were scored on a 0 to 3 scale with higher score representing higher levels of anxiety and depression. The Iranian version of the scale has been validated in different clinical patients [57].

**Data Management**

All data were collected and stored using the FileMaker Pro 15 (Claris International Inc) database. Participants’ names, phone numbers, and addresses were recorded. Each participant received a unique code. All data were password protected and encrypted to ensure that confidentiality of the data was maintained throughout the study. The study was monitored (via quality
control and audits) by the Social Determinants of Health Research Center at Qazvin University of Medical Sciences to ensure compliance with the protocol and applicable regulations was maintained and data were collected in a timely, accurate, and complete manner.

Statistical Methods

All statistical analyses were performed in accordance with Consolidated Standards of Reporting Trials (CONSORT) guidelines. Intention-to-treat analyses were performed to take care of attrition. Descriptive statistics were used to summarize the characteristics of the participants. To evaluate the magnitude of changes in primary and secondary outcomes over time across the two groups, linear mixed models (PROC MIXED) were performed controlling for baseline variables and other covariates that may relate to the outcome. The mixed modeling approach is a powerful statistical tool to evaluate group differences over time with unequal numbers of participants at baseline and follow-up. It is also a helpful way to handle missing data using full information maximum likelihood estimation. The analysis incorporated two between-participant effects (between groups and between participants within groups) and three within-participant effects (between times, group by time interactions, and random variation). All P values were 2-sided and were evaluated as statistically significant at the .05 level. All statistical analyses were performed using SAS version 9.3 (SAS Institute Inc).

Ethics and Dissemination

This study protocol was approved by the ethics committee of Qazvin University of Medical Sciences (IR.QUMS.REC.1396.455) and is registered with ClinicalTrials.gov [NCT03605732], last updated July 2018. This study was performed based on the Helsinki Declaration principles. Required permissions were obtained from authorities of Qazvin University of Medical Sciences. After research assistants expressed objectives and assured participants about the confidentiality of their data and possibility of withdrawing from the study, informed consent forms were signed by those participants willing to participate in this research.

Results

General Use of the App

App engagement was assessed using an online database that recorded the number of log-ins and the duration of each log-in for all participants. The results showed that over the 6-month study period, the mean number of log-ins in both groups was 41.21 (SD 39.50). Participants in the CBT group had a higher number of log-ins (mean 42.65 [SD 42.58]) as compared with the PE group (mean 40.93 [SD 45.01]); however, this difference was not statistically significant (P=.38). Mean length of time using the app in all participants was 1580 minutes (SD 1460.37). The participants in the CBT group had significantly longer duration of app use (mean 1780.34 [SD 1770.07] minutes) compared with the PE group (mean 1370 [SD 450.01] minutes; P=.03).

Descriptive Statistics in Demographics, Primary Outcomes, and Secondary Outcomes

Table 2 shows that both CBT-I and PE groups shared similar demographic characteristics. Specifically, the mean age of the insomnia patients in the CBT-I group was 36.21 (SD 5.81) years, and the mean age of those in the PE was 35.29 (SD 5.76) years. Slightly less than half of the participants were male in each group (46.1% [72/156] in the CBT-I group and 42.3% [66/156] in the PE group).

Table 3 describes the sleep quality (using PSQI), severity of insomnia (using ISI), sleep hygiene behaviors, and health status of both groups at baseline and 1-month, 3-month, and 6-month follow-ups.

Table 2. Demographic characteristics by condition (n=312).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PE(^a)</th>
<th>CBT-I(^b)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>35.29 (5.76)</td>
<td>36.21 (5.81)</td>
<td>.16</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>66 (42.3)</td>
<td>72 (46.1)</td>
<td>.49</td>
</tr>
<tr>
<td>Education in years, mean (SD)</td>
<td>14.22 (4.28)</td>
<td>14.70 (5.13)</td>
<td>.37</td>
</tr>
<tr>
<td>Insomnia duration in months, mean (SD)</td>
<td>16.71 (5.33)</td>
<td>15.89 (7.02)</td>
<td>.25</td>
</tr>
</tbody>
</table>

\(^a\)PE: patient education.  
\(^b\)CBT-I: cognitive behavioral therapy for insomnia.
Table 3. Descriptive statistics for all outcome measures by condition and time.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>PE(^a) mean (SD)</th>
<th>CBT(^b) mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Month 1</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>Month 1</td>
</tr>
<tr>
<td>PSQI(^c)</td>
<td>13.34 (2.72)</td>
<td>12.23 (3.79)</td>
</tr>
<tr>
<td>ISI(^d)</td>
<td>19.21 (4.57)</td>
<td>16.69 (4.98)</td>
</tr>
<tr>
<td>Sleep hygiene behavior</td>
<td>9.27 (2.46)</td>
<td>12.84 (5.74)</td>
</tr>
<tr>
<td></td>
<td>19.26 (4.57)</td>
<td>12.67 (5.60)</td>
</tr>
<tr>
<td>Attitude</td>
<td>2.69 (0.77)</td>
<td>3.22 (0.97)</td>
</tr>
<tr>
<td></td>
<td>2.74 (0.59)</td>
<td>3.61 (0.76)</td>
</tr>
<tr>
<td>PBC(^e)</td>
<td>2.81 (0.94)</td>
<td>2.97 (0.74)</td>
</tr>
<tr>
<td></td>
<td>2.77 (0.86)</td>
<td>4.20 (0.84)</td>
</tr>
<tr>
<td>Intention</td>
<td>2.82 (1.15)</td>
<td>3.08 (1.08)</td>
</tr>
<tr>
<td></td>
<td>2.87 (1.02)</td>
<td>4.33 (0.71)</td>
</tr>
<tr>
<td>Action planning</td>
<td>2.12 (0.63)</td>
<td>2.36 (1.14)</td>
</tr>
<tr>
<td></td>
<td>2.18 (0.87)</td>
<td>3.56 (1.11)</td>
</tr>
<tr>
<td>Coping planning</td>
<td>2.48 (0.68)</td>
<td>2.83 (1.16)</td>
</tr>
<tr>
<td></td>
<td>2.43 (0.98)</td>
<td>3.75 (0.81)</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>2.29 (0.90)</td>
<td>2.84 (0.97)</td>
</tr>
<tr>
<td></td>
<td>2.32 (0.94)</td>
<td>3.32 (1.04)</td>
</tr>
<tr>
<td>SRBAI(^f)</td>
<td>3.37 (1.20)</td>
<td>3.05 (1.16)</td>
</tr>
<tr>
<td>Anxiety(^g)</td>
<td>8.35 (3.62)</td>
<td>7.82 (4.13)</td>
</tr>
<tr>
<td>Depression(^g)</td>
<td>6.03 (3.30)</td>
<td>5.98 (3.13)</td>
</tr>
</tbody>
</table>

\(^a\)PE: patient education.
\(^b\)CBT-I: cognitive behavioral therapy for insomnia.
\(^c\)PSQI: Pittsburgh Sleep Quality Index.
\(^d\)ISI: Insomnia Severity Index.
\(^e\)PBC: perceived behavioral control.
\(^f\)SRBAI: Self-Report Behavioral Automaticity Index.
\(^g\)Anxiety and depression were measured using the Hospital Anxiety and Depression Scale.

Effects of the Intervention on Primary Outcomes

The intervention had promising effects on the three primary outcomes: sleep quality, severity of insomnia, and sleep hygiene behaviors. Specifically, sleep quality was improved among insomnia patients in the CBT-I group compared with those in the PE group at all follow-ups, as suggested by scores on the PSQI (\(P < .001\) for 1, 3, and 6 months). Similar improvements were shown in severity of insomnia (ie, significant decrease in the severity of insomnia among the CBT-I group compared with those in the PE group at 1, 3, and 6 months following the intervention, all \(P\) values < .001) and sleep hygiene behaviors (insomnia patients in the CBT-I group significantly engaged in more good sleep hygiene behaviors than those in the PE group at 1 \([P = .02]\), 3 \([P = .04]\), and 6 \([P = .02]\) months following the intervention). Table 4 shows the findings of the linear mixed models predicting primary outcomes between two groups after controlling for their age, gender, and education.
Table 4. Results of the linear mixed models for primary outcomes.

<table>
<thead>
<tr>
<th>Variables</th>
<th>PSQI^a</th>
<th>ISI^b</th>
<th>Sleep hygiene behaviors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)</td>
<td>P value (95% CI)</td>
<td>B (SE)</td>
</tr>
<tr>
<td>CBT-I (vs PE^e at baseline)</td>
<td>−0.02 (0.55)</td>
<td>.97 (–1.10 to 1.06)</td>
<td>0.05 (0.51)</td>
</tr>
<tr>
<td>Month 1 (vs baseline)</td>
<td>−1.11 (0.46)</td>
<td>.02 (–2.01 to –0.21)</td>
<td>−2.52 (0.37)</td>
</tr>
<tr>
<td>Month 3 (vs baseline)</td>
<td>−0.92 (0.42)</td>
<td>.03 (–1.74 to –0.10)</td>
<td>−2.55 (0.36)</td>
</tr>
<tr>
<td>Month 6 (vs baseline)</td>
<td>−1.0 (0.39)</td>
<td>.1 (–1.76 to –0.24)</td>
<td>−2.51 (0.44)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 1 month)</td>
<td>−2.76 (0.64)</td>
<td>&lt;.001 (–4.01 to –1.51)</td>
<td>−4.01 (0.51)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 3 months)</td>
<td>−3.0 (0.66)</td>
<td>&lt;.001 (–4.29 to –1.71)</td>
<td>−4.21 (0.56)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 6 months)</td>
<td>−3.16 (0.61)</td>
<td>&lt;.001 (–4.36 to –1.96)</td>
<td>−4.36 (0.50)</td>
</tr>
<tr>
<td>Age</td>
<td>0.03 (0.03)</td>
<td>.32 (–0.03 to 0.09)</td>
<td>0.02 (0.04)</td>
</tr>
<tr>
<td>Female</td>
<td>0.31 (0.40)</td>
<td>.44 (–0.47 to 1.09)</td>
<td>0.04 (0.42)</td>
</tr>
<tr>
<td>Education</td>
<td>0.44 (0.72)</td>
<td>.54 (–0.97 to 1.85)</td>
<td>0.22 (0.38)</td>
</tr>
<tr>
<td>Intercept</td>
<td>14.14 (1.23)</td>
<td>&lt;.001 (11.73 to 16.55)</td>
<td>18.67 (1.27)</td>
</tr>
</tbody>
</table>

^aPSQI: Pittsburgh Sleep Quality Index.  
bISI: Insomnia Severity Index.  
cB: unstandardized coefficient.  
dCBT-I: cognitive behavioral therapy for insomnia.  
ePE: patient education.

Effects of the Intervention on Secondary Outcomes

In terms of secondary outcomes, analyses indicated that insomnia patients in the CBT-I group had better attitude (P=.03 at 1 month; P=.04 at 3 months; P=.03 at 6 months), stronger perceived behavioral control (P values <.001 at 1, 3, and 6 months), higher intention (P values <.001 at 1, 3, and 6 months) to develop good sleep hygiene behavior, and were more likely to have formed relevant action and coping plans (P values <.001 at 1, 3, and 6 months; Table 5). Additionally, insomnia patients in the CBT-I group had higher behavioral automaticity (P values <.001 at 1, 3, and 6 months), better self-monitoring (P values ≤.001 at 1, 3, and 6 months), and less anxiety (P=.003 at 1 month and P<.001 at both 3 and 6 months), and depression (P values <.001 at 1, 3, and 6 months) relative to those in the PE group (Table 6).
Table 5. Results of the linear mixed models for measures on theory of planned behavior and health action process approach concepts.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Attitude</th>
<th>PBC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Intention</th>
<th>Action planning</th>
<th>Coping planning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B&lt;sup&gt;b&lt;/sup&gt;</td>
<td>P value (95% CI)</td>
<td>B (SE)</td>
<td>P value (95% CI)</td>
<td>B (SE)</td>
</tr>
<tr>
<td>CBT-I (vs PE&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>0.02 (0.13)</td>
<td>.88 (–0.24 to 0.28)</td>
<td>.05 (0.14)</td>
<td>.72 (–0.22 to 0.32)</td>
<td>.03 (0.16)</td>
</tr>
<tr>
<td>Month 1 (vs baseline)</td>
<td>0.53 (0.11)</td>
<td>&lt;.001 (0.31 to 0.75)</td>
<td>.16 (0.12)</td>
<td>.18 (–0.08 to 0.40)</td>
<td>.25 (0.14)</td>
</tr>
<tr>
<td>Month 3 (vs baseline)</td>
<td>0.51 (0.16)</td>
<td>.002 (0.20 to 0.82)</td>
<td>.15 (0.16)</td>
<td>.35 (–0.16 to 0.46)</td>
<td>.29 (0.15)</td>
</tr>
<tr>
<td>Month 6 (vs baseline)</td>
<td>0.53 (0.18)</td>
<td>.003 (0.18 to 0.88)</td>
<td>.08 (0.11)</td>
<td>.47 (–0.14 to 0.30)</td>
<td>.31 (0.18)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 1 month)</td>
<td>0.34 (0.16)</td>
<td>.05 (0.03 to 0.65)</td>
<td>.127 (0.17)</td>
<td>&lt;.001 (0.94 to 1.60)</td>
<td>1.21 (0.20)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 3 months)</td>
<td>0.40 (0.19)</td>
<td>.04 (0.03 to 0.77)</td>
<td>1.25 (0.15)</td>
<td>.05 (0.56 to 1.54)</td>
<td>1.11 (0.22)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 6 months)</td>
<td>0.39 (0.18)</td>
<td>.03 (0.04 to 0.74)</td>
<td>1.40 (0.14)</td>
<td>&lt;.001 (1.13 to 1.67)</td>
<td>1.02 (0.21)</td>
</tr>
<tr>
<td>Age</td>
<td>–0.01 (0.01)</td>
<td>.32 (–0.03 to 0.01)</td>
<td>.03 (0.07)</td>
<td>.67 (–0.11 to 0.17)</td>
<td>-0.05 (0.09)</td>
</tr>
<tr>
<td>Female</td>
<td>–0.08 (0.09)</td>
<td>.38 (–0.26 to 0.10)</td>
<td>.16 (0.09)</td>
<td>.08 (–0.02 to 0.34)</td>
<td>.14 (0.11)</td>
</tr>
<tr>
<td>Education</td>
<td>0.27 (0.14)</td>
<td>.06 (–0.004 to 0.54)</td>
<td>.06 (0.08)</td>
<td>.45 (–0.10 to 0.22)</td>
<td>.28 (0.18)</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.53 (0.26)</td>
<td>&lt;.001 (2.02 to 3.04)</td>
<td>2.66 (0.28)</td>
<td>&lt;.001 (2.11 to 3.21)</td>
<td>2.82 (0.35)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PBC: perceived behavioral control.
<sup>b</sup>B: unstandardized coefficient.
<sup>c</sup>CBT-I: cognitive behavioral therapy for insomnia.
<sup>d</sup>PE: patient education.
Table 6. Results of the linear mixed models for measures on control theory concept and psychological distress (anxiety and depression).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Variables</th>
<th>SRBAI&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Self-monitoring</th>
<th>Anxiety</th>
<th>Depression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)</td>
<td>P value (95% CI)</td>
<td>B (SE)</td>
<td>P value (95% CI)</td>
<td>B (SE)</td>
</tr>
<tr>
<td>CBT-I&lt;sup&gt;c&lt;/sup&gt; (vs PE&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>0.12 (0.19)</td>
<td>.53 (–0.25 to 0.49)</td>
<td>0.03 (0.14)</td>
<td>.83 (–0.24 to 0.30)</td>
<td>–0.02 (0.56)</td>
</tr>
<tr>
<td>Month 1 (vs baseline)</td>
<td>0.32 (0.16)</td>
<td>.046 (0.01 to 0.63)</td>
<td>0.56 (0.09)</td>
<td>&lt;.001 (0.38 to 0.74)</td>
<td>–0.53 (0.51)</td>
</tr>
<tr>
<td>Month 3 (vs baseline)</td>
<td>0.43 (0.18)</td>
<td>.02 (0.08 to 0.78)</td>
<td>0.57 (0.11)</td>
<td>&lt;.001 (0.35 to 0.79)</td>
<td>–0.41 (0.50)</td>
</tr>
<tr>
<td>Month 6 (vs baseline)</td>
<td>0.47 (0.21)</td>
<td>.03 (0.06 to 0.88)</td>
<td>0.58 (0.10)</td>
<td>&lt;.001 (0.38 to 0.78)</td>
<td>–0.38 (0.46)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 1 month)</td>
<td>1.59 (0.23)</td>
<td>&lt;.001 (1.14 to 2.04)</td>
<td>0.43 (0.13)</td>
<td>.001 (0.18 to 0.69)</td>
<td>–2.12 (0.72)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 3 months)</td>
<td>1.68 (0.22)</td>
<td>&lt;.001 (1.25 to 2.11)</td>
<td>0.52 (0.12)</td>
<td>&lt;.001 (0.29 to 0.76)</td>
<td>–2.53 (0.70)</td>
</tr>
<tr>
<td>CBT-I (vs PE at 6 months)</td>
<td>1.76 (0.26)</td>
<td>&lt;.001 (1.25 to 2.27)</td>
<td>0.54 (0.16)</td>
<td>.001 (0.23 to 0.85)</td>
<td>–2.64 (0.75)</td>
</tr>
<tr>
<td>Age</td>
<td>–0.01 (0.01)</td>
<td>.32 (–0.03 to 0.01)</td>
<td>–0.06 (0.10)</td>
<td>.55 (–0.26 to 0.14)</td>
<td>–0.05 (0.03)</td>
</tr>
<tr>
<td>Female</td>
<td>0.14 (0.13)</td>
<td>.28 (–0.12 to 0.40)</td>
<td>0.18 (0.12)</td>
<td>.14 (–0.06 to 0.42)</td>
<td>0.03 (0.27)</td>
</tr>
<tr>
<td>Education</td>
<td>0.06 (0.10)</td>
<td>.55 (–0.14 to 0.26)</td>
<td>0.53 (0.26)</td>
<td>.042 (0.02 to 1.04)</td>
<td>0.53 (0.61)</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.81 (0.41)</td>
<td>&lt;.001 (3.01 to 4.61)</td>
<td>2.23 (0.37)</td>
<td>&lt;.001 (1.51 to 2.96)</td>
<td>9.86 (1.18)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SRBAI: Self-Reported Behavioral Automaticity Index.
<sup>b</sup>B: unstandardized coefficient.
<sup>c</sup>CBT-I: cognitive behavioral therapy for insomnia.
<sup>d</sup>PE: patient education.

Mediation analyses were conducted to investigate whether the effects of CBT-I on the primary outcome of sleep hygiene behaviors were mediated by changes in relevant beliefs about sleep hygiene behaviors as specified by the three proposed theories (TPB, HAPA, and CT). Regarding sleep hygiene behaviors at 3 months, only action planning was a significant mediator (coefficient 1.11; 95% CI 0.54-1.69). Regarding sleep hygiene behaviors at 6 months, perceived behavioral control (coefficient 0.44; 95% CI 0.10-0.78), coping planning (coefficient 0.24; 95% CI 0.12-0.36), self-monitoring (coefficient 0.58; 95% CI 0.13-1.03), and behavioral automaticity (coefficient 1.00; 95% CI 0.17-1.83) were significant mediators (Table 7).
Table 7. Mediated effects of variables in theory of planned behavior, health action process approach, and control theory in the impacts of the cognitive behavioral therapy for insomnia app intervention on self-reported sleep hygiene behaviors at 3 months postintervention.

<table>
<thead>
<tr>
<th>Outcome and mediator</th>
<th>Intervention effect on outcome (C) (SE/95% CI)</th>
<th>Intervention effect on mediator (A) (SE/95% CI)</th>
<th>Mediator effect on outcome (B) (SE/95% CI)</th>
<th>Mediated effect (A*B) (SE/95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>At 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep hygiene behaviors</td>
<td>2.01 (0.96/0.12 to 3.09)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>0.34 (0.16/0.02 to 0.66)</td>
<td>1.71 (0.65/0.43 to 2.99)</td>
<td>0.58 (0.35/–0.11 to 1.27)</td>
<td></td>
</tr>
<tr>
<td>PBCa</td>
<td>1.27 (0.17/1.07 to 1.47)</td>
<td>1.67 (1.11/–0.52 to 3.86)</td>
<td>2.12 (1.44/–0.72 to 4.96)</td>
<td></td>
</tr>
<tr>
<td>Intention</td>
<td>1.21 (0.20/0.82 to 1.60)</td>
<td>0.24 (0.67/–1.08 to 1.56)</td>
<td>0.29 (0.81/–1.31 to 1.89)</td>
<td></td>
</tr>
<tr>
<td>Action planning</td>
<td>1.13 (0.17/0.79 to 1.47)</td>
<td>0.98 (0.21/0.57 to 1.39)</td>
<td>1.11 (0.29/0.54 to 1.69)</td>
<td></td>
</tr>
<tr>
<td>Coping planning</td>
<td>0.91 (0.17/0.57 to 1.25)</td>
<td>0.35 (0.62/–0.87 to 1.57)</td>
<td>0.32 (0.57/–0.80 to 1.45)</td>
<td></td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>0.43 (0.13/0.17 to 0.69)</td>
<td>1.79 (0.48/0.84 to 2.74)</td>
<td>0.77 (0.42/–0.06 to 1.60)</td>
<td></td>
</tr>
<tr>
<td>SRBAIb</td>
<td>1.59 (0.23/1.14 to 2.04)</td>
<td>0.10 (0.25/–0.39 to 0.59)</td>
<td>0.16 (0.40/–0.63 to 0.95)</td>
<td></td>
</tr>
<tr>
<td><strong>At 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep hygiene behaviors</td>
<td>2.23 (0.91/0.43 to 4.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>0.34 (0.16/0.02 to 0.66)</td>
<td>0.93 (0.37/0.21 to 1.66)</td>
<td>0.32 (0.19/–0.05 to 0.69)</td>
<td></td>
</tr>
<tr>
<td>PBCa</td>
<td>1.27 (0.17/1.07 to 1.47)</td>
<td>0.34 (0.13/0.08 to 0.60)</td>
<td>0.44 (0.17/0.10 to 0.78)</td>
<td></td>
</tr>
<tr>
<td>Intention</td>
<td>1.21 (0.20/0.82 to 1.60)</td>
<td>0.07 (0.33/0.58 to 0.71)</td>
<td>0.08 (0.40/–0.71 to 0.87)</td>
<td></td>
</tr>
<tr>
<td>Action planning</td>
<td>1.13 (0.17/0.79 to 1.47)</td>
<td>0.25 (0.24/0.22 to 0.73)</td>
<td>0.28 (0.27/–0.25 to 0.81)</td>
<td></td>
</tr>
<tr>
<td>Coping planning</td>
<td>0.91 (0.17/0.57 to 1.25)</td>
<td>0.26 (0.05/0.16 to 0.36)</td>
<td>0.24 (0.06/0.12 to 0.36)</td>
<td></td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>0.43 (0.13/0.17 to 0.69)</td>
<td>1.36 (0.33/0.71 to 2.01)</td>
<td>0.58 (0.23/0.13 to 1.03)</td>
<td></td>
</tr>
<tr>
<td>SRBAIb</td>
<td>1.59 (0.23/1.14 to 2.04)</td>
<td>0.63 (0.25/0.14 to 1.12)</td>
<td>1.00 (0.42/0.17 to 1.83)</td>
<td></td>
</tr>
</tbody>
</table>

aPBC: perceived behavioral control.
bSRBAI: Self-Reported Behavioral Automaticity Index.

**Discussion**

**Principal Findings**

This research found that a theory-based intervention improved sleep outcomes among insomnia patients in Iran, as evidenced by improved sleep hygiene behaviors, increased sleep quality, and decreased insomnia severity. These beneficial effects were mediated by several changes in the putative determinants of behavior, including perceived behavioral control in TPB, action and coping planning in HAPA, and self-monitoring and behavioral automaticity in CT. Moreover, the entire treatment effects were guided by CBT (ie, the use of BCTs). Furthermore, as a consequence of improvements in sleep, positive effects of CBT-I were demonstrated by reduced anxiety and depression among insomnia patients. Researchers and practitioners interested in improving sleep quality, particularly among insomnia patients, might draw on insights provided by several components in TPB [7,35-38], HAPA [38,39], and CT [40] in order to design effective interventions for insomnia patients. Moreover, use of the CBT-I app may enhance the feasibility of providing CBT-I treatments incorporating the components in TPB, HAPA, and CT mentioned above.

The finding that the PE group did not have substantial improvement could be due to the following barriers. The written information (1) did not have interactive components, commonly used in apps, and may not have triggered the motivation of participants to obtain the information; (2) did not have any psychological mechanism to support its use whereas the CBT-I app incorporated and improved psychological components (eg, attitudes) for participants to actively engage in sleep, and (3) may have been hard to translate into daily practice for the PE group. Consequently, use of the PE group as a control is appropriate because PE only provides passive engagement and does not have any psychological mechanism to support its use. On the other hand, the CBT-I app involved active engagement and included psychological mechanism to support its use.

Apart from illustrating the effectiveness of the CBT-I app, our findings support the notion that the improvements in sleep accrued (in part) from changes in several components specified by TPB (perceived behavioral control), HAPA (action and coping planning), and CT (self-monitoring and behavioral automaticity). Therefore, our findings partially support the notions from previous studies: health care providers may want to use TPB to effectively understand the performance of sleep hygiene behaviors [37,38]. Additionally, these findings go beyond those correlational studies [37,38] and agree with another RCT study [24] that used theory-based (TPB, HAPA, and CBT) interventions to improve sleep hygiene behaviors among adolescents.

More specifically, changes in the putative determinants of action lead to changes in the respective behaviors (eg, sleep hygiene behaviors, sleep quality, and severity of insomnia). Consequently, this research provides...
experimental support for the combination of TPB, HAPA, CT, and CBT as a framework for improving sleep among insomnia patients.

Our results also support the idea that it is important for CBT-I interventions to incorporate self-regulatory processes such as those specified in HAPA and CT. More specifically, action planning, coping planning, self-monitoring, and behavioral automaticity were significant mediators in this study. Interestingly, mediated effects of action planning on sleep hygiene behaviors were found at 3 months after completing the CBT-I program but not at 6 months after completing the program. In contrast, mediated effects of coping planning, self-monitoring, and behavioral automaticity on sleep hygiene behaviors were observed at 6 months after completing the CBT-I program but not at 3 months after completing the program.

A possible explanation is the cognitive progress during the CBT-I program. Insomnia patients first need to generate effective strategies (ie, using action planning) to assist them in developing good sleep hygiene behaviors because they do not have sufficient ability to devise good strategies [24]. Therefore, action planning was an important mediator for sleep hygiene behaviors at 3 months. Meanwhile, coping planning, self-monitoring, and behavioral automaticity are not mediators at this stage because insomnia patients put all their efforts in action planning and do not have additional efforts to work on coping planning, self-monitoring, and behavioral automaticity. In terms of sleep hygiene behaviors at 6 months, insomnia patients are very likely to have satisfactory capability in action planning. Therefore, action planning loses its importance as mediator because insomnia patients can use the good strategies they have generated. In contrast, insomnia patients need to deal with all the unforeseen barriers and keep their practice. Therefore, coping planning (ie, thinking ahead to tackle possible barriers) [39], self-monitoring (ie, reflection on the difference between preferred and actual performance) [40], and behavioral automaticity (ie, developing the behaviors into habitual pattern) [56] become important mediators at this stage.

This study’s findings on self-regulatory processes also support those of correlational studies that point to the importance of self-regulatory processes in predicting sleep hygiene behaviors and related outcomes, although in a different population [38]. In their study with obstructive sleep apnea patients, Deng et al [58] found that an intervention based on HAPA improved participant sleep quality. Our study suggests that targeting different cognitive processes (ie, motivational and self-regulatory processes) specified in TPB, HAPA, and HAPA can lead to changes in the respective behaviors (eg, sleep hygiene in this study).

**Strengths and Limitations**

Our study has several strengths. First, few trials using psychological interventions built on empirically based theories have been designed for sleep problems. Therefore, results derived from this study provided information about relevant mechanisms of change. Second, development of an app may improve the effects of a sleep intervention in insomnia. More specifically, providing a technology-based intervention could be an effective and accessible way to overcome numerous barriers to CBT-I, such as low access, high costs, time constraints, social stigma, and the lack of therapists and trained mental health experts, as well as providing an intervention overcoming economic and geographical barriers. Third, this study controlled for many potential biases. For example, the blindness of the analyst and the avoidance of contamination were addressed. Fourth, although all the measures were self-reported, instruments used in this study had satisfactory psychometric properties. Consequently, the reliability and validity of outcome measures were ensured.

There are some limitations in the study. First, participants were not representative of the entire population of Iranian patients with insomnia. For example, participants in this study needed to use the app to receive the intervention. Therefore, insomnia patients who have little literacy in using smartphones or desktop computers may not gain benefit from CBT-I. Given that the mean age of the studied sample was mid-thirties; the possibility to generalize our findings to all inhabitants and age groups is low. Second, the use of self-report measures for sleep and mental health outcomes could be biased by social desirability or memory recall. Although mental health outcomes are hard to measure using non-self-reports, future studies may want to use objectively measured instruments on sleep quality (eg, actigraphy). Third, participants could not be blinded because the intervention was obvious to them. Therefore, placebo effects were hard to exclude, especially because most of the outcome measures were self-reported. However, given that the promising effects were found across all outcome measures and placebo effects would be unlikely to last 6 months after treatment ends, we tentatively concluded that CBT-I is an effective program to treat insomnia. Last, as the study only followed participants 6 months after completing the intervention, it is unclear whether CBT-I can provide effects lasting longer than 6 months. Future studies are thus warranted to examine the long-term effect of CBT-I.

**Conclusion**

The theory-based CBT-I intervention shows promising effects in treating sleep problems for insomnia patients. After receiving the feasible and short (ie, 6 weeks) CBT-I, insomnia patients showed improved sleep hygiene behaviors, enhanced sleep quality, and less insomnia severity. Moreover, other psychological distress outcomes (ie, anxiety and depression) of the insomnia patients who received CBT-I showed improvement lasting 6 months after the intervention ended.
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Abstract

Background: Smoking remains a leading cause of preventable death and illness. Internet interventions for smoking cessation have the potential to significantly impact public health, given their broad reach and proven effectiveness. Given the dose-response association between engagement and behavior change, identifying strategies to promote engagement is a priority across digital health interventions. Text messaging is a proven smoking cessation treatment modality and a powerful strategy to increase intervention engagement in other areas of health, but it has not been tested as an engagement strategy for a digital cessation intervention.

Objective: This study examined the impact of 4 experimental text message design factors on adult smokers’ engagement with an internet smoking cessation program.

Methods: We conducted a 2×2×2×2 full factorial screening experiment wherein 864 participants were randomized to 1 of 16 experimental conditions after registering with a free internet smoking cessation program and enrolling in its automated text message program. Experimental factors were personalization (on/off), integration between the web and text message platforms (on/off), dynamic tailoring of intervention content based on user engagement (on/off), and message intensity (tapered vs abrupt drop-off). Primary outcomes were 3-month measures of engagement (ie, page views, time on site, and return visits to the website) as well as use of 6 interactive features of the internet program. All metrics were automatically tracked; there were no missing data.

Results: Main effects were detected for integration and dynamic tailoring. Integration significantly increased interactive feature use by participants, whereas dynamic tailoring increased the number of features used and page views. No main effects were found for message intensity or personalization alone, although several synergistic interactions with other experimental features were observed. Synergistic effects, when all experimental factors were active, resulted in the highest rates of interactive feature use.
and the greatest proportion of participants at high levels of engagement. Measured in terms of standardized mean differences (SMDs), effects on interactive feature use were highest for Build Support System (SMD 0.56; 95% CI 0.27 to 0.81), Choose Quit Smoking Aid (SMD 0.38; 95% CI 0.10 to 0.66), and Track Smoking Triggers (SMD 0.33; 95% CI 0.05 to 0.61). Among the engagement metrics, the largest effects were on overall feature utilization (SMD 0.33; 95% CI 0.06 to 0.59) and time on site (SMD 0.29; 95% CI 0.01 to 0.57). As no SMD >0.30 was observed for main effects on any outcome, results suggest that for some outcomes, the combined intervention was stronger than individual factors alone.

**Conclusions:** This factorial experiment demonstrates the effectiveness of text messaging as a strategy to increase engagement with an internet smoking cessation intervention, resulting in greater overall intervention dose and greater exposure to the core components of tobacco dependence treatment that can promote abstinence.

**Trial Registration:** ClinicalTrials.gov NCT02585206; https://clinicaltrials.gov/ct2/show/NCT02585206.

**International Registered Report Identifier (IRRID):** RR2-10.1136/bmjopen-2015-010687
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**Introduction**

**Background**

Internet-based interventions for smoking cessation have the potential to significantly impact public health, given their broad reach and proven effectiveness. Nine of 10 adults in the United States have internet access [1], more than one-third of all smokers—12.4 million individuals—look online each year to quit smoking [2], and hundreds of thousands enroll in freely available programs [3,4]. Systematic reviews and meta-analyses have demonstrated the effectiveness of tailored and interactive internet interventions for smoking cessation [5]. However, a sizable proportion of smokers disengage early from internet programs without being exposed to the content or features that can promote abstinence. Indeed, low levels of engagement with internet interventions have been documented across a range of health behaviors [6]. Given the evidence of a dose-response association between engagement and behavior change outcomes [7-9], identifying strategies to promote engagement has been noted as a priority across digital health interventions [10-12].

The relationship of engagement to outcomes is complex and includes both behavioral and cognitive dimensions [11,13]. Engagement with an internet intervention can be usefully conceptualized into 3 phases [14], although users’ progress through the phases is often nonlinear. In the first phase, an individual decides to visit a website to determine its relevance and potential utility. In the second phase, the individual uses a part of the intervention. In the third phase, the individual returns to engage more fully with the intervention. This study aimed to influence engagement at this third phase by using prompts and reminders delivered via text messages. Text messaging is a proven intervention modality to promote smoking cessation [15] and a powerful strategy to increase intervention engagement [16,17]. Across most demographic groups, a majority of individuals own a mobile phone and use text messaging [18], including economically disadvantaged groups among whom tobacco use is more prevalent. However, to date, text messaging has not been tested specifically as an engagement strategy for internet cessation interventions [10], and little is known about how best to design such text messages [19].

The Multiphase Optimization Strategy (MOST) is a method for systematically building and evaluating interventions to ensure they comprise active components delivered in optimal doses [20]. The screening phase of MOST is designed to determine which intervention components are active (ie, make a difference in the target outcome) and should be retained, and which are inactive and should be discarded. This is accomplished efficiently through a randomized experiment involving a factorial design, which allows for the examination of several design factors simultaneously. As they are scalable and can automate the delivery of many experimental conditions, internet interventions are well suited to conduct such experiments [21]. Guided by the principles of MOST, we conducted a screening experiment to evaluate 4 experimental factors hypothesized to promote engagement with an internet smoking cessation program.

**Personalization** incorporates user-specific elements (eg, name) to enhance the personal relevance of messaging. People are more likely to actively process information if they perceive it to be personally relevant [22]. Personalization can increase smokers’ attention to written information and the perceived quality of that information [23,24] and is a desired and expected feature of text messaging [25]. Supported by prior literature [26], we hypothesized that text messages that incorporate personalized content would be more efficacious than generic ones.

**Integration** refers to the ability to interact with an intervention platform through the web and text messages, accomplished by sharing data between systems. This approach leverages the unique and combined advantages of these 2 different modalities to create a seamless user experience. Internet interventions can be used to deliver multimedia content but require users to initiate contact, whereas text messages are a powerful form of push notification that have a 98% open rate, with 90% of messages being read within 3 min [27]. A 2010 meta-analysis found that the effectiveness of internet interventions for a variety of health behaviors was enhanced by adding text messaging [28], but these early studies and others [29] most often delivered text messaging in parallel to a web-based intervention with little integration between the 2 modalities. We hypothesized that an
intervention that allows smokers to interact with the tools and content of an internet program via text messages would be more effective in promoting treatment engagement than delivering text messages in parallel to an internet intervention.

**Dynamic Tailoring** delivers individually tailored feedback that adapts over time to a smoker’s needs. Research over several decades supports the superiority of individually tailored messaging over generic, one-size-fits-all messaging in improving behavior change outcomes [26] and in promoting intervention engagement [30]. However, it typically involves messaging around static, theory-driven psychosocial constructs (eg, readiness to quit and self-efficacy) gathered at the outset of an intervention. Few studies have dynamically tailored communications to deliver feedback based on a user’s pattern of intervention engagement [31]. We hypothesized that messages tailored to a user’s pattern of engagement to encourage the exploration of components they have not yet used and prompt continued engagement with the ones they have would yield higher engagement than messages without this kind of feedback.

**Message intensity** refers to the delivery schedule of text messages. One of the largest randomized smoking cessation trials demonstrating the effectiveness of a text message intervention [32] delivered 5 messages a day for the first 5 weeks, followed by an abrupt drop to just 3 messages per week for the next 26 weeks. However, a meta-analysis of health behavior change interventions found that the largest effect size was observed for text message interventions with tapered intensity (ie, gradually decreasing content delivery [26]). We set tapered intensity as the active form of this factor and hypothesized that it would make message delivery more salient and impactful than a fixed schedule of messages followed by an abrupt drop-off.

**Objective**

To summarize, this factorial screening experiment evaluated the impact of **personalization**, **integration**, **dynamic tailoring**, and **message intensity** on engagement with an internet smoking cessation program. We hypothesized that the active form of each experimental factor would yield higher rates of engagement with one or more features of the program and overall metrics of engagement.

**Methods**

**Experimental Design**

This full factorial experiment had 4 factors, each of which was implemented at 2 levels: **personalization** (on/off), **integration** (on/off), **dynamic tailoring** (on/off), and **message intensity** (tapered/abrupt). The factors were designed to be compatible with each other but also to deliver a coherent intervention when implemented singularly. All participants had full access to the website to use as they desired. In addition, they were randomized by a computer algorithm to one of the $2^4=16$ experimental conditions, stratified by whether they enrolled on a desktop/mobile because mobile access to the website may influence engagement. The use of the website and text messages was automatically tracked for 3 months to allow sufficient time to examine the impact of the text message intervention on intervention engagement because most nonusage attrition happens within this period [33]. There was no involvement by research staff, and there were no missing data.

**Procedure**

This fully automated experiment was conducted within BecomeAnEX (EX), a free, evidence-based smoking cessation program developed in 2008 by Truth Initiative in collaboration with Mayo Clinic. Since it launched, more than 800,000 tobacco users have registered on the site. Approximately 80% of newly registered users sign up for text messaging. As described previously [34], newly registered users who met study eligibility criteria were randomized to 1 of the 16 experimental arms. Eligibility criteria were current smoking (every day/some days), US residence, aged 18 years or older, and enrollment in the EX text message program during website registration. To register on EX, users must agree to the terms of use and privacy policy, which state that (1) Truth Initiative automatically collects information about use of the site, (2) information is used for research and quality improvement purposes, and (3) personal information is kept confidential. To enroll in the EX text message program, users enter their mobile number and explicitly consent to receive text messages during website registration. The study was conducted as a quality improvement project, meaning that eligible individuals were automatically randomized; no recruitment information was presented, and no study informed consent was solicited. The Chesapeake institutional review board approved the trial protocol (CR00086431).

**Web-Based Cessation Program**

EX, which is accessible on any web-enabled device, was designed around tobacco dependence treatment guidelines [35], Social Cognitive Theory [36], and the Mayo Clinic model for engaging tobacco users in cessation treatment [37]. At the time of this study, users could engage with 6 interactive features: (1) Set Quit Date assists users in selecting a quit date, (2) Track Smoking Triggers allows users to track cigarettes and identify personal smoking triggers associated with smoking, (3) Beat Smoking Triggers encourages identification of strategies to dissociate cigarettes from triggers, (4) Choose Quit Smoking Aid educates users about medication and helps them create a medication plan, (5) Build Support System discusses the importance of social support and encourages users to identify supportive friends/family, and (6) EX Community introduces users to a large online social network of current and former smokers. Higher levels of engagement with the site and its features are associated with greater odds of quitting [8,38].

**Text Messaging Intervention**

The standard EX text message program is a 90-day program that is fully automated. Also designed around tobacco cessation treatment guidelines [35] and Social Cognitive Theory [36], like the EX website, the program is designed to enhance motivation for quitting, educate users about addiction, encourage the use of evidence-based cessation methods (eg, nicotine replacement therapy and peer support), prepare them for quitting by building confidence and coping skills, praise success, reinforce the benefits of quitting, and support users in
maintaining abstinence. The program is interactive, with bidirectional messages (eg, true/false, multiple-choice, and yes/no questions) and keywords that allow users to request on-demand support (eg, CRAVE, SLIP, and MOOD), additional detail about specific topics (MORE), or to unenroll (STOP). Approximately 10% of messages contain URLs to the EX website for additional information. The program is tailored to a participant’s quit date, should they choose to set one. Users can set and reset their quit date as often as they like either via the website or text messages. This basic level of integration is expected by users and was common across all experimental conditions.

Text messages focused on promoting engagement were added to this standard program according to the experimental factors described in the following section. These messages were designed to encourage or facilitate the use of the interactive features of EX and promote sustained engagement.

Experimental Factors

Personalization
Half of the participants received text messages personalized with their EX username, chosen during registration on the website. The remaining participants received generic messages with no personalization.

Integration
Participants with this experimental factor turned on were able to engage with interactive features of EX through special keywords and interactive messages. For example, the use of Track Smoking Triggers and Beat Smoking Triggers was facilitated as follows:

System: Quitting is a journey—not an event. If you’ve had a slip, learn about your triggers by texting back SMOKED or going to http://bit.ly/tracker and noting your high-risk situations.
User: SMOKED.
System: Ok, you smoked—we saved it in your EX Plan. Reply with the trigger that made you want to smoke.
User: Sitting in traffic.
System: Got it, we’ve noted it in your EX Plan. To make a plan to separate from this trigger, text back COPE.
User: COPE.
System: You said that Sitting in traffic was a trigger for you. What else can you do instead of smoke the next time that trigger comes up? Reply with your plan, the more detail the better!
User: Listen to music.
System: Great idea! It’s now in your EX Plan at http://bit.ly/beattrigger so you can always reference it if that trigger pops up.

As seen in this exchange, interaction with the platform via text messages was reflected on the website at the user’s next visit. This approach was used for the first 5 interactive features described earlier. To facilitate engagement with the EX Community via text message, a slightly different approach was required for technical reasons. Once a participant had accessed the community via the website, a special keyword (TIPS) allowed the user to request advice and guidance from community members that had been manually curated from actual community posts. For participants with the integration feature turned off, there was no integration of the website and text message programs beyond the quit date feature, and special keywords were not available.

Dynamic Tailoring
Half of the participants received messages tailored to real-time engagement data from EX. Messages reinforced actions that they had already taken or prompted the exploration of features they had not yet used. The remaining participants received standard messages that were agnostic to prior use of EX.

Message Intensity
The intervention duration was 12 weeks for both groups. Both groups received 2 messages per day for the first 3 days of the program to ensure a standardized onboarding experience, and in both program versions, approximately half of all engagement messages solicited a response from users. Participants randomized to tapered intensity received a total of 69 engagement messages delivered as follows: weeks 1 to 2, 14 messages per week; weeks 3 to 4, 7 messages per week; weeks 5 to 8, 4 messages per week; weeks 9 to 11, 3 messages per week; and week 12, 2 messages. Participants randomized to an abrupt intensity drop-off received a total of 28 engagement messages, which were delivered as follows: week 1, 8 messages; week 2, 4 messages; weeks 3 to 8, 2 messages per week; weeks 9 to 12, 1 message per week.

Sources of Data
Gender, age, and smoking status (every day or some days) entered during website registration were extracted from the EX database. Website utilization metrics were extracted at 3-month postrandomization and included measures of website engagement (number of website visits, time on site in minutes, and page views) and the use of the 6 interactive features described earlier. Text message data were also extracted at 3-month postrandomization and included the number of messages received and sent by participants, the use of the 6 interactive features described earlier via text messages, the use of keywords, and the date of unenrollment.

Analytic Plan
A full factorial design was used in the study design phase [34]. The primary outcome used for sample size calculations was a composite engagement score, with weights given by the regression coefficients of a logistic regression model developed to measure the effects of website engagement on 3-month abstinence rates in the control arm of a previous randomized trial by our group [7]. This composite engagement score had the advantage of being continuously distributed, even if some of the individual engagement metrics were binary or count data. A priori sample size calculations based on a normal approximation to the distribution of the composite score determined that a sample of 864 (n=432 per factor level)
participants would allow us to detect small main effects ($d=0.25$) or moderate second-order interactions ($d=0.50$) on normalizing transformations of this composite outcome. Power was set at 80% at a 2-sided significance level of alpha of .05 out of 10 (multiplicity adjustment based on 4 main effects and 6 two-way interactions in a factorial model, with third- and fourth-order interactions excluded a priori).

In carrying out our original analytic plan [34], we made 3 post hoc modifications. First, ongoing enhancements to the EX website led us to question the applicability of the weights of the original composite engagement metric. We decided to analyze our engagement metrics separately and to identify common patterns in standardized factorial effects across the full set of engagement metrics. Our primary outcomes were (1) number of interactive features used through the web or text messages, (2) total time spent on the website, (3) number of page views, and (4) return visits to the website (ie, postregistration). This approach is consistent with the multidimensional nature of engagement and numerous systematic reviews and meta-analyses that have called for more standardized engagement metrics to advance the field [10-12,30,39,40]. Our intent was to ensure that study effect sizes could be included in pooled analyses.

Second, evidence of synergistic interactions led us to supplement analyses focused on individual experimental factors with between-arm comparisons that capture the joint effect of multiple terms in the full factorial model, with the hope of identifying an arm with superior performance across all engagement metrics. If such an arm could be identified, the need to reestimate weights for a composite metric would become moot: any arm that dominated each available metric would also need to reestimate weights for a composite metric would become moot: any arm that dominated each available metric would also dominate their weighted average. To facilitate such between-arm comparisons, we presented CIs for each engagement metric for all 16 arm-specific means, with the confidence level adjusted so that an overlap in the respective CIs can be interpreted as lack of significant pairwise differences between the arms being compared at the alpha value of .05 significance level. Unlike cases where an arm-specific mean is being compared with constant, pairwise comparisons of means based on the overlap method involve uncertainty in the centers of both CIs under inspection [41]. In such cases, 2 arms may still be significantly different from one another at an alpha of .05, even if their 95% CIs overlap. To correctly assess the presence of significant pairwise differences based on the overlap rule, we have employed narrower intervals whose individual confidence levels were set to about 83.5% under normality [42]. CIs were first calculated in the scale of the continuously and normally distributed linear predictor and then back-transformed to the original outcome scale.

Third, large skewness observed in time on site, page views, and (4) return visits to the website (ie, postregistration) led us to transform the data to reduce the impact of outliers in the final model. Although a logarithmic transformation would have served this purpose, it would have changed the interpretation of the main effect of each factor in the original scale to an average of arm-specific medians. We dichotomized these variables instead at cut points that bifurcated the sample at an approximately 1:2 ratio. The cut points were one or more unique website visits (333/864, 38.5% of the sample), 15 or more minutes of website use (257/864, 29.8% of the sample), and 25 or more page views (278/864, 32.2% of the sample). Additional sensitivity analyses examined the robustness of the findings to variation in these cutoffs.

Use (yes/no) of specific interactive features and overall engagement metrics were analyzed via logistic regression except for interactive feature utilization, a count variable analyzed via quasi-Poisson regression with a scale parameter, $\phi$, to account for under- or overdispersion. CIs for marginal factor effects were estimated via a parametric percentile bootstrap procedure [43] with 1 million replicates. Effect size calculations were based on standardized mean differences (SMDs) between high and low levels of experimental factors when calculating main effects and between arms 1 and 16 when calculating the full impact of the intervention, including main effects and higher order interactions. Arm 1 was defined with all experimental factors off, whereas Arm 16 was defined by all experimental factors on. SMDs for frequency counts were calculated as $(\mu_1-\mu_2)/[(\mu_1+\mu_2)^{1/2}]$, where $\mu_1$ and $\mu_2$ were the sample means of each comparison group. SMDs for binary outcomes were calculated as $(p_1-p_2)/[p_1\times q_1+ p_2\times q_2]^{1/2}$, where $p_1=1-q_1$ and $p_2=1-q_2$ were the sample outcome prevalence of each comparison group. All analyses were conducted using the glm function in R version 3.6.1 (R Foundation).

Results

Participants

Between March 29 and June 5, 2018, 864 newly registered users on EX who met the study eligibility criteria were randomized. Of those, 83.4% (721/864) enrolled on a mobile device, and 16.6% (143/864) enrolled on a desktop. Most (844/864, 97.7%) participants were every day smokers, and 2.3% (20/864) of the participants were some day smokers. The sample was predominantly female (637/864, 73.7%). Age distribution was as follows: 18 to 30 years (182/864, 21.1%), 31 to 44 years (322/864, 37.3%), 45 to 65 years (313/864, 36.2%), and 65 years and older (47/864, 5.4%). No between-arm differences were observed for any of the abovementioned variables (all values for $P>0.15$).

Intervention Engagement

Of the 864 participants randomized, 461 (53.5%) completed the full 90-day text message program. Among participants who unenrolled, the median day of unenrollment was 8 days postrandomization (IQR 3-22). On average, study participants used, on average, 2.40 (SD 1.41) of the 6 targeted interactive features. Use by feature was as follows: Set Quit Date, 85.8% (741/864); Track Smoking Triggers, 55.4% (479/864); Choose Quit Smoking Aid, 37.0% (320/864); Visit Community, 33.4% (289/864); Beat Smoking Triggers, 15.3% (132/864); and Build Support System, 12.7% (110/864). Study participants received a median of 87 text messages (IQR 27-160) during the 3-month intervention period and sent a median of 4 text messages (IQR 3-12). One-fourth (213/864, 24.7%) of the sample used one or more keywords: MOOD (76/864, 8.8%), HELP (74/864, 8.6%), CRAVE (70/864, 8.1%), SLIP (60/864, 6.9%), SOS (34/864, 3.9%). Among participants randomized to the active integration
arms, 11.6% used at least one special keyword: SMOKED (61/864, 7.1%), COPE (46/864, 5.3%), TIPS (27/864, 3.1%), TRIGGER (25/864, 2.9%), MEDS (14/864, 1.6%). Participants in the active integration arms used standard keywords at similar rates to other participants (all differences <1 percentage point).

Engagement Outcomes

Table 1 (interactive features) and Table 2 (key engagement metrics) reflect the study findings under the original analytic plan. They show average response levels at on and off levels of each experimental factor and raw mean differences that correspond to marginal factor effects. SMDs are also included, as they allow us to calibrate the clinical significance of our nominal P values. In this study, P<.001 corresponds to SMDs ranging from 0.17 to 0.28 (small effects in Cohen nomenclature [44]), whereas P values greater than .001 and less than .05 correspond to SMDs ranging from 0.09 to 0.13.

As seen in Table 1, integration is the strongest experimental factor affecting interactive feature utilization, raising usage rates of Choose Quit Smoking Aid by 18.7 percentage points (95% CI 12.5 to 24.8) and Build Support System by 11.8 percentage points (95% CI 7.2 to 16.4). Altogether, integration raised the average number of interactive features used by participants by 0.36 (95% CI 0.16 to 0.57) when the study-wide mean did not exceed 2.4 features (median 2, IQR 1-3).

Table 2 suggests that dynamic tailoring was the experimental factor with broadest impact, in that it raised both the average number of interactive features used by 0.29 (95% CI 0.09 to 0.50) and the probability of higher engagement levels by 7.3 percentage points for page views (95% CI 1.1 to 13.5). Its beneficial effect on interactive feature use appears driven by similar increases in the rates of Build Support System (6.3 points; 95% CI 1.7 to 10.9), Track Smoking Triggers (6.6 points; 95% CI 0.1 to 13.1), and Beat Smoking Triggers (5.4 points, 95% CI 0.5 to 10.3).
Table 1. Marginal effects of experimental design factors on interactive feature utilization rates (95% CI).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Interactive feature</th>
<th>Set Quit Date</th>
<th>Choose Quit Smoking Aid</th>
<th>Build Support System</th>
<th>Track Smoking Triggers</th>
<th>Beat Smoking Triggers</th>
<th>Visit Community</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On</td>
<td></td>
<td>84.5 (81.1 to 87.9)</td>
<td>35.2 (30.9 to 39.6)</td>
<td>14.6 (11.2 to 17.9)</td>
<td>55.0 (50.4 to 59.5)</td>
<td>16.8 (13.3 to 20.4)</td>
<td>32.5 (28.2 to 36.8)</td>
</tr>
<tr>
<td>Off</td>
<td></td>
<td>85.7 (82.3 to 89.0)</td>
<td>39.3 (34.9 to 43.7)</td>
<td>12.3 (9.1 to 15.5)</td>
<td>55.7 (51.1 to 60.2)</td>
<td>15.0 (11.6 to 18.4)</td>
<td>35.0 (30.6 to 39.4)</td>
</tr>
<tr>
<td>Raw difference</td>
<td>−1.1 (−5.9 to 3.6)</td>
<td>−4.1 (−10.3 to 2.1)</td>
<td>2.3 (−2.3 to 6.9)</td>
<td>−0.7 (−7.1 to 5.8)</td>
<td>1.8 (−3.1 to 6.7)</td>
<td>−2.5 (−8.7 to 3.7)</td>
<td></td>
</tr>
<tr>
<td>SMDa</td>
<td>−0.02 (−0.12 to 0.07)</td>
<td>−0.06 (−0.15 to 0.03)</td>
<td>0.05 (−0.05 to 0.14)</td>
<td>−0.01 (−0.10 to 0.08)</td>
<td>0.04 (−0.06 to 0.13)</td>
<td>−0.04 (−0.13 to 0.06)</td>
<td></td>
</tr>
<tr>
<td><strong>Integration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On</td>
<td></td>
<td>84.5 (81.1 to 88.0)</td>
<td>46.6 (42.0 to 52.2)</td>
<td>19.3 (15.6 to 23.0)</td>
<td>58.2 (53.6 to 62.7)</td>
<td>17.7 (14.1 to 21.3)</td>
<td>32.3 (28.0 to 36.6)</td>
</tr>
<tr>
<td>Off</td>
<td></td>
<td>85.7 (82.3 to 89.0)</td>
<td>27.9 (23.8 to 32.1)</td>
<td>7.5 (4.8 to 10.3)</td>
<td>52.5 (47.9 to 57.1)</td>
<td>14.1 (10.8 to 17.4)</td>
<td>35.2 (30.8 to 39.6)</td>
</tr>
<tr>
<td>Raw difference</td>
<td>−1.1 (−5.9 to 3.7)</td>
<td>18.7 (12.5 to 24.8)b</td>
<td>11.8 (7.2 to 16.4)b</td>
<td>5.7 (−0.8 to 12.1)</td>
<td>3.6 (−1.3 to 8.5)</td>
<td>−2.9 (−9.1 to 3.2)</td>
<td></td>
</tr>
<tr>
<td>SMD</td>
<td>−0.02 (−0.12 to 0.07)</td>
<td>0.28 (0.18 to 0.38)b</td>
<td>0.25 (0.15 to 0.34)b</td>
<td>0.08 (−0.01 to 0.17)</td>
<td>0.07 (−0.03 to 0.17)</td>
<td>−0.04 (−0.14 to 0.05)</td>
<td></td>
</tr>
<tr>
<td><strong>Dynamic Tailoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On</td>
<td></td>
<td>87.0 (83.8 to 90.3)</td>
<td>37.7 (33.3 to 42.1)</td>
<td>16.6 (13.1 to 20.1)</td>
<td>58.7 (54.1 to 63.1)</td>
<td>18.6 (15.0 to 22.3)</td>
<td>36.6 (32.1 to 41.0)</td>
</tr>
<tr>
<td>Off</td>
<td></td>
<td>83.1 (79.7 to 86.7)</td>
<td>36.6 (32.5 to 41.2)</td>
<td>10.3 (7.3 to 13.3)</td>
<td>52.1 (47.4 to 56.7)</td>
<td>13.2 (9.9 to 16.4)</td>
<td>30.9 (26.6 to 35.2)</td>
</tr>
<tr>
<td>Raw difference</td>
<td>3.9 (−0.9 to 8.6)</td>
<td>0.9 (−53 to 7.1)</td>
<td>6.3 (1.7 to 10.9)c</td>
<td>6.6 (0.1 to 13.1)d</td>
<td>5.4 (0.5 to 10.3)d</td>
<td>5.7 (−0.5 to 11.9)</td>
<td></td>
</tr>
<tr>
<td>SMD</td>
<td>0.08 (−0.02 to 0.17)</td>
<td>0.01 (−0.08 to 0.10)</td>
<td>0.13 (0.04 to 0.23)c</td>
<td>0.09 (0.00 to 0.19)d</td>
<td>0.11 (0.01 to 0.20)d</td>
<td>0.09 (−0.01 to 0.18)</td>
<td></td>
</tr>
<tr>
<td><strong>Intensity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tapered</td>
<td></td>
<td>83.4 (79.9 to 86.9)</td>
<td>38.2 (33.7 to 42.6)</td>
<td>14.6 (11.2 to 17.9)</td>
<td>56.4 (51.8 to 60.9)</td>
<td>18.2 (14.6 to 21.8)</td>
<td>31.4 (27.1 to 35.7)</td>
</tr>
<tr>
<td>Abrupt</td>
<td></td>
<td>86.8 (83.6 to 90.1)</td>
<td>36.4 (32.0 to 40.7)</td>
<td>12.3 (9.1 to 15.5)</td>
<td>54.3 (49.7 to 58.9)</td>
<td>13.6 (10.3 to 16.9)</td>
<td>36.1 (31.7 to 40.6)</td>
</tr>
<tr>
<td>Raw difference</td>
<td>−3.4 (−8.2 to 1.4)</td>
<td>1.8 (−4.4 to 8.0)</td>
<td>2.3 (−2.3 to 6.8)</td>
<td>2.1 (−4.4 to 8.5)</td>
<td>4.5 (−0.4 to 9.5)</td>
<td>−4.8 (−10.9 to 1.4)</td>
<td></td>
</tr>
<tr>
<td>SMD</td>
<td>−0.07 (−0.16 to 0.03)</td>
<td>0.03 (−0.06 to 0.12)</td>
<td>0.05 (−0.05 to 0.14)</td>
<td>0.03 (−0.06 to 0.12)</td>
<td>0.09 (−0.01 to 0.18)</td>
<td>−0.07 (−0.16 to 0.02)</td>
<td></td>
</tr>
</tbody>
</table>

aSMD: standardized mean difference.
bP<.001.
cP<.01.
dP<.05.
Table 2. Marginal effects of experimental design factors on key engagement metrics (95% CI).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Key Engagement Metric</th>
<th>Page views ≥25, %</th>
<th>Time on site ≥15 min, %</th>
<th>Returned to website, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On</td>
<td>Feature utilization, mean</td>
<td>2.38 (2.24 to 2.53)</td>
<td>31.6 (27.2 to 36.0)</td>
<td>31.3 (27.0 to 35.6)</td>
</tr>
<tr>
<td>Off</td>
<td></td>
<td>2.43 (2.28 to 2.58)</td>
<td>32.9 (28.5 to 37.3)</td>
<td>28.4 (24.1 to 32.6)</td>
</tr>
<tr>
<td>Raw difference</td>
<td></td>
<td>−0.05 (−0.25 to 0.16)</td>
<td>−1.3 (−7.5 to 4.9)</td>
<td>2.9 (−3.2 to 9.0)</td>
</tr>
<tr>
<td>Standard mean difference</td>
<td></td>
<td>−0.021 (−0.115 to 0.074)</td>
<td>−0.017 (−0.111 to 0.077)</td>
<td>0.045 (−0.049 to 0.139)</td>
</tr>
<tr>
<td><strong>Integration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On</td>
<td></td>
<td>2.59 (2.44 to 2.74)</td>
<td>30.8 (26.5 to 35.2)</td>
<td>29.7 (25.4 to 34.0)</td>
</tr>
<tr>
<td>Off</td>
<td></td>
<td>2.22 (2.08 to 2.37)</td>
<td>33.7 (29.3 to 38.1)</td>
<td>29.9 (25.6 to 34.0)</td>
</tr>
<tr>
<td>Raw difference</td>
<td></td>
<td>0.36 (0.16 to 0.57)</td>
<td>−2.9 (−9.1 to 3.3)</td>
<td>−0.2 (−6.3 to 5.9)</td>
</tr>
<tr>
<td>Standard mean difference</td>
<td></td>
<td>0.166 (0.071 to 0.260)</td>
<td>−0.043 (−0.137 to 0.051)</td>
<td>−0.003 (−0.097 to 0.091)</td>
</tr>
<tr>
<td><strong>Dynamic Tailoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On</td>
<td></td>
<td>2.55 (2.40 to 2.70)</td>
<td>35.9 (31.4 to 40.4)</td>
<td>32.3 (28.0 to 36.7)</td>
</tr>
<tr>
<td>Off</td>
<td></td>
<td>2.26 (2.12 to 2.40)</td>
<td>28.6 (24.3 to 32.9)</td>
<td>27.3 (23.1 to 31.0)</td>
</tr>
<tr>
<td>Raw difference</td>
<td></td>
<td>0.29 (0.09 to 0.50)</td>
<td>7.3 (1.1 to 13.5)</td>
<td>5.0 (−1.0 to 11.1)</td>
</tr>
<tr>
<td>Standard mean difference</td>
<td></td>
<td>0.134 (0.040 to 0.229)</td>
<td>0.110 (0.016 to 0.205)</td>
<td>0.078 (−0.016 to 0.173)</td>
</tr>
<tr>
<td><strong>Intensity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tapered</td>
<td></td>
<td>2.42 (2.27 to 2.57)</td>
<td>33.1 (28.7 to 37.6)</td>
<td>31.3 (27.1 to 35.7)</td>
</tr>
<tr>
<td>Abrupt</td>
<td></td>
<td>2.39 (2.25 to 2.54)</td>
<td>31.4 (27.0 to 35.8)</td>
<td>28.3 (24.1 to 32.6)</td>
</tr>
<tr>
<td>Raw difference</td>
<td></td>
<td>0.03 (−0.18 to 0.23)</td>
<td>1.7 (−4.5 to 8.0)</td>
<td>3.0 (−3.0 to 9.1)</td>
</tr>
<tr>
<td>Standard mean difference</td>
<td></td>
<td>0.012 (−0.083 to 0.106)</td>
<td>0.028 (−0.066 to 0.122)</td>
<td>0.047 (−0.047 to 0.141)</td>
</tr>
</tbody>
</table>

aSMD: standardized mean difference.
bP<.001.
cP<.01.

The main effects of intensity and personalization failed to attain even nominal levels of statistical significance on any engagement metrics. However, the impact of these 2 experimental factors was still beneficial as a whole via their synergistic interactions with dynamic tailoring and integration. Examination of the factorial models for each interactive feature in isolation revealed a synergistic interaction between integration and personalization on Set Quit Date (P<.001) and a synergistic interaction between dynamic tailoring, integration, and personalization on Track Smoking Triggers (P=.02). A synergistic interaction of dynamic tailoring × integration × intensity × personalization was also detected for time on site (P=.01), while a synergistic interaction of integration and personalization was detected for time on return visits to the website (P=.04).

To better understand the joint effect of all 4 experimental factors, Table 3 (interactive features) and Table 4 (key engagement metrics) present point estimates and 95% CIs for arm-specific means based on simulation findings also depicted in Multimedia Appendices 1 and 2. As seen in Table 3, Arm 16 yielded the highest engagement rates for Set Quit Date, Build Support System, Track Smoking Triggers, and Beat Smoking Triggers. It lagged behind other arms in terms of the proportions of users at the high engagement level for Choose Quit Smoking Aid and Visit Community. Overall, Arm 16 had the highest rate of interactive feature use (2.95 out of 6).

As seen in Table 4, Arm 16 also had the greatest proportion of participants at the high engagement level for page views (45%) and return visits (51%), although it ranked second with regard to the proportion at the high engagement level for time on site (41%). Sensitivity analyses that varied the cutoffs for page views and time spent on site from the 55th to the 75th percentile (ie, from 15 to 32 pages and 8 to 20 min, respectively) confirmed the superiority of Arm 16, suggesting that these findings are robust to the choice of cutoff.
<table>
<thead>
<tr>
<th>Arm</th>
<th>Factor</th>
<th>Interactive Feature</th>
<th>Set quit date</th>
<th>Choose quit smoking aid</th>
<th>Build support system</th>
<th>Track smoking triggers</th>
<th>Beat smoking triggers</th>
<th>Visit community</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>95 (86-99)</td>
<td>21 (12-33)</td>
<td>3 (0-12)</td>
<td>48 (35-61)</td>
<td>14 (6-25)</td>
<td>41 (29-54)</td>
</tr>
<tr>
<td>2</td>
<td>−</td>
<td>+</td>
<td>88 (77-95)</td>
<td>43 (30-56)</td>
<td>6 (2-16)</td>
<td>48 (35-61)</td>
<td>6 (2-16)</td>
<td>32 (21-45)</td>
</tr>
<tr>
<td>3</td>
<td>−</td>
<td>+</td>
<td>86 (75-94)</td>
<td>28 (17-41)</td>
<td>8 (3-18)</td>
<td>55 (42-68)</td>
<td>12 (5-23)</td>
<td>39 (27-52)</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>+</td>
<td>90 (80-96)</td>
<td>30 (19-43)</td>
<td>12 (5-23)</td>
<td>61 (48-73)</td>
<td>21 (12-33)</td>
<td>45 (32-58)</td>
</tr>
<tr>
<td>5</td>
<td>−</td>
<td>−</td>
<td>85 (73-92)</td>
<td>54 (40-66)</td>
<td>10 (4-20)</td>
<td>57 (44-70)</td>
<td>8 (3-18)</td>
<td>34 (22-47)</td>
</tr>
<tr>
<td>6</td>
<td>−</td>
<td>+</td>
<td>75 (63-85)</td>
<td>45 (32-58)</td>
<td>7 (9-29)</td>
<td>65 (51-76)</td>
<td>21 (12-33)</td>
<td>23 (13-35)</td>
</tr>
<tr>
<td>7</td>
<td>−</td>
<td>+</td>
<td>81 (69-90)</td>
<td>43 (30-56)</td>
<td>23 (13-35)</td>
<td>52 (39-65)</td>
<td>17 (9-29)</td>
<td>37 (25-51)</td>
</tr>
<tr>
<td>8</td>
<td>−</td>
<td>+</td>
<td>85 (73-92)</td>
<td>52 (39-65)</td>
<td>19 (10-31)</td>
<td>59 (46, 71)</td>
<td>21 (12-33)</td>
<td>30 (19-43)</td>
</tr>
<tr>
<td>9</td>
<td>+</td>
<td>−</td>
<td>83 (71-91)</td>
<td>25 (15-37)</td>
<td>5 (1-14)</td>
<td>52 (39-65)</td>
<td>12 (5-23)</td>
<td>26 (16-39)</td>
</tr>
<tr>
<td>10</td>
<td>+</td>
<td>−</td>
<td>75 (63-85)</td>
<td>25 (15-37)</td>
<td>5 (1-14)</td>
<td>48 (35-61)</td>
<td>14 (6-25)</td>
<td>30 (19-43)</td>
</tr>
<tr>
<td>11</td>
<td>+</td>
<td>+</td>
<td>86 (75-94)</td>
<td>23 (13-35)</td>
<td>10 (4-20)</td>
<td>54 (40-66)</td>
<td>14 (6-25)</td>
<td>35 (24-49)</td>
</tr>
<tr>
<td>12</td>
<td>+</td>
<td>+</td>
<td>81 (69-90)</td>
<td>30 (19-43)</td>
<td>12 (5-23)</td>
<td>54 (40-66)</td>
<td>21 (12-33)</td>
<td>34 (22-47)</td>
</tr>
<tr>
<td>13</td>
<td>+</td>
<td>+</td>
<td>86 (75-94)</td>
<td>46 (34-60)</td>
<td>21 (12-33)</td>
<td>52 (39-65)</td>
<td>14 (6-25)</td>
<td>34 (22-47)</td>
</tr>
<tr>
<td>14</td>
<td>+</td>
<td>+</td>
<td>77 (65-87)</td>
<td>37 (25-51)</td>
<td>15 (8-27)</td>
<td>46 (34-60)</td>
<td>17 (9-29)</td>
<td>28 (17-41)</td>
</tr>
<tr>
<td>15</td>
<td>+</td>
<td>+</td>
<td>92 (82-97)</td>
<td>52 (39-65)</td>
<td>19 (10-31)</td>
<td>65 (51-76)</td>
<td>19 (10-31)</td>
<td>43 (30-56)</td>
</tr>
<tr>
<td>16</td>
<td>+</td>
<td>+</td>
<td>95 (86-99)</td>
<td>45 (32-58)</td>
<td>30 (19-43)</td>
<td>70 (57-81)</td>
<td>25 (15-37)</td>
<td>30 (19-43)</td>
</tr>
</tbody>
</table>

aFor P, IG, and T, + implies On and − implies Off. For IS, + implies Tapered and − implies Abrupt.
bP: Personalization.
cIG: Integration.
dT: Dynamic Tailoring.
eIS: Intensity.
Table 4. Arm-specific summaries of key engagement metrics (95% CI).

<table>
<thead>
<tr>
<th>Arm</th>
<th>Factor&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Key Engagement Metric</th>
<th>Feature utilization (mean)</th>
<th>Page views ≥25 (percent)</th>
<th>Time on site ≥15 min (percent)</th>
<th>Returned to website (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>- - - -</td>
<td>returned to website (percent)</td>
<td>2.21 (1.84-2.64)</td>
<td>34 (23-48)</td>
<td>23 (13-36)</td>
<td>47 (34-60)</td>
</tr>
<tr>
<td>2</td>
<td>- - - +</td>
<td>time on site ≥15 min (percent)</td>
<td>2.23 (1.86-2.66)</td>
<td>28 (18-42)</td>
<td>19 (10-32)</td>
<td>36 (24-49)</td>
</tr>
<tr>
<td>3</td>
<td>- - + -</td>
<td>page views ≥ 25 (percent)</td>
<td>2.29 (1.91-2.72)</td>
<td>35 (23-49)</td>
<td>24 (14-37)</td>
<td>49 (36-62)</td>
</tr>
<tr>
<td>4</td>
<td>- - + +</td>
<td>feature utilization (mean)</td>
<td>2.58 (2.18-3.04)</td>
<td>44 (31-58)</td>
<td>44 (31-58)</td>
<td>44 (31-58)</td>
</tr>
<tr>
<td>5</td>
<td>- + - -</td>
<td>2.47 (2.08-2.92)</td>
<td>28 (18-42)</td>
<td>30 (19-44)</td>
<td>26 (16-40)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>- + - +</td>
<td>2.45 (2.06-2.9)</td>
<td>28 (18-4)</td>
<td>26 (16-39)</td>
<td>37 (25-51)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>- + + -</td>
<td>2.53 (2.13-2.98)</td>
<td>33 (22-47)</td>
<td>29 (19-43)</td>
<td>37 (25-51)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>- + + +</td>
<td>2.66 (2.25-3.12)</td>
<td>29 (18-42)</td>
<td>29 (18-42)</td>
<td>35 (23-48)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>+ - - -</td>
<td>2.01 (1.66-2.41)</td>
<td>26 (16-39)</td>
<td>26 (16-39)</td>
<td>30 (19-43)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>+ + - -</td>
<td>1.95 (1.61-2.35)</td>
<td>31 (20-44)</td>
<td>33 (21-46)</td>
<td>37 (25-50)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>+ - + -</td>
<td>2.21 (1.84-2.64)</td>
<td>32 (21-46)</td>
<td>34 (23-48)</td>
<td>32 (21-46)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>+ + + +</td>
<td>2.31 (1.93-2.74)</td>
<td>37 (25-50)</td>
<td>35 (23-48)</td>
<td>44 (31-58)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>+ + - -</td>
<td>2.53 (2.13-2.98)</td>
<td>29 (19-43)</td>
<td>37 (25-51)</td>
<td>33 (22-47)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>+ + + -</td>
<td>2.21 (1.84-2.64)</td>
<td>22 (12-35)</td>
<td>22 (12-35)</td>
<td>35 (23-49)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>+ + + +</td>
<td>2.90 (2.47-3.38)</td>
<td>30 (19-43)</td>
<td>21 (12-33)</td>
<td>39 (27-52)</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>+ + + +</td>
<td>2.95 (2.52-3.44)</td>
<td>45 (32-59)</td>
<td>41 (29-55)</td>
<td>51 (38-64)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>For P, IG, and T, + implies On and – implies Off. For IS, + implies Tapered and – implies Abrupt.

<sup>b</sup>P: Personalization.

<sup>c</sup>IG: Integration.

<sup>d</sup>T: Dynamic Tailoring.

<sup>e</sup>IS: Intensity.

Significance of pairwise differences at an alpha of .05 can be evaluated using the overlap method applied to the 83.5% CIs shown in Figures 1 and 2. The results confirmed the conclusion that Arm 16 was either the top-ranked arm or did not differ from the top-ranked arm for any of the key engagement metrics and individual interactive features across all 16 experimental conditions. However, this begs the question of whether the intervention as a whole led to a significant improvement in utilization outcomes over no intervention at all. To answer this question, we calculated Arm 1 versus Arm 16 SMDs for all outcomes of interest. We found that the combined effect of our 4 experimental factors on interactive utilization features was highest for Build Support System (SMD 0.56; 95% CI 0.10 to 0.66) and Track Smoking Triggers (SMD 0.33; 95% CI 0.05 to 0.61). No significant effect was found for Beat Smoking Triggers (SMD 0.20; 95% CI –0.07 to 0.47), Set Quit Date (SMD 0.00; 95% CI –0.28 to 0.28), or Visit Community (SMD –0.17; 95% CI –0.44 to 0.10). As for our key engagement metrics, the largest effect was on overall feature utilization outcomes over no intervention at all. To answer this question, we calculated Arm 1 versus Arm 16 SMDs for all outcomes of interest. We found that the combined effect of our 4 experimental factors on interactive utilization features was highest for Build Support System (SMD 0.56; 95% CI 0.27 to 0.81), followed by Choose Quit Smoking Aid (SMD 0.38; 95% CI 0.10 to 0.66) and Track Smoking Triggers (SMD 0.33; 95% CI 0.05 to 0.61). No significant effect was found for Beat Smoking Triggers (SMD 0.20; 95% CI –0.07 to 0.47), Set Quit Date (SMD 0.00; 95% CI –0.28 to 0.28), or Visit Community (SMD –0.17; 95% CI –0.44 to 0.10). As for our key engagement metrics, the largest effect was on overall feature utilization (SMD 0.33; 95% CI 0.06 to 0.59), followed by time on site (SMD 0.29; 95% CI 0.1 to 0.57), page views (SMD 0.16; 95% CI –0.11 to 0.44), and return visits to the website (SMD 0.05; 95% CI –0.22 to 0.33). As no SMD >.30 was observed for main factor effects on any of the outcomes of interest, these results also suggest that, for at least some outcomes, the combined intervention was stronger than individual factors alone.
Figure 1. Arm-specific interactive feature utilization rates.
Discussion

Principal Findings

The aim of this factorial screening experiment was to test the effectiveness of text message design factors in increasing treatment engagement among adult smokers who enrolled in an internet smoking cessation intervention. We examined general metrics of engagement (ie, page views, time on site, and return visits) and specific engagement metrics for core intervention components. As hypothesized, synergistic factor effects in Arm 16, in which all 4 experimental factors were active simultaneously, resulted in the highest rates of interactive feature use. Nearly all participants (95%) set a quit date, 70% tracked their triggers, and approximately half (45%) designated a medication plan. Arm 16 also yielded the greatest proportion of participants at high levels of engagement, with 40% to 50% of the sample engaged at the highest levels of page views, time on site, and return visits.

To our knowledge, this is the first study that has examined the impact of tailoring content based on treatment engagement. Dynamic tailoring, aimed at showcasing intervention features that participants had not yet used and encouraging ongoing utilization of those they had, was the most powerful of the 4 experimental factors tested in increasing engagement. It resulted in more participants engaging with the core components of tobacco dependence treatment, namely identifying and rallying the support of key people in their social network, identifying triggers for smoking, and developing coping strategies for those triggers. These results are consistent with previous research showing the effectiveness of individually tailored content and demonstrate that text messages can be an effective strategy to help shepherd and guide users through an intervention, much like would happen in a face-to-face encounter.

Although dynamic tailoring encouraged participants to explore the most program features, enabling users’ access to these features via text messages had the most dramatic impact on individual feature use. With a relatively simple mechanism to engage users in an interactive fashion via text messaging, integration was effective at increasing the utilization of interactive features above the study-wide mean. It increased the use of tools related to medication selection and planning for social support by 19 and 12 percentage points, respectively. The fact that we did not observe an impact of integration on setting a quit date likely results from a ceiling effect, given that 85% of all participants set a quit date, often immediately after website registration.

The lack of significant main effects for personalization and intensity is worth noting. Messages designed to feel individually tailored by using a person’s name, but where the content is clearly generic, did not appear to enhance program utilization. These findings are consistent with previous research that has shown that the use of a person’s name alongside generic information that is not perceived as personally relevant may even have counterproductive effects [45]. The fact that we only detected the synergistic effects of personalization when implemented alongside dynamic tailoring and integration is consistent with this notion. Intensity in this study was operationalized as the schedule of message delivery, and it was hypothesized that messages sent at less frequent and changing intervals over the 12-week intervention period would be more...
impactful than messages sent at a fixed interval with an abrupt drop-off. This hypothesis was not supported. It is possible that differences between the tapered and abrupt arms yielded variations in the dose of text messages received (eg, number of days enrolled, number of messages received), which we intend to explore in secondary analyses.

Finally, it is also worth noting that none of the experimental factors we tested increased engagement with the online community. For technical reasons, this was the only interactive feature that required the user to first visit the website to subsequently engage with community content via an SMS text message (ie, TIPS keyword). It may be that a text message approach that did not require a website action may have yielded different findings. Alternatively, it may be that interest in and use of social support resources—whether online or offline—may be a more trait-like characteristic that is not subject to external manipulation [46]. Other research has also failed to increase the use of an online social network in an experimental design [47,48].

Limitations

Several limitations should be considered. This study does not allow us to draw conclusions about the impact of an engagement strategy versus none on smoking outcomes [10]. This factorial screening experiment was conducted as the first phase of 2-phase trial. Whereas all 16 arms were compared in terms of their ability to increase engagement with a smoking cessation intervention, the next phase of this study involves a comparative effectiveness trial (currently underway), which will allow us to evaluate the impact of the presence versus absence of a comprehensive engagement strategy (ie, Arm 16) in increasing abstinence rates. In addition, we cannot disentangle the effect of engagement messages alone because they were delivered as part of a broader text message intervention. This was a deliberate design decision because text messages solely focused on promoting engagement without reference to a user’s progress in quitting would likely have been perceived as irrelevant. Finally, we are cognizant of the fact that more does not always equal better when it comes to digital engagement [49,50]. Our classification of high levels of engagement was based on empirical distributions, which may not necessarily correlate with clinically meaningful engagement (ie, capable of promoting abstinence). In previous research, McClure et al [51] found positive effects of prescriptive message tone, dictated content viewing order, and reminder emails in a factorial screening experiment focused on internet engagement, but none of these features enhanced cessation outcomes [52]. Phase 2 of this study will enable us to evaluate the impact of the level of engagement on smoking outcomes, to investigate the role of complex issues such as reverse causality and confounding factors on the causal pathway from engagement to outcomes, and to determine what constitutes clinically meaningful engagement.

Given the proliferation of mobile apps for smoking cessation, one may question our use of text messaging as an engagement strategy over push notifications via a mobile app. Several factors support our decision. Text messaging is a recommended cessation modality [53], whereas the evidence for smartphone apps is lacking [15]. A majority of apps that are downloaded are either never opened or used only once [54]. In addition, text messaging may feel less intrusive to users and be more widely accepted: 57% of app users uninstall/decline to install apps because of privacy concerns [55]. Finally, smartphone penetration lags behind high rates of cellphone ownership [18].

Comparison With Prior Work

Program completion results compare favorably with a large study from SmokefreeTXT [56], a US-based text message program from the National Cancer Institute. Among 25,283 individuals who subscribed to SmokefreeTXT, 38.3% (n=9686) completed the entire 42-day program. In our trial, 53.5% (461/864) of all study participants completed the full 90-day text message program. In both programs, a sizable number of participants disengaged early in treatment. We included all participants randomized to treatment in our analyses, whereas Augustson et al [56] restricted analyses to those that fully initiated treatment (ie, set a quit date and received first full day of treatment). Understanding patterns of early opt out from text message interventions and identifying opportunities for improving program delivery remain important areas of inquiry.

This study addresses several gaps in the literature on digital interventions. Previous studies on improving engagement have largely focused on the use of email and telephone calls [10]. The use of text messaging as an engagement strategy is novel in this regard. In addition, previous studies have suffered from small sample sizes and lack of statistical significance [10] and provided few insights into the characteristics of digital intervention approaches that make them effective for promoting engagement [19]. This study was conducted as a full factorial, which provided a reasonably powered and efficient opportunity to test for the presence of both main factor effects and pairwise interactions. Other smoking cessation trials involving a full factorial design [57] have also found that higher order interactions can account for more variance than the marginal effects. When interactions are significant, factors should not be examined in isolation, but one should consider their joint effects (ie, the sum of their main effects and multiway interactions). Although the MOST framework has been primarily described as an efficient approach for evaluating the main effects of intervention components, it can be easily adapted to accommodate higher order terms as well. Our results and those of Cook et al [57] suggest that synergistic interactions may often be present in smoking cessation trials and should be taken into account at the study design phase.

Conclusions

In conclusion, this factorial screening experiment demonstrates the effectiveness of a theory-driven text message intervention in boosting overall engagement and use of the core features of an internet smoking cessation program among adult smokers. The results suggest that enabling users to engage with the tools and content of an internet intervention via text messages and tailoring the experience based on a user’s pattern of program use can boost the overall levels of engagement. These findings have relevance to improving engagement in internet health behavior change interventions more broadly and for future research into the complex relationship between engagement and outcomes. This study can serve as a model for conducting
rigorous, fully powered research on engagement as a first step in understanding how to optimize behavior change outcomes in digital interventions.
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Abstract

Background: The content of online computer-tailored interventions is often determined to match an individual’s characteristics, beliefs, and behavioral factors. These content-tailored interventions lead to better message processing and a higher likelihood of behavior change such as smoking cessation. However, a meta-analysis of online computer-tailored interventions showed that effect sizes, albeit positive, remain small, suggesting room for improvement. A promising strategy to enhance the effectiveness of online computer-tailored interventions is to tailor the message frame (ie, how a message is communicated) based on the preferred communication style of the user in addition to content-tailoring. One factor that determines an individual’s communication style preference is the need for autonomy; some individuals prefer an autonomy-supportive communication style (offering choice and use of suggestive language), whereas others might prefer a directive communication style, which is replete with imperatives and does not provide choice. Tailoring how messages are presented (eg, based on the need for autonomy) is called message frame-tailoring.

Objective: The aim of the present study was to test the effectiveness of message frame-tailoring based on the need for autonomy, in isolation and in combination with content-tailoring, within the context of an online computer-tailored smoking cessation intervention. The primary outcome measure was the 7-day point-prevalence of smoking abstinence. Secondary outcomes were perceived message relevance, self-determined motivation to quit smoking, and sociocognitive beliefs.

Methods: A randomized controlled trial with a 2 (message frame-tailoring vs no message frame-tailoring) by 2 (content-tailoring vs no content-tailoring) design was conducted among adult smokers intending to quit smoking (N=273).

Results: Structural equation modeling revealed that the content-tailored condition increased smoking abstinence rates 1 month after the start of the intervention ($\beta=0.57$, $P=0.02$). However, neither message frame-tailoring nor its interaction with content-tailoring significantly predicted smoking abstinence. In our model, message frame-tailoring, content-tailoring, as well as their interaction significantly predicted perceived relevance of the smoking cessation messages, which consequently predicted self-determined motivation. In turn, self-determined motivation positively affected attitudes and self-efficacy for smoking cessation, but only self-efficacy consequently predicted smoking abstinence. Participants in the control condition perceived the highest level of message relevance (mean 4.78, SD 1.27), whereas messages that were frame-tailored for individuals with a high need for autonomy in combination with content-tailored messages led to significantly higher levels of perceived message relevance (mean 4.83, SD 1.03, $P=0.003$).

Conclusions: Message frame-tailoring based on the need for autonomy seems to be an effective addition to conventional content-tailoring techniques in online smoking cessation interventions for people with a high need for autonomy; however, this is not effective in its current form for people with a low need for autonomy.

Trial Registration: Dutch Trial Register (NL6512/NRT-6700); https://www.trialregister.nl/trial/6512

(J Med Internet Res 2020;22(4):e17251) doi:10.2196/17251
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**Introduction**

Smoking tobacco is the single most preventable cause of noncommunicable diseases such as cancer [1]. Behavioral support through online computer content-tailored (CCT) smoking cessation interventions can be effective in improving quit rates among smokers, substantially exceeding the success rates of more static interventions such as generic online smoking cessation information [2]. Online CCT smoking cessation interventions aim to provide smokers with individualized cessation information, which is assessment-based (eg, a computerized survey assesses participants’ current behavioral beliefs, characteristics, and other attributes) and automatically created by computer software [3-6]. In content-tailored messages, an individual’s responses are automatically matched with the relevant message content only. Previous studies have shown that content-tailored messages increase the perceived message relevance and enhance desired behavior [4,6-10]. Although online CCT smoking cessation interventions lead to better message processing and a higher likelihood of performance of advocated behaviors [5,8,11], effect sizes tend to remain small [2]. To enhance the effectiveness of online CCT health interventions, it is suggested to also use message frame-tailoring in which the message frame is matched (ie, tailor how a message is presented or formulated) based on a person’s preferred communication style in addition to message content-tailoring [10-12]. However, no smoking cessation interventions that incorporate both content-tailoring and frame-tailoring have been rigorously tested to date.

A promising factor for message frame-tailoring is people’s need for autonomy (NFA), which determines one’s preference for an autonomy-supportive or more directive communication style, as shown in several studies conducted in face-to-face and other offline health settings in the fields of cancer prevention and healthy nutrition [11,13,14]. In self-determination theory [15], it is theorized that the satisfaction of a person’s NFA is essential for the development of self-determined motivation, well-being, and behavioral engagement [16-18]. In turn, motivations to change are more likely to be translated into actions via sociocognitive beliefs (ie, attitudes, subjective norms, and self-efficacy perceptions) when this motivation is self-determined [19]. People with a higher NFA prefer to choose their own way of how to obtain a goal such as to quit smoking, whereas those with a lower NFA instead prefer to be told through clearcut expert advice how best to reach their goal [11,13,14,19,20]. To illustrate this difference, two studies on the effects of printed health communication showed that people’s preference for a certain communication style moderated the intervention impact [11,13]. That is, people who received messages that were frame-tailored according to their communication style preference (eg, with a high NFA) and were presented with messages in an autonomy-supportive message style using suggestive language (eg, words such as “may” or “could”) more often performed the desired behavior than those who received no frame-tailored messages or messages in a controlling message style (eg, messages in directive wording such as “must” or “should”).

However, to the best of our knowledge, there has been no study investigating whether message frame-tailoring based on the NFA enhances the effectiveness of a content-tailored smoking cessation intervention in an online context. Therefore, the aim of the present study was to test the effectiveness of message frame-tailoring based on the NFA, in isolation and in combination with content-tailoring, within the context of an online CCT smoking cessation intervention. The online environment is specifically promising to enhance intervention effectiveness, as it has a great reach and is thus an “easy to access” medium compared to tailored print health information [21].

Specifically, we set out to test the following three main hypotheses: (H1a) frame-tailoring based on people’s NFA will lead to higher smoking abstinence rates than no frame-tailoring, (H1b) content-tailoring will lead to higher abstinence rates than no content-tailoring, and (H1c) the combination of message frame-tailoring and content-tailoring will lead to the overall highest abstinence rates. In addition, we hypothesized that the above-described effects of message frame-tailoring, content-tailoring, and their combination are mediated by perceived relevance of the message (H2a), self-determined motivation (H2b), and sociocognitive beliefs (H2c). Figure 1 depicts the full conceptual model.
Methods

Study Design and Procedure

To test the hypotheses, we relied on data collected within a 6-month randomized controlled trial (RCT) using a 2 (frame-tailoring vs no frame-tailoring) by 2 (content-tailoring vs no content-tailoring) between-subjects design. We here present the data of T0 (baseline measurement), T1 (immediate postintervention follow-up), and T2 (1-month postintervention follow-up) measurements in the context of the Web-based CCT smoking cessation program Personal Advice in Stopping smoking (PAS). PAS was exclusively accessible via the project website [22] and was suitable for computers, laptops, as well as for mobile phones and tablets. Prior to study enrolment, smokers in the Dutch general public were targeted through social media (eg, Facebook, Twitter, LinkedIn), Google advertisements, and Dutch (online) newspapers and radio. Once smokers were willing to participate, they were provided with study information and could give their online informed consent, after which they could create their own username and password. Subsequently (T0), participants were automatically assigned to one of the four conditions through computer randomization and asked to complete the baseline questionnaire (T0), invited to use the intervention, and asked to complete the immediate postintervention evaluation (T1). One month later, they were prompted via email to fill out a brief follow-up questionnaire (T2). Participants received a 10 Euro voucher for their total 45-minute participation when completing the last and third follow-up questionnaire after 6 months.

The study was approved by the Institutional Review Board of the Amsterdam School for Communication Research, University of Amsterdam (2017-PC-7599), and is registered with the Dutch Trial Register (NL6512/NRT-6700).

Participants

At baseline, 534 participants were recruited from mid-December 2018 to March 2019, 273 (51.1%) of whom could be followed-up after 1 month, including 85 (31.1%) in the frame-tailored and content-tailored group, 58 (21.2%) in the frame-tailored and no-content-tailored group, 55 (20.1%) in the control group, and 75 (27.5%) in the no frame-tailored and content-tailored group. The participant flow throughout the study is shown in Figure 2. Inclusion criteria for participants were: 18 years or older, intending to quit smoking within the upcoming 6 months, providing online informed consent, and not having smoked during the last 7 days. An a priori power analysis using G*Power software [23] estimated that a sample size of a minimum of 198 participants should be sufficient to detect small effects and interaction effects (power=.80, odds ratio=1.68, $R^2$ content-tailoring=.03) based on an earlier study [24].
Figure 2. Flow chart of participants. T0, enrollment, allocation, and baseline measurements; T1, measurement of perceived relevance; T2, measurement of motivation, attitude toward smoking cessation, social influence, self-efficacy, smoking abstinence.

Experimental Conditions

Content-Tailoring
In the content-tailored condition, participants received smoking cessation advice adapted according to their answers in the questionnaire, which was grounded in the I-Change Model [25]. Questions concerned participants’ smoking behavior, attitude, self-efficacy, social influence, action and coping planning, as well as their intention to quit smoking or to remain a nonsmoker [26,27].

Frame-Tailoring
Message frame-tailoring was based on an assessment of the participants’ individual NFA. Participants with a high NFA received autonomy-supportive message frames that encouraged people to accept responsibility for their own behavior by taking the message recipient’s perspective into account through reflective feedback, using language that minimized pressure on the reader, and providing choice (eg, by choosing whether or not to receive additional information on smoking cessation or by choosing whether or not to decide on a quit smoking date) [11,13,28,29]. Participants with a low NFA received controlling message frames that consisted of directive and forceful sentences with imperatives and commands. In addition, authoritative statements such as “experts say” were included and positive filling terms (eg, “luckily”, "good") were avoided. In this case, the participants were not provided with choice, but rather received all smoking cessation information and a quit date within the next 2 weeks.

As in the frame-tailoring–only condition, in which we tailored both the content and message frames, the style or tone was adjusted based on the NFA throughout all intervention messages.

Control
In the control condition, participants received generic smoking cessation advice, which was neither tailored to their preassessed answers nor to their NFA. A smoking cessation advice example used for each of the conditions is shown in Multimedia Appendix 1.

Pilot Testing
Previous to this study, we conducted an extensive usability test of PAS among smoking cessation experts (N=5) and smokers from different sociodemographic backgrounds (N=7) (personal communication with van Strien-Knippenberg, Faculty of Social and Behavioral Sciences, University of Amsterdam). The questionnaire and stimulus materials were pilot-tested and used in previous online experiments (details can be obtained from the corresponding author MA on request and in our previous study [24]).

Measures

Overall Measures and Evaluation Timeline
At baseline (T0), we measured demographic variables along with the frame-tailoring and content-tailoring variables (ie, NFA and I-Change Model variables). Immediately postintervention (T1), the manipulation assessment and participants’ perceived relevance were measured. At 1-month follow-up (T2), self-determined motivation, sociocognitive beliefs, and smoking abstinence were assessed. All items were measured on a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree), unless indicated otherwise. Full descriptions of the scales, including item wording, are listed in Multimedia Appendix 2.

Demographics
Age, gender, living arrangement, educational level, presence of respiratory or cardiovascular diseases and (in the case of female gender) pregnancy, and smoking-related behaviors (eg, cigarettes smoked per day) were assessed.

Dependent Variable
We measured the 7-day point prevalence abstinence from smoking (smoking abstinence) by asking participants whether they had smoked in the last 7 days (yes=0, no=1).

Mediators
The perceived relevance of the smoking cessation message was assessed using 3 items described by Zhao and Peterson [9]. This scale was proven to be reliable, in which higher scores signified higher perceived relevance (Cronbach alpha=.87, mean 4.44,
SD 0.08). Self-determined motivation to quit smoking was measured using the 6-item Treatment Self-Regulation Questionnaire (TSRQ) [30], which also showed good reliability (Cronbach alpha=.92, mean 5.34, SD 0.21). Higher scores on the response scale denoted higher levels of self-determined motivation to quit.

Attitudes toward smoking cessation, social influence beliefs, self-efficacy, and intention to quit smoking were assessed based on the I-Change Model [25]. Twelve items were used to measure attitude toward smoking cessation, which were answered on a 5-point Likert scale (1=completely disagree, 5=completely agree). Higher scores indicated higher perceptions of the pros or cons of smoking cessation, respectively. Both subscales were formed with each of the 6 items assessing the perceived pros and cons of smoking cessation, respectively. Both subscales appeared to have good reliability (Cronbach alpha_{pros}=.79, mean 3.55, SD 0.62; Cronbach alpha_{cons}=.76, mean 2.36, SD 0.51).

Social influence was measured using the concepts of social support (3 items) and social norms (3 items). Answers were given within 6 response categories. The subscales for social support and social norms had poor reliability (Cronbach alpha_{social support}=.58; Cronbach alpha_{social norms}=.48) and therefore neither of these scales could be used.

Self-efficacy was measured by 9 items, which were answered on a 5-point Likert scale (1=strongly disagree, 5=strongly agree). The scale was found to be reliable (Cronbach alpha=.91, mean 3.51, SD 0.29) and higher scores indicated higher perceived self-efficacy for smoking cessation.

**Tailoring Variables**

NFA was assessed with the Health Causality Orientations Scale (HCOS) [14,31]. In the HCOS, participants receive 4 scenarios for changing their health behavior with each of 3 different statements of how they would act in the scenario (eg, methods of quitting smoking). The participants then have to indicate how they would quit smoking by choosing one of the 3 statements. Each statement comprises a motivation orientation (ie, self-determined, controlled orientation toward friends and family, controlled orientation toward experts). Responses were given on a 5-point Likert scale (1=very unlikely, 5=very likely). Four items from the HCOS reflect people’s autonomous orientation, which were used to determine the participant’s NFA; higher mean scores indicated a higher NFA. For tailoring, the cutoff point to determine a high or low NFA was 3.8 on the HCOS, which was based on results from an earlier online experiment (more details can be obtained from the corresponding author MA on request).

**Manipulation Check**

To assess the validity of our frame-tailoring approach, we used 4 items that assessed the degree to which participants perceived the tone of the advice as controlling or autonomy-supportive (eg, “The advice was formulated in a pressuring tone”). The validity of our content-tailored manipulation was measured with 3 items asking whether participants felt that the smoking cessation advice was specifically written for them (eg, “In this program, I received advice based on the responses that I gave to the questions”). Responses were given on a 5-point Likert scale (1=strongly disagree, 5=strongly agree).

**Statistical Analysis**

Descriptive analyses with SPSS version 25 (SPSS Inc., Chicago, IL, USA) were conducted to determine sample characteristics and to check for differences in background variables and smoking-related behaviors (eg, number of cigarettes smoked on an average day) between conditions. We used two-sided t tests, Chi square tests, and analysis of variance (ANOVA) as appropriate. In addition, a nonresponse analysis with two-sided t tests and Chi square tests was conducted to determine whether selective dropout had occurred. We compared complete cases with lost-to-follow-up cases at T2 with regard to the same set of variables. Structural equation modeling (SEM) was conducted in R (R Foundation for Statistical Computing, Vienna, Austria) with the lavaan package version 0.6-3 [32]. Manifest variables were used for data analysis owing to the rather small sample size (N=273) for SEM analysis. Covariances were added among the two subscales measuring attitude toward smoking cessation, as these subscales measured different parts of the same concept. Next, we built a path model with smoking abstinence (measured at T2) as the main outcome. Based on our hypotheses, we added direct paths from the exogenous variables (ie, frame-tailoring, content-tailoring, and their combination) to smoking abstinence. We then added directs paths from the exogenous variables to perceived relevance and to self-determined motivation, along with a direct path from perceived relevance to self-determined motivation. Direct paths were added from self-determined motivation to attitudes and self-efficacy perceptions and to smoking abstinence. In addition, direct paths were added from attitudes and self-efficacy perceptions to smoking abstinence. The significance level was set at 5% and only the direct standardized effects are reported.

The data that support the findings of this study are available via Open Science Framework [33].

**Results**

**Randomization and Manipulation Check**

There were no significant differences between participants in the experimental conditions and control condition with regard to their demographics such as age and educational level, chronic diseases, and smoking behaviors. In terms of the manipulation, as expected, the frame-tailored and content-tailored conditions were significantly more often perceived as such by participants compared to the nonframe-tailored and noncontent-tailored conditions, respectively. Thus, the manipulation succeeded. An overview of all items assessing our manipulations, together with their mean values in each of the experimental conditions, is provided in Multimedia Appendix 3.

**Sample Characteristics and Attrition**

Comparisons of the 273 participants who completed the study and the 255 participants who were lost to follow-up after 1 month showed no significant differences in gender, educational level, smoking behaviors, and chronic diseases, but the Chi square test for condition and intervention drop-out was significant (Chi-square=11.15, N=528, P=.11): less participants
in the message frame-tailoring and content-tailoring condition were lost to follow-up (n=50, 9.5%) compared to participants who received message frame-tailoring without content-tailoring (n=65, 12.3%), generic advice (ie, the control condition; n=71, 13.4%), or no message frame-tailoring but content-tailoring only (n= 69, 13.1%). Participants who dropped out (mean 40.11 years, SD 14.28) were also significantly ($F_{1,526}=5.89, P=.02$) younger than those who completed the follow-up measurement (mean 43.05 years, SD 13.52).

Participant age was added as a covariate to our structural model because it was significantly correlated with smoking abstinence and with intervention drop-out. As our model with the covariate was very complex, for clarity purposes, we here only report the results of variables that were of substantial interest based on the theory. Table 1 provides an overview of the sample characteristics of the participants who completed the study and those lost to follow-up. The assumptions of multivariate normality and linearity were met and no multicollinearity existed. We conducted our SEM analysis with the diagonal weighted least squares (DWLS) estimator, which provides robust values from the full weight matrix to compute standard errors. No missing data among endogenous variables were observed.

Table 1. Comparison of participants who completed the study with those who dropped out.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>T0 (N=528)</th>
<th>Completed T2 (N=273)</th>
<th>Dropout at T2 (N=255)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>187 (35.4)</td>
<td>106 (38.8)</td>
<td>81 (31.8)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.63 (13.95)</td>
<td>43.05 (13.526)</td>
<td>40.11 (14.28)$^a$</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>233 (44.1)</td>
<td>133 (48.7)</td>
<td>100 (39.2)</td>
</tr>
<tr>
<td>Middle</td>
<td>228 (43.2)</td>
<td>111 (40.7)</td>
<td>117 (45.9)</td>
</tr>
<tr>
<td>Low</td>
<td>67 (12.7)</td>
<td>29 (10.6)</td>
<td>38 (14.9)</td>
</tr>
<tr>
<td>Other/missing</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Living arrangement, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>110 (20.8)</td>
<td>61 (22.3)</td>
<td>49 (19.2)</td>
</tr>
<tr>
<td>With partner and child(ren)</td>
<td>119 (22.5)</td>
<td>61 (22.3)</td>
<td>58 (22.7)</td>
</tr>
<tr>
<td>With child(ren)</td>
<td>55 (10.4)</td>
<td>25 (9.2)</td>
<td>30 (11.8)</td>
</tr>
<tr>
<td>Alone</td>
<td>208 (39.4)</td>
<td>110 (40.3)</td>
<td>98 (38.4)</td>
</tr>
<tr>
<td>Other/missing</td>
<td>36 (6.8)</td>
<td>16 (5.9)</td>
<td>20 (7.8)</td>
</tr>
<tr>
<td><strong>Number of daily smoked, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarettes</td>
<td>11.13 (8.34)</td>
<td>10.6 (7.92)</td>
<td>11.63 (8.75)</td>
</tr>
<tr>
<td>Shags</td>
<td>3.69 (8.26)</td>
<td>3.8 (8.40)</td>
<td>3.75 (8.12)</td>
</tr>
<tr>
<td>Cigars</td>
<td>0.40 (2.68)</td>
<td>0.24 (1.85)</td>
<td>0.57 (3.34)</td>
</tr>
<tr>
<td>Cigarillos</td>
<td>0.18 (1.38)</td>
<td>0.19 (1.34)</td>
<td>0.18 (1.42)</td>
</tr>
<tr>
<td>Pipes</td>
<td>0.13 (1.17)</td>
<td>0.07 (0.78)</td>
<td>0.18 (1.49)</td>
</tr>
<tr>
<td>Earlier quit attempts, mean (SD)</td>
<td>5.74(0.58)</td>
<td>5.29 (11.41)</td>
<td>6.23 (15.27)</td>
</tr>
<tr>
<td><strong>Existence of (chronic) disease, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart disease</td>
<td>39 (7.4)</td>
<td>21 (7.7)</td>
<td>18 (7.1)</td>
</tr>
<tr>
<td>COPD$^b$</td>
<td>106 (20.1)</td>
<td>58 (21.2)</td>
<td>48 (18.8)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>25 (4.7)</td>
<td>13 (4.8)</td>
<td>12 (4.7)</td>
</tr>
<tr>
<td>Cancer</td>
<td>29 (5.5)</td>
<td>12 (4.4)</td>
<td>17 (6.7)</td>
</tr>
</tbody>
</table>

$^a$Significant mean difference from T2: $F_{1,526}=5.893, P=.02$.

$^b$COPD: chronic obstructive pulmonary disorder.

We identified outliers among endogenous variables (ie, perceived relevance, self-determined motivation, perceived pros of smoking cessation, self-efficacy), which were checked and considered random, and therefore not removed.

**Model Testing**

Our hypothesized path model appeared to have a poor model fit according to conventional goodness-of-fit indices [34]. Based on the modification indices and the residual covariance matrix, we assumed it to be necessary to trim our path model by...
discarding a variable from the model (ie, the cons of smoking cessation), which subsequently led to good model fit. Table 2 provides an overview of model fit indices for the hypothesized and fitted model.

Table 2. Fit indices of the path model with smoking abstinence as outcome.

<table>
<thead>
<tr>
<th>Fit indices</th>
<th>Hypothesized model</th>
<th>$P$ value</th>
<th>Final (trimmed) model</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-square</td>
<td>75.43</td>
<td>&lt;.001</td>
<td>20.24</td>
<td>.09</td>
</tr>
<tr>
<td>Comparative fit</td>
<td>.814</td>
<td>N/A$^a$</td>
<td>.967</td>
<td>N/A</td>
</tr>
<tr>
<td>RMSEA$^b$ (90% CI)</td>
<td>0.10 (0.08, 0.13)</td>
<td>N/A</td>
<td>0.04 (0.00- 0.08)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$Not applicable.

$^b$RMSEA: root mean square error of approximation.

The results from SEM analysis are depicted in the structural model in Figure 3. For clarity, we present the results only for the significant regression coefficients.

![Figure 3](https://www.jmir.org/2020/4/e17251)

**Hypothesis Testing**

**Effects of Message Frame-Tailoring and Content-Tailoring on Smoking Abstinence**

In contrast to our expectations, neither message frame-tailoring based on a smoker’s NFA nor the combination of message frame-tailoring and content-tailoring significantly affected smoking abstinence. However, as expected, we identified a significant positive effect from content-tailoring on smoking abstinence ($beta=.57, P=.02$). In the frame-tailored and content-tailored condition, 23 (30.3%) smokers refrained from smoking, while 12 (15.8%) smokers in the frame-tailored–only, 11 (14.5%) smokers in the control condition, and 30 (39.5%) smokers in the content-tailored–only condition refrained from smoking. Thus, we could only partly confirm the first hypothesis (H1b).

**Mediation of Perceived Relevance, Self-Determined Motivation, and Sociocognitive Beliefs About Smoking Cessation**

As shown in the model (Figure 3), we identified a significant main effect of content-tailoring and message frame-tailoring based on the users’ NFA as well as their combination on smokers’ perceived relevance of the smoking cessation message, the first mediator in our model. ANOVA showed significant differences between the conditions ($F_{3,269}=4.82, P=.003$) and Tukey’s post hoc test was used to identify the conditions with significant differences. The control condition (ie, no content- or message frame-tailoring) was perceived as significantly more relevant than message frame-tailoring or content-tailoring alone (mean difference 0.65, SE 0.20 and mean difference 0.54, SE 0.19, respectively) and was similarly relevant as the condition with both content- and message frame-tailoring. Thus, surprisingly, generic smoking cessation advice led to similarly high levels of perceived message relevance as a message that was tailored both in terms of content and message framing, and led to higher perceived relevance than messages tailored in terms of only one of these aspects.

As these findings were against the expected direction, we decided to inspect the data even more closely by comparing participants with a high and low NFA within the message frame-tailored conditions. This comparison showed that smokers with a high NFA generally perceived their message as more relevant compared to participants who had a low NFA when they received a frame-tailored smoking cessation message, both with and without content-tailoring. Moreover, the combination of message frame-tailoring and content-tailoring led to significantly higher perceived relevance than content-tailored messages only, but only for smokers with a high NFA (mean difference 0.59, SE 0.19, $P=.04$). In addition, those with a high NFA in the frame-tailored and content-tailored condition perceived the messages as significantly more relevant compared to those with a low NFA who received frame-tailored but not content-tailored messages. To illustrate these findings, the means per condition for all continuous variables in the SEM are provided in Table 3.
Table 3. Mean (SD) values per condition for all endogenous variables (N=273).

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Frame-tailoring and content-tailoring</th>
<th>Frame-tailoring and no content-tailoring</th>
<th>No frame-tailoring and content-tailoring</th>
<th>No frame-tailoring and no content-tailoring</th>
<th>Overall mean</th>
<th>F(df; P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All participants</td>
<td>High NFA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Low NFA</td>
<td>High NFA</td>
<td>Low NFA</td>
<td></td>
</tr>
<tr>
<td>Relevance</td>
<td>4.59 (1.05)</td>
<td>4.83 (1.03)</td>
<td>4.26 (1.01)</td>
<td>4.13 (0.96)</td>
<td>4.29 (1.07)</td>
<td>3.97 (0.83)</td>
</tr>
<tr>
<td>Motivation</td>
<td>5.33 (1.32)</td>
<td>5.57 (1.42)</td>
<td>5.00 (1.10)</td>
<td>5.16 (1.11)</td>
<td>5.36 (1.00)</td>
<td>4.98 (1.19)</td>
</tr>
<tr>
<td>SE&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3.52 (0.84)</td>
<td>3.70 (0.82)</td>
<td>3.27 (0.82)</td>
<td>3.47 (0.69)</td>
<td>3.50 (0.56)</td>
<td>3.44 (0.81)</td>
</tr>
<tr>
<td>Apro&lt;sup&gt;g&lt;/sup&gt;</td>
<td>3.64 (76)</td>
<td>3.87 (0.74)</td>
<td>3.33 (0.69)</td>
<td>3.43 (0.96)</td>
<td>3.55 (0.84)</td>
<td>3.32 (1.06)</td>
</tr>
<tr>
<td>Acon&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.36 (0.83)</td>
<td>2.21 (0.84)</td>
<td>2.56 (0.80)</td>
<td>2.22 (0.77)</td>
<td>2.13 (0.79)</td>
<td>2.31 (0.76)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Analysis of variance based on the six groups of subtailoring.
<sup>b</sup>NFA: need for autonomy.
<sup>c</sup>High NFA vs Low NFA frame-tailoring and content-tailoring.
<sup>d</sup>High NFA frame-tailoring and content-tailoring vs no frame-tailoring and content-tailoring.
<sup>e</sup>Low NFA and content-tailoring vs no frame-tailoring and no-content tailoring.
<sup>f</sup>SE: self-efficacy.
<sup>g</sup>Apro: attitudes about pros of smoking cessation.
<sup>h</sup>Acon: attitudes about cons of smoking cessation.

In summary, the effect of message frame-tailoring, content-tailoring, as well as their combined effect on smoking abstinence was mediated by perceived relevance, self-determined motivation to quit, and self-efficacy on smoking abstinence. As such, we could confirm the second hypothesis. An overview of the hypothesized direct and indirect effects from our final model is provided in Table 4, and the correlation matrix of standardized effects is provided in Multimedia Appendix 4.
## Discussion

### Effect of Tailoring on Smoking Abstinence and Perceived Relevance

The aim of this study was to test the effectiveness of message frame-tailoring based on smokers’ NFA in isolation and in combination with content-tailoring in the context of an online CCT smoking cessation intervention. Our results confirm findings from earlier research on content-tailoring [2,24], as we could identify a positive effect of content-tailoring on 7-day point prevalence abstinence rates 1 month after the start of the intervention. However, in contrast to our expectations, message that were frame-tailored based on the NFA did not lead to higher smoking abstinence rates in isolation and in combination with content-tailoring as compared to the no frame-tailoring condition.

### Mediating Roles of Perceived Relevance, Self-Determined Motivation, and Sociocognitive Beliefs

Overall, our findings were in line with our hypothesis that perceived relevance, self-determined motivation to quit, and sociocognitive beliefs mediate the effects of content-tailoring, message frame-tailoring, and their combination on smoking abstinence. That is, we demonstrated a positive effect of perceived message relevance on the self-determined motivation to quit smoking. Therefore, we could confirm earlier findings concerning elaboration likelihood model research [35] demonstrating that people who perceive their messages as relevant are also more motivated to devote more cognitive effort on processing the messages. Moreover, self-determined motivation positively predicted positive attitudes and self-efficacy beliefs of smoking cessation. Finally, we found a positive effect of self-efficacy on smoking abstinence, which was also observed in a meta-analysis on the integration of self-determination theory and the theory of planned behavior [19].

However, in contrast to our expectations, attitudes toward smoking cessation did not significantly predict smoking abstinence, which is not supported by earlier research [19]. According to the theory of planned behavior [36], positive attitudes lead to an enhanced intention for behavior change, which in turn predicts behavior change. However, previous smoking cessation research showed that self-efficacy perceptions were the main predictors of smoking cessation among smokers intending to quit [37]. A potential explanation for the lack of a significant effect of attitude on smoking abstinence could be that we only used one subscale of attitudes (ie, the pros of smoking cessation). The subscale related to the cons of smoking cessation had to be discarded during SEM analysis owing to the noise it caused in the data, which prevented reaching model fit. This may have led to the attitude variable, as included in our model, not being fully representative of the theoretical construct in its entirety. In addition, we did not assess intention to quit smoking in our study, and therefore cannot state whether

### Table 4. Standardized indirect and direct effects of the trimmed model

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Perceived relevance</th>
<th>Self-determined motivation</th>
<th>Attitudes</th>
<th>Self-efficacy</th>
<th>Smoking abstinence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Content-tailoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirect effect</td>
<td><em>b</em></td>
<td>–0.062</td>
<td>0.089</td>
<td>–0.001</td>
<td>0.230</td>
</tr>
<tr>
<td>Direct effect</td>
<td>–0.474</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.271</td>
</tr>
<tr>
<td><strong>Frame-tailoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirect effect</td>
<td>–</td>
<td>–0.088</td>
<td>0.064</td>
<td>–0.026</td>
<td>–0.043</td>
</tr>
<tr>
<td>Direct effect</td>
<td>–0.297</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.023</td>
</tr>
<tr>
<td><strong>Perceived relevance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirect effect</td>
<td>–</td>
<td>–</td>
<td>0.151</td>
<td>0.062</td>
<td>0.021</td>
</tr>
<tr>
<td>Direct effect</td>
<td>–</td>
<td>0.295</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td><strong>Self-determined motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirect effect</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.052</td>
</tr>
<tr>
<td>Direct effect</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td><strong>Attitudes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirect effect</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Direct effect</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirect effect</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Direct effect</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

aThe model controlled for age, and only the paths to self-determined motivation, social norms, and smoking abstinence were significant.
bNot applicable.
attitudes might have indirectly—instead of directly—predicted smoking abstinence, which could have been assumed based on theory and evidence [37,38].

Moreover, we had to discard the social influence scale [39,40] as it had poor reliability (see Multimedia Appendix 2). Thus, we could not test for a possible mediation effect of social influence, which might be an important factor in explaining variance in smoking abstinence rates [41]. Based on comments made by smokers and experts in the pilot testing phase of our intervention, we recommend that efforts be made in future research to improve the comprehensibility, and subsequently the reliability, of the social influence scale by adapting the response categories of the subscales (eg, specification of terms such as “majority of your children” that seemed to be difficult to answer when having two children) and to include the resulting reliable scale in further analyses similar to those presented here.

Exploring Message Frame-Tailoring on the Need for Autonomy

We found that content-tailoring, message frame-tailoring, and their combination had a significant effect on participants’ perceived message relevance. However, these effects were against expectation as both message frame-tailoring and content-tailoring led to significantly lower perceived message relevance compared to the control condition (ie, generic smoking cessation messages). This finding also conflicts with earlier tailoring-based research [4,8,11], which demonstrated that content-tailored messages led to better message processing, better message recall, and more positive behavioral outcomes via more perceived message relevance. To gain better understanding of this finding, we checked the time the participants took to finish the intervention. Although the control condition messages were similar in length and contained generic smoking cessation information, we wanted to explore whether smokers in the control condition had processed the messages longer and perhaps more thoroughly, resulting in their perceptions of relevance being higher than in the other conditions. However, as participants between conditions did not differ significantly in the time they used to finish the intervention (data not shown), this possibility is unlikely.

An alternative potential explanation comes from exploratory data analyses conducted with the participants’ showing a high and low NFA separated within the message frame-tailored conditions. These analyses showed that participants with a high NFA who received message frame-tailoring (ie, messages in an autonomy-supportive frame) as an addition to content-tailoring did perceive their messages as significantly more relevant compared to participants with a low NFA who received message frame-tailoring and to participants that received messages that were content-tailored only. This finding supports the results of Resnicow et al [11] who showed that participants with a preference for an autonomous form of communication perceived autonomy-supportive messages as more relevant compared to those with a preference for controlling forms of communication. In addition, although not significant, when comparing the means among all other mediators, participants with a high NFA generally had a higher level of self-determined motivation, more positive attitudes about smoking cessation, and higher self-efficacy perceptions compared to those with a lower NFA, regardless of whether or not they had received content-tailored messages.

This pattern raises the question as to whether smokers with a lower NFA might prefer different message frames than those provided in our study (ie, message frames using controlling language and without the provision of choice). It could be that the controlling language that was used might have been too controlling, resulting in message resistance and an insufficient ability to motivate participants with a low NFA to refrain from smoking [42]. Negative message evaluations such as resistance have been shown to lead to less deep message processing [8], resulting in lower message effectiveness. Thus, participants with a low NFA might need differently tailored message frames (eg, clearcut expert advice about smoking cessation using less controlling language such as without imperatives or terms like “must” and “should”). Furthermore, future research would benefit from validating the HCOS scale, which was used to assess the NFA in this study, and further investigate whether the dichotomization of people into high and low NFA based on the 4 items that assess autonomous orientation proofs is a valid categorization approach. Perhaps there is another group (eg, with a moderate NFA) of people or it is better to take into account the HCOS items that assess people’s controlled or impersonal orientations [14]. Such research efforts would help to optimize message frame-tailoring based on the NFA and enable further research into its effectiveness.

Another possibility is that participants with a lower NFA might be less susceptible to autonomy-supportive messages framed in a controlling message style than those with a high NFA owing to, for instance, different message processing needs that potentially correlate with the NFA such as the need for cognition. For example, message frames for low NFA participants might not have sufficiently met their relatively lower autonomy needs or their preferences for (low levels of) information processing. In a similar vein, it could be expected that those with a higher NFA might have better health outcomes than their low NFA counterparts, as individuals with a high NFA might also report higher needs for cognition and thus be more motivated to process health messages and eventually change their health behavior than low NFA individuals [8]. In support of this reasoning, in an exploratory data analysis (data not shown), we found that participants with a high NFA also had higher, but nonsignificant, rates of smoking abstinence than those with a low NFA. Accordingly, it seems to be necessary to study whether the NFA indeed correlates with the need for cognition and how their potential interaction might influence message effectiveness. Moreover, we recommend future research to (qualitatively) investigate how messages should be formulated among those with a lower NFA (and potentially a low need for cognition) to meet their communication preferences and message processing needs so that these messages can lead to optimal health outcomes.

Study Strengths and Limitations

Findings from this study contribute to a growing understanding of the effects of message frame-tailoring: however, approximately 50% of the participants could not be followed...
up 1 month after the baseline measurement. Although this is common for RCTs, and in particular for internet-based longitudinal studies [43,44], the high rates of attrition (while also differing between conditions) may have reduced the internal validity of the results presented, consequently introducing potential bias to the estimates of effectiveness. This could result in an overestimation of the effectiveness for several reasons. First, participants who were lost to follow-up were significantly younger than those that completed the intervention. However, this age difference was only 3 years (ie, drop-out age 40 years vs completer age 43 years) and also within a rather homogenous age group. Therefore, realistically, we do not assume major differences among completers and those lost to follow-up. Second, a significantly lower rate of study dropout was observed in the message frame-tailoring and content-tailoring condition, which was expected to impact smoking cessation and underlying mechanisms (eg, attitude change and self-efficacy perceptions) most positively (as compared to other conditions) (see Sample Characteristics and Attrition in the Results section). However, overall, the message frame-tailoring and content-tailoring condition had no significant effect on smoking cessation and underlying mechanisms. Thus, we assume the risk of bias due to study attrition to be small.

To prevent high attrition rates in the first place, we used strategies such as sending several email reminders to participants, and only including participants who were sufficiently motivated to participate, as well as offering shopping vouchers after completion of the intervention and follow-up questionnaires. Moreover, we used a forced data entry option, so that we only had missing values on outcome variables when the entire case was missing and there were no missing values, such as for any of the mediating variables while data on smoking abstinence was present or vice versa. Although we acknowledge that the complete case analysis we conducted might have led to a bias in the results presented, imputing the missing values for the nearly 50% of cases that dropped out of the study would have introduced a high degree of uncertainty that would further reduce the reliability of the presented results. However, a major strength of this study was that we were able to recruit a large sample of eligible smokers, resulting in a sample size that was still sufficient for analysis according to our a priori power analysis.

**Conclusion**

This study extends the tailoring literature by providing first evidence for the effects of message frame-tailoring based on the NFA in isolation and in combination with content-tailoring. Based on our findings, we can conclude that message frame-tailoring based on the NFA seems to be an effective addition to conventional content-tailoring techniques in online health interventions for people with a high NFA, but is not effective in its current form for people with a low NFA. To enhance the effectiveness of message frame-tailoring, future research efforts might therefore want to focus on (qualitatively) investigating which type of message frame might be most beneficial for smokers with a low NFA.
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Fibromyalgia Impact Reduction Using Online Personal Health Informatics: Longitudinal Observational Study

Abstract

Background: Personal health informatics have the potential to help patients discover personalized health management strategies that influence outcomes. Fibromyalgia (FM) is a complex chronic illness requiring individualized strategies that may be informed by analysis of personal health informatics data. An online health diary program with dynamic feedback was developed to assist patients with FM in identifying symptom management strategies that predict their personal outcomes, and found reduced symptom levels associated with program use.

Objective: The aim of this study was to determine longitudinal associations between program use and functional impact of FM as measured by scores on a standardized assessment instrument, the Fibromyalgia Impact Questionnaire (FIQ).

Methods: Participants were self-identified as diagnosed with FM and recruited via online FM advocacy websites. Participants used an online health diary program (“SMARTLog”) to report symptom ratings, behaviors, and management strategies used. Based on single-subject analysis of the accumulated data over time, individualized recommendations (“SMARTProfile”) were then provided by the automated feedback program. Indices of program use comprised of cumulative numbers of SMARTLogs completed and SMARTProfiles received. Participants included in this analysis met a priori criteria of sufficient program use to generate SMARTProfiles (ie, ≥ 22 SMARTLogs completed). Users completed the FIQ at baseline and again each subsequent month of program use as follow-up data for analysis. Kendall tau-b, a nonparametric statistic that measures both the strength and direction of an ordinal association between two repeated measured variables, was computed between all included FIQ scores and both indices of program use for each subject at the time of each completed FIQ.

Results: A total of 76 users met the a priori use criteria. The mean baseline FIQ score was 61.6 (SD 14.7). There were 342 FIQ scores generated for longitudinal analysis via Kendall tau-b. Statistically significant inverse associations were found over time between FIQ scores and (1) the cumulative number of SMARTLogs completed (tau-b=–0.135, P<.001); and (2) the cumulative number of SMARTProfiles received (tau-b=–0.133, P<.001). Users who completed 61 or more SMARTLogs had mean follow-up scores of 49.9 (n=25, 33% of the sample), an 18.9% drop in FM impact. Users who generated 11 or more new SMARTProfiles had mean follow-up scores of 51.8 (n=23, 30% of the sample), a 15.9% drop.

Conclusions: Significant inverse associations were found between FIQ scores and both indices of program use, with FIQ scores declining as use increased. Based on established criteria for rating FM severity, the top one-third of users in terms of use had clinically significant reductions from “severe” to “moderate” FM impact. These findings underscore the value of self-management interventions with low burden, high usability, and high perceived relevance to the user.

Trial Registration: ClinicalTrials.gov NCT02515552; https://clinicaltrials.gov/ct2/show/NCT02515552

(J Med Internet Res 2020;22(4):e15819) doi:10.2196/15819
Introduction

Health informatics is a promising field that includes the use of internet technology to create new models of patient care and disease management by analyses of large bodies of health-related data. Health informatics are traditionally associated with large population databases (eg, the insurance industry or “big data”); however, patient-level interventions that employ health informatics also have the potential to empower individuals to take greater control over their symptoms and outcomes [1]. Combining personal health informatics with emerging techniques of predictive analytics represents an intriguing and potentially powerful approach to personalized medicine for some of the most confounding health conditions.

Such innovative strategies may be particularly helpful in complex, multisystemic chronic illnesses that have inconsistent or unreliable treatment responses across patients, such as in conditions where no effective treatments are available or where complementary therapies, drugs, dosages, or self-care strategies have widely varying effects across different individuals with the same diagnosis. Fibromyalgia (FM) is one such condition in which optimal symptom management calls for highly individualized integration of pharmacological and nonpharmacological approaches [2].

We have developed an electronic health (eHealth) intervention consisting of a daily health diary designed to enhance an individual’s awareness of health-related actions and their impacts in daily living. In addition to the heightened self-awareness that may be anticipated from regular use of any such diary, the program incorporates a predictive analytics algorithm that processes the user’s accumulated data to produce personalized intervention guidance driven by those data. We previously reported data on effects of the program (now revised and called AwareHealth) on symptom ratings in users with FM. Use was found associated with significant reductions in pain, stiffness, fatigue, concentration problems, memory problems, feeling anxious, feeling depressed, gastrointestinal problems, and sleep difficulties [3].

This paper reports the effects of program use on the functional impact of FM as defined by the Fibromyalgia Impact Questionnaire (FIQ), a standardized instrument used widely in FM clinical outcome research [4]. The FIQ was developed to measure the status, progress, and outcomes of patients with FM by measuring the components of health status believed to be most affected by FM using a 1-week recall period. The FIQ contains 11 questions related to physical functioning, each rated on a 4-point Likert type scale; two items asking the patient to mark the number of days they felt well and the number of days they were unable to work (including housework) because of FM symptoms; and seven horizontal linear scales, marked in 10 increments, on which the patient rates work difficulty, pain, fatigue, morning tiredness, stiffness, anxiety, and depression. Scoring provides a global measure of FM impact from 0 (lowest impact) to 100 (highest impact).

Methods

Subjects and Recruitment

In an online study sponsored by the US National Institute of Arthritis, Musculoskeletal and Skin Diseases [5], participants were recruited via public announcements on several FM advocacy websites. Enrollment and consent were processed online with electronic attestation of being 18 years or older and having been diagnosed with FM by a health professional. No financial or other incentive was offered. Human participant oversight was provided by the New England Institutional Review Board.

Intervention

The intervention program consisted of a brief health diary (“SMARTLog”) completed by the user in about 5 minutes, three or more times per week over several weeks [6]. For a 24-hour recall period, users entered symptom ratings. They then used drop-down menus and radio buttons to report on four domains of behavioral and lifestyle variables informed by research, theory, and clinical observation as potentially influencing symptoms in FM, and a fifth domain for tracking user-defined inputs such as pharmacological or nonpharmacological therapies, or other variables of interest to the individual such as foods or activities. Textbox 1 shows the SMARTLog contents of the original version, which was used for the data reported in this paper. The revised version, which is in current use, provides an expanded array of 75 user-selectable symptoms and wellness outcomes, and adds a new domain, “Technology use”, to report duration of screen time (eg, TV, movie, computer, mobile device) and wireless device exposure (see Multimedia Appendix 1).
Textbox 1. SMARTLog Contents (Original Version).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain, stiffness, fatigue, concentration problems, memory problems, feeling anxious, feeling depressed, gastrointestinal problems, and sleep difficulties, all rated on a 0-10 scale for “how bothersome” for the 24-hour recall period</td>
<td></td>
</tr>
<tr>
<td>Sleep and rest</td>
<td></td>
</tr>
<tr>
<td>Time to bed the previous night, wake-up time, and times and durations of daytime naps</td>
<td></td>
</tr>
<tr>
<td>Meals and snacks</td>
<td></td>
</tr>
<tr>
<td>Time and size of meals and snacks</td>
<td></td>
</tr>
<tr>
<td>Self-care practices</td>
<td></td>
</tr>
<tr>
<td>Time and duration of bathing; mind, body, or spirit practices; and exercise including the type, duration, and exertion level</td>
<td></td>
</tr>
<tr>
<td>Daily activities</td>
<td></td>
</tr>
<tr>
<td>Duration, exertion level, satisfaction level, and stressfulness of the following types of activities: vocational, domestic activity, social activity, recreation, travel or commuting time, and the day’s overall activity level</td>
<td></td>
</tr>
<tr>
<td>Personal inputs (optional)</td>
<td></td>
</tr>
<tr>
<td>Users may self-define up to ten additional inputs to track (eg, specific medications, complementary therapies, dosages, foods, nutritional supplements, or activities not listed earlier), with user-selected metrics for each, such as quantities or durations.</td>
<td></td>
</tr>
</tbody>
</table>

The data from SMARTLog accumulates in the user’s personal database and are processed daily in the background by a proprietary automated algorithm using single-subject (N-of-1) analytic methods to find statistically significant (alpha=.05 level) associations between symptom levels and specific health-related actions. This algorithm applies optimal discriminant analysis, a nonparametric method for maximizing classification accuracy in models with two classes and an ordered attribute (independent variable) [7]. The likelihood of finding significant associations increases as the volume of data accumulates. Users are encouraged to experiment by employing various strategies (eg, different bedtimes, dosages of a drug, complementary therapies, durations of exercise), as variability of data helps the program discover models that predict symptom reduction. When associations are found, the algorithm uses a natural language generator to report them to the user as “SMARTProfile” statements (eg, “My pain will improve if my bed time is no later than 9:40 pm”, “My fatigue will improve if my dosage of Lyrica is no more than 50 mg”, or “My sleep will improve if my yoga is at least 20 minutes”). See Multimedia Appendix 1.

Data Collection

All participation and data collection was online via the project website. Participants completed an FIQ at baseline, and then every subsequent 30 days of program use as “follow-up”s during an 11-month open-use period. Users were free to use the SMARTLog program as often and for as many or as few months as they wished during the study period. In addition to the monthly FIQ, cumulative counts of the number of SMARTLogs and SMARTProfiles accruing for each subject were used for analysis.

Data Analysis

To determine longitudinal associations between FIQ follow-up scores and program use we used Kendall tau-b, a nonparametric statistic that measures both the strength and direction of an ordinal association between two repeated measured variables [8]. We computed this between all FIQ scores and the indices of program use for each subject in the sample (ie, the cumulative numbers of SMARTLogs and SMARTProfiles produced for each subject at the time of each completed FIQ).

Since the use data were skewed, with relatively few users showing high rates of use compared to others, Kendall tau-b was more appropriate for these data than the more commonly used Pearson correlation r, as the latter inflates Type I error rates and reduces power when the data are not normally distributed [9]. Kendall tau-b was also preferred to the Spearman rank correlation coefficient rS, as tau-b exhibits improved performance in the presence of contaminated normal distributions with outliers [10] and has better statistical properties; as explained by Howell, “Kendall’s τ has generally been given preference of Spearman’s rS because it is a better estimate of the corresponding population parameter, and its standard error is known,” [11]. It was also felt that this statistic better characterized the individualized analysis in this case.

All associations were 2-tailed and evaluated at the alpha=.05 level of statistical significance. Prior studies found no demographic predictors of study participation vs nonparticipation. Software used was JMP statistical software (version 14.0).

Results

Sample

As is common in remote online studies, applicants varied widely in their levels of commitment to participate, with many applying out of curiosity. This analysis focuses on users who had sufficient levels of program use over the 11-month open-access study period to activate the analytic functionality provided by the SMARTProfile feature of the program. In pilot testing we determined that at least 22 completed SMARTLogs were needed to generate at least 1 SMARTProfile statement [12]. Thus, we set 22 or more SMARTLogs as the a priori criterion for selecting the sample for this analysis.
Of 497 study applicants completing at least 1 SMARTLog, a sample of 76 participants met the use criteria for this analysis Figure 1. Of these, we classified those who completed 22 to 47 SMARTLogs (n=46) as moderate users, and ≥48 SMARTLogs (n=30) as heavy users. We found no demographic predictors of use. Moderate users completed a mean of 32.9 (SD 6.6) SMARTLogs, and heavy users completed a mean of 95.3 (SD 52.5) SMARTLogs. The mean number of follow-up FIQs provided by moderate users (n=46) was 2.54 (SD 1.46), and for heavy users (n=30), 4.97 (SD 2.20).

Of the 76 participants, 99% (75) were female and 96% (73) were white, with a mean age of 47 (SD 12) years. About 70% (53) were college graduates, 32% (24) described themselves as disabled, 43% (33) were working part or full time, 5% (4) were seeking employment, and 20% (15) were retired. Mean reported duration of being diagnosed with FM was 13.6 (SD 10.8) years. The most commonly reported concurrent medical conditions were osteoarthritis (26, 34%), hypertension (22, 29%), chronic fatigue syndrome (21, 28%), and gastroesophageal problems (17, 22%). The number of monthly follow-up FIQs available for analysis per subject ranged from 1-9.

**Figure 1.** CONSORT (Consolidated Standards of Reporting Trials) flow diagram. FIQ: Fibromyalgia Impact Questionnaire.

### Change in FIQ scores

The sample had a mean baseline FIQ score of 61.6 (SD 14.7, n=76) and provided a total of 342 FIQ scores for longitudinal analysis via Kendall tau-b. As seen in Table 1, statistically significant inverse correlations were found over time between FIQ scores and both indices of program use (ie, as SMARTLogs or SMARTProfiles accumulated, FM impact was reduced).

Users who completed 61 or more SMARTLogs had mean follow-up scores of 49.9 (25/76, 33% of the sample), an 18.9% drop in FM impact. Users who generated 11 or more new SMARTProfiles had mean follow-up scores of 51.8 (23/76, 30% of the sample), a 15.9% drop.

**Table 1.** Longitudinal associations of program use with FIQ scores (n=76).

<table>
<thead>
<tr>
<th>Index of use</th>
<th>Tau-b</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative number of SMARTLogs completed</td>
<td>−0.135</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cumulative number of SMARTProfiles received</td>
<td>−0.133</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Results

Statistically significant longitudinal associations were found between both indices of use and FIQ scores; specifically, as cumulative numbers of each index for a user increased, FIQ scores declined, indicating reduced functional impact of FM. In terms of duration of program use, we noted that these indices function as proxies of time, as users could accumulate a given number of SMARTLogs or SMARTProfiles over variable lengths of time. For example, the fastest a user could accumulate 50 SMARTLogs is 50 days, but the accumulated SMARTLogs could also be spread over 6 months or longer; the statistical model does not treat time duration per se as a variable.

### Clinical Relevance

As a frame of reference for clinical relevance of these associations, we refer to a pooled analysis by Bennett et al [13] of 2228 patients with FM participating in three clinical trials. In that analysis, participants had a mean baseline FIQ score of 62; across the three studies, the estimated minimal clinically important difference using a 95% confidence interval was found to cause a 14% drop in FIQ scores, which the investigators defined as a “clinically relevant outcome”. In their severity analysis, an FIQ total score ≤38 was found to represent “mild” FM impact, 39-58 a “moderate” FM impact, and 59-100 a “severe” FM impact.

Thus, applying the Bennett et al [13] criteria to the present sample, roughly the top one-third of users in terms of frequency of use experienced mean reductions in FM impact levels,
moving their scores from the “severe” category to the “moderate” category.

Limitations
In any self-directed behavioral health intervention, compliance and use are important contributors to positive outcomes. For such interventions to be successful, they must have high usability and high relevance to the user [14]. In this study, the ratio of users who met the a priori use criteria vs total number of project enrollees (76/497, 15.3%) indicates that a relatively high level of use may be required to achieve the greatest clinical benefit from the program.

We do not know what individual participant variables predicted use levels that were sufficient to satisfy our a priori criteria and be included in this analysis. It is possible that limitations imposed by the illness itself are an obstacle to use for many users. Further exploration is needed to determine how a higher level of compliance and use could be encouraged in this patient population.

Conclusions
The functional impacts of FM in daily living are a significant source of distress. Interventions that aid discovery of personalized strategies to reduce these impacts can make an important contribution to quality of life and well-being in this population, as well as for others with complex chronic illnesses. The findings reported here suggest that clinically significant functional improvement—along with reduced symptoms as previously reported—is possible through an eHealth intervention using personal health informatics. Future research will seek to identify additional predictors of outcomes of the AwareHealth program and explore its use with other chronic conditions.
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Multimedia Appendix 1
Using AwareHealth: Quick Tour (video). This video with narration shows the main screens of the AwareHealth program and navigates through the various program functions.
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Abstract

Background: Internet-based interventions are a promising strategy for promoting healthy lifestyle behaviors. These have a tremendous potential for delivering electronic health interventions in scalable and cost-effective ways. There is strong evidence that the use of these programs can lead to weight loss and can lower patients’ average blood pressure (BP) levels. So far, few studies have investigated the effects of internet-based programs on patients who are obese with hypertension (HTN).

Objective: The aim of this study is to investigate the short- and long-term efficacy, in terms of body composition and BP parameters, of a self-administered internet-based intervention involving different modules and learning techniques aimed at promoting lifestyle changes (both physical activity and healthy eating) in patients who are obese with HTN.

Methods: A randomized wait-list controlled trial design was used. We recruited 105 adults with HTN who were overweight or obese and randomly assigned them to either a 3-month internet-based intervention group (n=55) or the wait-list control group (n=50). We assessed BMI (primary outcome), body fat mass (BFM), systolic (S)BP and diastolic (D)BP, blood glucose and insulin levels, physical activity levels, and functional capacity for aerobic exercise at Time 0 (preintervention) and Time 1 (postintervention). All the patients in the wait-list control group subsequently received the intervention, and a secondary within-group analysis, which also included these participants, was conducted at Time 2 (12-month follow-up).

Results: A 2-way mixed analysis of covariance showed a significant decrease in BMI, BFM, and blood glucose at 3 months in the internet-based intervention group; the effect size for the BMI and BFM parameters was moderate to large, and there was also a borderline significant trend for DBP and insulin. These results were either maintained or improved upon at Time 2 and showed significant changes for BMI (mean difference −0.4, 95% CI −0.1 to −0.6; P=.005), BFM (mean difference −2.4, 95% CI −1.1 to −3.6; P<.001), DBP (mean difference −1.8, 95% CI −0.2 to −3.3; P=.03), and blood glucose (mean difference −2, 95% CI 0 to −4; P=.04).

Conclusions: Implementation of our self-administered internet-based intervention, which involved different learning techniques aimed to promote lifestyle changes, resulted in positive short- and long-term health benefits in patients who are obese with HTN.
This study aimed to examine the short- and long-term efficacy in terms of body composition and BP parameters of a self-administered IBI involving different modules and learning techniques, aimed at promoting lifestyle changes (both physical activity and healthy eating) in patients who are obese with HTN.

Compared with the wait-list control (WLC) group receiving standard medical care, we hypothesized that the IBI group will have significantly better improvements for body composition, BP, blood glucose and insulin levels, physical activity levels, and functional capacity for aerobic exercise from baseline to postintervention.

**Methods**

**Study Design**

This prospective, single-center, wait-list controlled trial (trial registration: ClinicalTrials.gov NCT03396302) with balanced randomization (1:1) was approved by the Hospital of Sagunto Human Ethics Committee and followed the ethical guidelines set out in the Declaration of Helsinki.

**Eligibility Criteria**

Eligible participants were all adults between 18 and 65 years of age with HTN and who were overweight (BMI>24.9 kg/m²) or had type 1 obesity (BMI>29.9 kg/m² and <30 kg/m²) or had type 1 obesity (BMI>29.9 kg/m² and <35 kg/m²). HTN was defined as systolic (S)BP ≥140 mmHg or diastolic (D)BP ≥90 mmHg, or current use of antihypertensive medication. All patients in our study were on antihypertensive treatment. The exclusion criteria included a diagnosis of diabetes, previous ischemic heart disease, cerebrovascular disease, or a severe psychiatric disorder; taking more than three antihypertensive drugs; physical impairments precluding participation in physical activity; receiving any treatment for weight loss elsewhere; or having no internet access.

**Procedure**

This study took place at the HTN and Vascular-Risk Unit at the hospital of Sagunto (Spain), from January 2018 to March 2019. The study included 105 participants. Before the start of the trial, Researcher 1, who was not involved in the recruitment or inclusion of the participants, generated a random sequence (based on simple randomization) using a computerized random number generator; this was concealed from all other study researchers. The study included 105 participants. Before the start of the trial, Researcher 1, who was not involved in the recruitment or inclusion of the participants, generated a random sequence (based on simple randomization) using a computerized random number generator; this was concealed from all other study researchers.
the WLC group (n=50). As shown in the participant flowchart in Figure 1, all the outcome measures were assessed at baseline (Time 0), 3 months postbaseline (Time 1), and at a 12-month follow-up (Time 2) for the IBI group. The WLC group took part in an initial baseline assessment (Time 0) followed by a second assessment 3 months postbaseline (Time 1).

**Figure 1.** Progression of the participants through the trial.

After the Time 1 assessment, WLC participants received the intervention, which was offered to comply with the instructions of the hospital’s human ethics committee, and the patients were subsequently assessed at a 12-month follow-up (Time 2) (Figure 2). Thus, all the participants underwent a preintervention, postintervention (3 months), and a 12-month follow-up assessment, and the WLC participants were assessed twice before the intervention. All the outcome measurements were recorded in both groups by two trained researchers who were blinded to the group allocation.

**Figure 2.** Measurements at trial profile. IBI: internet-based intervention group; WLC: wait-list control group.

**Intervention**

The intervention program we used is called “Vivir mejor” (translated from Spanish as “Live better”) [27,30]. For this intervention, in addition to usual medical care, participants received a 3-month multimedia, interactive, and self-administered online intervention program comprised of nine modules (Multimedia Appendix 1). These modules specifically focus on obesity and HTN, and are presented via a webpage that aims to progressively establish healthy eating habits and increase the patient’s physical activity levels, as recommended by the World Health Organization’s guidelines [31,32]. The first 5 modules were activated at a rate of one per week, and modules 6 to 9 were activated every 2 weeks; thus, the intervention lasted for 3 months. The program was delivered in the participants’ native language (Spanish) and included psychoeducation about what a healthy lifestyle involves and taught techniques for how this can be achieved on a day-to-day basis. Some of the techniques used were self-monitoring, self-instruction, behavioral recording, stimulus control, self-reinforcement, problem-solving techniques, and homework. In addition, the webpage offered useful tools such as downloadable documents and videos. This program is described in more detail in Baños et al [30].
During the first 3 months of the study and prior to starting the intervention, the WLC group received standard medical care that focused on reducing their cardiovascular risk factors [33]. Standard medical care included antihypertensive prescription, written lifestyle advice, moderate salt restriction with a list of recommended foods, a low-calorie diet, and advice for physical activity, which aimed for 5 sessions per week and a recommended maximum heart rate during exercise adjusted to age. The usual care program did not provide any classes for the subjects. Standard medical care was carried out exclusively by the public National Health System, which the Hypertension Unit belongs to.

This IBI was delivered using a web-based platform called Wix. Wix is a self-hosted website builder and content management system with more than 90 million users [34]. This cloud-based website development platform is customizable with drag-and-drop features and includes apps, graphics, image galleries, fonts, and a responsive design that adjusts the site for viewing with mobile devices. We purchased a unique website domain URL to avoid pop-up advertising from Wix. To prevent the general public from accessing the site, a password was added to secure the proprietary information and participant responses [35].

Outcome Measures

BMI and secondary outcomes (body fat mass [BFM], SBP and DBP, plasma glucose, insulin, habitual level of physical activity, and functional capacity for aerobic exercise) were measured using validated and reliable tests. BMI (kg/m²) was calculated using an electronic balance scale (SECA 780 with a mechanical telescopic stadiometer).

BFM was determined using a body-fat analyzer (Tanita SC-331S). SBP and DBP were measured with a validated, semi-automatic, digital tensiometer (Colin Press-Mate BP-8800) according to the European Society of Hypertension and European Society of Cardiology guidelines, as described elsewhere [36,37]. All the assessments (baseline, 3 month postintervention, and 12-month follow-up) were scheduled between 8 am and noon to minimize diurnal BP variability. Blood samples were obtained in the morning after a minimum 8 hours of fasting. Serum biochemical profiles were measured using a multiple-channel autoanalyzer. Plasma glucose was assayed using the glucose oxidase method (Beckman Glucose Analyzer).

At Time 0, the patients’ habitual levels of physical activity were objectively monitored for 7 consecutive days using an accelerometer (Actigraph GT3X) [36]. The participants were carefully instructed on how to attach the activity monitor (using an elastic belt), which was to be worn each day for the whole measurement period, and were asked to wear the monitor during the daytime; exceptions were made during the performance of water activities such as swimming or bathing. The total amount of physical activity recorded by the accelerometer was expressed as the average of the total counts per minute of the registered time.

A submaximal exercise test, the 6-minute walk test (6MWT), was used to assess the participants’ functional capacity for aerobic exercise. This test evaluates the maximum distance that they could cover along a 30-m long corridor during a 6-minute period. Participants were instructed to walk along the walkway as fast as possible and to stop when needed. The assessor walked alongside the participants to ensure their safety and provided them with standardized verbal encouragement at 1, 3, and 5 minutes, and the total distance covered (in meters) was recorded. Participants were instructed to avoid smoking for 48 hours, caffeine for 12 hours, and strenuous exercise for 24 hours prior to their assessment.

We directly recorded participants’ participation and activity in the program (to assess their engagement) and determined adherence to the intervention by tracking the number of program activities they completed. We also registered the percentage of participants who completed all the activities in the program (ie, completed all nine modules).

Data Analysis

To detect a reduction in BMI of 1 (SD 1.7), which agrees with the data of a previous study [27], with a two-sided 5% significance level and a power of 80%, and also accounting for an anticipated dropout rate of 10%, a sample size of 52 participants per group was required.

This study used both a between-subjects controlled (analysis at 3 months) and a within-subjects uncontrolled (analysis at 12 months) design; therefore, it involved two different statistical approaches. The between-group comparison (IBI vs WLC) assessed the effect of the IBI on outcomes at 3 months; the within-subject uncontrolled analyses assessed the effect of the IBI over time at the individual level (using pooled data from both groups). This approach was selected because all the WLC participants also subsequently received the IBI to comply with the instructions of the hospital’s human ethics committee. The statistical analysis was performed according to intention-to-treat. Statistical analyses were performed using SPSS version 19.0 for Windows, and the statistical significance was set at $P<.05$ for all our analyses. The data in this study are presented as mean (SD).

Analysis at 3 Months

Two-way mixed analysis of covariance (ANCOVA) tests were used to compare the study effects on the BMI, BFM, SBP, DBP, blood glucose and insulin levels, physical activity levels, and functional capacity for aerobic exercise, using time (baseline vs 3 months postintervention) as the within-group factor and group (IBI vs WLC) as the between-group factor. The analysis was adjusted for sex, age, and use of antihypertensive drugs. Effect sizes were estimated using partial eta² and interpreted following the Cohen guidelines [38] for small effect sizes (partial eta²=0.01), moderate effect sizes (partial eta²=0.06), and large effect sizes (partial eta²=0.14).

Analysis at 12 Months

After testing the normality (using the Shapiro-Wilk test) of the pooled data from both groups (N=105) at the 12-month follow-up, the following statistical tests were carried out as follows: (1) t tests on related samples to compare the baseline vs 12-month follow-up values for the anthropometric variables.
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(ie, BMI and BFM), SBP, DBP, and blood glucose; and (2) Wilcoxon tests to compare the preintervention vs 12-month follow-up values for insulin.

We did not record the patients’ levels of physical activity or their functional capacities for aerobic exercise at 12 months because of the implied complexity of asking participants to record these measurements for 1 year.

Program engagement was analyzed by calculating the percentage of participants who completed the entire program.

Results

We screened 510 participants in this randomized controlled trial. A total of 405 consecutive subjects were not allocated for randomization, because they declined to participate (n=99) or did not meet the inclusion criteria (n=306): diabetes (106), severe psychiatric disorder (5), taking more than 3 antihypertensive drugs (78), no internet access (87), or other (30). The general characteristics of the study population are shown in Table 1.

<table>
<thead>
<tr>
<th>Variables</th>
<th>WLC&lt;sup&gt;a&lt;/sup&gt; group (n=50), mean (SD)</th>
<th>IBI&lt;sup&gt;b&lt;/sup&gt; group (n=55), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>51.4 (9.3)</td>
<td>54.9 (8.3)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>81.1 (11.8)</td>
<td>85.4 (12)</td>
</tr>
<tr>
<td>Antihypertensive drugs (n)</td>
<td>1.6 (1.1)</td>
<td>2.1 (1.2)</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>29.9 (2.6)</td>
<td>30.1 (2.7)</td>
</tr>
<tr>
<td>Body fat mass (kg)</td>
<td>27.0 (6.9)</td>
<td>28.2 (6.3)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>128.5 (13.5)</td>
<td>132.2 (14.2)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>75.8 (9.1)</td>
<td>78.7 (8.1)</td>
</tr>
<tr>
<td>Blood glucose (mg/dL)</td>
<td>98 (10)</td>
<td>99 (15)</td>
</tr>
<tr>
<td>Insulin (mg/dL)</td>
<td>13.9 (8.7)</td>
<td>15.0 (9.7)</td>
</tr>
<tr>
<td>Physical activity counts min&lt;sup&gt;−1&lt;/sup&gt;</td>
<td>227 (87)</td>
<td>245 (103)</td>
</tr>
<tr>
<td>6-minute walk test (meters)</td>
<td>554 (69)</td>
<td>559 (72)</td>
</tr>
</tbody>
</table>

<sup>a</sup>WLC: wait-list control.

<sup>b</sup>IBI: internet-based intervention.

Analysis at 3 Months

The results of the 2-way mixed ANCOVA showed a significant decrease in BMI, BFM, and blood glucose after 3 months in the IBI group, with a moderate to large effect size for BMI and BFM; the analysis also highlighted a borderline significant trend (P=.05) for DBP and insulin (Table 2). In contrast, we observed a significant increase in BMI and insulin among the WLC group. Additionally, intragroup analysis revealed a statistically significant increase in the functional capacity for aerobic exercise both in the IBI and the WLC groups (Table 2); however, no between-group differences were found. No changes were observed in either group for the level of physical activity measured with accelerometers.
Table 2. Intrigroup comparisons: baseline vs postintervention (at 3 months).a.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Wait-list control group (n=50)</th>
<th>Internet-based intervention group (n=55)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Difference (95% CI)</td>
<td>Partial eta²</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>0.3 (0.1-0.5)</td>
<td>.062</td>
</tr>
<tr>
<td>Body fat mass (kg)</td>
<td>0.3 (-0.4 to 1.1)</td>
<td>.018</td>
</tr>
<tr>
<td>SBPb (mmHg)</td>
<td>0.0 (-3.7 to 3.7)</td>
<td>.000</td>
</tr>
<tr>
<td>DBPc (mmHg)</td>
<td>0.6 (-1.8 to 3.0)</td>
<td>.002</td>
</tr>
<tr>
<td>Blood glucose (mg/dL)</td>
<td>2.0 (-1.2 to 5.3)</td>
<td>.015</td>
</tr>
<tr>
<td>Insulin (mg/dL)</td>
<td>2.3 (0.4-4.3)</td>
<td>.058</td>
</tr>
<tr>
<td>Physical activity counts min⁻¹</td>
<td>-8 (-16 to 32)</td>
<td>.005</td>
</tr>
<tr>
<td>6MWTd (meters)</td>
<td>21 (8-33)</td>
<td>.108</td>
</tr>
</tbody>
</table>

aDifference was calculated as 3 months minus baseline.
bSBP: systolic blood pressure.
cDBP: diastolic blood pressure.
d6MWT: 6-minute walk test.

Analysis at 12 Months

The results at the 12-month follow-up (Table 3) showed significant improvements in BMI (mean difference [MD] −0.4, 95% CI −0.1 to −0.6; P=.005), BFM (MD −2.4, 95% CI −1.1 to −3.6; P<.001), DBP (MD −1.8, 95% CI −0.2 to −3.3, P=.03), and blood glucose levels (MD −2, 95% CI 0 to −4; P=.04) The results of the Wilcoxon tests did not show any changes in insulin values. Regarding engagement in the program, 73.3% (77 out of 105 participants) completed the entire program, comprising of nine modules.

Table 3. Comparison of the baseline vs 12-month follow-up values for all participants (N=105).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline</th>
<th>12-month follow-up</th>
<th>Difference² (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>30.2 (2.7)</td>
<td>29.8 (2.7)</td>
<td>-0.4 (-0.1 to -0.6)</td>
<td>.005</td>
</tr>
<tr>
<td>Body fat mass (kg), mean (SD)</td>
<td>27.6 (6.4)</td>
<td>25.2 (7.9)</td>
<td>-2.4 (-1.1 to -3.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SBPb (mmHg), mean (SD)</td>
<td>130.5 (13.7)</td>
<td>129.3 (14.1)</td>
<td>-1.2 (0.9 to -3.4)</td>
<td>.24</td>
</tr>
<tr>
<td>DBPc (mmHg), mean (SD)</td>
<td>77.4 (9.1)</td>
<td>75.6 (9.1)</td>
<td>-1.8 (-0.2 to -3.3)</td>
<td>.03</td>
</tr>
<tr>
<td>Blood glucose (mg/dL), mean (SD)</td>
<td>100 (14)</td>
<td>98 (11)</td>
<td>-2 (0 to -4)</td>
<td>.04</td>
</tr>
<tr>
<td>Insulin (mg/dL), median (IQR)</td>
<td>16 (12)</td>
<td>15 (9)</td>
<td>-1 (1 to -2)</td>
<td>.64</td>
</tr>
</tbody>
</table>

aDifference calculated as 12 months minus baseline.
bSBP: systolic blood pressure.
cDBP: diastolic blood pressure.

Discussion

Principal Results

The present study evaluated the efficacy of a 3-month completely self-administered IBI called _Live better_ that aims to promote lifestyle changes in patients who are obese with HTN. Our results showed a significant decrease in the BMI, BFM, and blood glucose levels at 3 months in the IBI group, with a moderate to large effect size for BMI and BFM, and also highlighted a trend toward significance for DBP and insulin levels. Moreover, these improvements in BMI, BFM, and BP were sustained and reached statistical significance for DBP at the 12-month follow-up. When evaluating specific IBIs, several attributes may be associated with increased e-counselling efficacy. These include the duration [22,39], the range of behavior change techniques offered [22,40], the target behaviors to be modified [22], whether specific disease entities are targeted or not [39], and program engagement [35,41].

Duration

For any intervention to have a significant and sustained effect, a minimum follow-up time of 6 months is required [39]. Indeed, in a recent meta-analysis, Sam Liu et al [22] showed that IBIs lasting at least 6 months were associated with greater BP reductions. These authors argued that the influence of lifestyle interventions on BP may require a critical period for therapeutic changes to appear, and longer interventions might be required to facilitate comprehensive physical changes such as weight reduction. After beginning our study, we found a significant BMI reduction (0.4 kg/m²) after 3 months that was sustained after 12 months. Moreover, the mean decrease in BFM (by 1.1
weight loss literature as potential factors that increase intervention effectiveness are goal setting, motivational interviewing, and incentives [30,53,54].

All the behavioral change techniques mentioned by Liu et al [22] and Khaylis et al [52] were present in our intervention, except for feedback incorporation, motivational interviewing, and social support, as these were not possible given the self-administered nature of our intervention, which maintained its low monetary and time costs. Moreover, this trial was distinct insofar as it also incorporated problem-solving techniques focused on the regulation of emotional eating (module 5) and the difficulties associated with body image and assertiveness (module 7). As Katan [55] suggested, cognitions and feelings have a big impact on behavior during dieting and, thus, may strengthen or disrupt treatment engagement and compliance with clinical prescriptions. Indeed, psychological factors and processes mediate every behavior change and differently affect both the initiation and maintenance phases of change [56].

Target Behaviors to Be Modified

Exercise and diet are two major target behaviors for modification by internet-based e-counselling interventions designed to prevent or treat cardiovascular disease risk factors such as obesity and HTN. Numerous studies suggest that automated, self-guided, internet-based lifestyle counselling (e-counselling) programs can evoke meaningful improvements in daily physical activity [57,58] and dietary behaviors [58,59]. Moreover, meta-analysis reviews indicate that exercise and diet, provided by conventional programs or by IBIs, significantly decrease cardiovascular risk factors [9,16,47,60,61]. Our Live better intervention focused on modifying both of these target behaviors, because it has been shown that tackling them simultaneously is more effective at promoting weight loss than targeting either alone [62].

After 3 months, our results showed improvements in the patients’ functional capacities for aerobic exercise with a large effect size in both sexes (partial eta²=0.213) in the IBI group. Nevertheless, caution must be taken in interpreting these results, as this variable also increased with a moderate effect size in the WLC group (partial eta²=0.108). It is worth considering that a learning effect over a 2-month period has been documented with repeated administration of the 6MWT [63]. In contrast to subjective physical activity estimations such as questionnaires, in our study we used an accelerometer to obtain precise and objective measurements of activity levels in individuals who are overweight or obese [64]. We did not find significant intergroup or intragroup differences after 3 months. However, these results should be interpreted with caution since the accelerometers do not accurately quantify activities such as resistance training or swimming (included in the recommendations of the IBI). The fact that the reduction in BFM doubled in the time between the end of the intervention (3 months) and the end of the study (12 months), while simultaneously maintaining a constant BMI, may indicate that the patients had increased muscle mass secondary to higher levels of physical activity during this period. Thus, future studies will be required to measure muscle mass to test this hypothesis.
Targeting Specific Disease Entities

*Live better* was specifically designed to treat HTN in patients who are overweight or those with type I obesity, and its implementation resulted in modest but positive measurable results in body composition and BP. In general, internet-based programs are more successful if they are targeted at specific disease entities such as HTN [39]. Although our study listed diabetes as an exclusion criterion, and our intervention did not specifically focus on this disease, improved glucose metabolism was also relevant in our study because we detected a significant and sustained decrease in glucose levels among our patients. The close relationship between glucose metabolism variables and healthy living through physical activity and healthy eating is well known. In line with this, a recent high-quality randomized lifestyle-intervention trial conducted over 12 and 24 months in individuals with type 2 diabetes mellitus or impaired fasting glucose levels showed the IBI to be useful in reducing fasting plasma glucose [21].

Program Engagement

In terms of program engagement, the percentage of participants who completed our entire program was high (77/105, 73.3%) and was similar to the levels reported in related eHealth interventions [35,65]. Increasing knowledge about healthy lifestyles and making tailor-made prevention programs possible can empower individuals and improve their adherence to interventions [66]. In this sense, the wide and still-growing access and use of the internet has become a major resource in the assessment of health information [67]. This is especially true for adults with chronic conditions who are more likely to seek health information on the internet than their counterparts with acute ailments [68-70]. Using modern information and communication technologies to deliver physical activity and diet interventions is particularly promising considering the increased proliferation of such technologies in many developing countries.

The internet is an efficient way to prevent and treat chronic conditions by promoting healthy lifestyles because it can reach more individuals (including those with limited access to health services or with low levels of social support) and can provide more intensive contact at potentially lower costs than conventional face-to-face programs [71-74]; it can provide immediate, easy access, individually tailored (one-to-one), and “permanent” (accessible at any time) behavioral-change support by delivering care to patients in the comfort of their own homes with self-paced delivery [35,40,73]; and it is less intrusive than traditional methods and can more easily be implemented in an environment that is less threatening than a hospital [10].

However, despite the encouraging results of this study and other studies on internet-based programs, the goal of web-based interventions is not to replace in-person care but rather to maximize care. Of note, internet interventions also have potential disadvantages such as their inability to recognize comorbidities that would not have become apparent without the patient implementing lifestyle changes. Furthermore, internet use depends on age, income, education level, and digital skills, and there may be participation bias and lower response rates because of technical problems or different levels of computer experience among participants [5]. In addition, ironically, internet use is a sedentary behavior, which is known to be an independent risk factor for cardiovascular disease, so caution should be exercised when designing these programs so that they prevent, rather than encourage, further sedentary attitudes and behaviors.

Limitations

The main limitation of this study was its lack of a control group for the analysis carried out at 12 months. Although the positive results at 3 months remained at the 12-month follow-up visit, the follow-up analyses were based on uncontrolled data and, thus, should be interpreted with caution. Controls eliminate possible alternate explanations of experimental results, especially those of confounding variables and experimental bias, which allows investigators to control for threats to validity. Furthermore, the participants we enrolled had demonstrated an initial level of motivation to engage in an eHealth program. Therefore, our findings may only be generalizable to individuals with internet access who are similarly interested in such eHealth interventions [67]. In addition, our participants were recruited from a public hospital (rather than a private one), which may have influenced our results because sociodemographic status (which could correlate with the use of public hospitals) has been related to treatment adherence for chronic conditions [75,76]. Another possible limitation of the study was the inclusion of BMI as the primary outcome. Although the waist circumference or waist-hip ratio are considered better anthropometric parameters to reflect the risk of cardiovascular disease associated with obesity, the BMI clinical tool has been shown to have the least bias during assessment [73]. Furthermore, BMI measurements in our study were complemented with segmental body-fat distribution analysis measured with bioelectrical impedance. Even though intervention acceptability is related to its eventual effectiveness [77], we did not assess this data in our study, and thus, we do not know how well the participants accepted this IBI. Finally, we did not measure physical activity levels or functional capacity for aerobic exercise at the 12-month follow-up.

Conclusions

In summary, we explored the effects of implementing a 3 month, self-administered IBI involving different learning techniques and aimed at promoting lifestyle changes (physical activity and healthy eating) in patients who are obese with HTN. Overall, the participant engagement was high, and we observed moderate to large effect sizes in relation to BMI and BFM reductions. In addition, there was a favorable trend towards a relation to BP, which reached statistical significance at the 12-month follow-up. Taken together, these findings suggest that our tailored approach for delivering a lifestyle change intervention to patients who are obese with HTN provides positive health benefits. Simple strategies that can easily be incorporated into daily living in a scalable and cost-effective way can empower patients by educating them about health, thus, increasing their confidence and promoting self-management. Future research should investigate the acceptability and cost-effectiveness of self-administered internet-based interventions in populations with different sociodemographic status.
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Abstract

Background: The evaluation of web-based interventions (defined as an intervention that can be downloaded or accessed on the internet through a web browser) in randomized controlled trials (RCTs) has increased over the past two decades. Little is known about how participants’ use of the intervention is measured, reported, and analyzed in these studies.

Objective: This study aimed to review the evaluation of web-based interventions in RCTs, assessing study characteristics and the methods used to record, and adjust for, intervention usage.

Methods: A systematic review of the literature was undertaken to identify all published reports of RCTs that involved a web-based intervention. A random sample of 100 published trials was selected for detailed data extraction. Information on trial characteristics was extracted, including whether web usage data were recorded, and if so, the methods used to gather these data and whether these data were used to inform efficacy analyses.

Results: A PubMed search identified 812 trials of web-based interventions published up to the end of 2017 and demonstrated a growing trend over time. Of the 100 studies reviewed, 90 studies collected web usage data, but more than half (49/90, 54%) of these studies did not state the method used for recording web usage. Only four studies attempted to check on the reliability of their web usage data collection methods. A total of 39% (35/90) studies reported patterns or levels of web intervention use, of which 21% (19/90) studies adjusted for intervention use in their outcome analysis, but only two of these used appropriate statistical methods.

Conclusions: Trialists frequently report a measure of web-based intervention usage but do not always report the collection method or provide enough detail on their analysis of web usage. Appropriate statistical methods to account for intervention use are rarely used and are not well reported even in the very few trials in which they are used. The number of trialists who attempt to check on the reliability of their web usage collection methods is extremely low.

(J Med Internet Res 2020;22(4):e15474) doi:10.2196/15474
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Introduction

Randomized Controlled Trials

A randomized controlled trial (RCT) is used to assess the efficacy or effectiveness of an intervention by randomly dividing trial participants into experimental or control treatment arms, thereby providing a fair comparison for the unbiased assessment of treatment effects [1-4]. Traditionally, trials have predominantly been conducted in a clinic setting; however, with the increase of the internet as a mainstream communication
channel, there has been an increase in the use of email, SMS, and social media for the communication and delivery of interventions [5,6].

Web-Based Interventions

We defined a web-based or a web intervention as “downloadable or accessible via the internet through a web browser,” which can take the form of (but not limited to) a website, an email, or a web message board. There are various definitions of web-based interventions, some of which include social media and mobile phone apps; however, for the purposes of our review (in particular, our interest in assessing web usage data), we were interested in confining our search to studies that would have been able to assess usage, which until recently was not easy with social media or phone apps. As such, we restricted our definition of web-based interventions accordingly; however, our chosen definition is very similar to that provided by Barak [7].

With an estimated 4.4 billion people being active internet users as of April 2019 [8], an increasing proportion of the global population are potential users of web-based interventions, particularly given the convenience and flexibility of such interventions. As such, these interventions have enormous potential to improve health and health care delivery and can be easily accessible to patients [1,9-11].

Monitoring Web Usage

In the same way that drug treatments may be prescribed at a certain dose, trial participants receiving a web-based intervention may be advised to use the intervention to a specified degree (eg, in terms of duration or frequency of intervention use). If it is of interest to determine whether trial participants adhered to the recommended intervention dose, it is important to be able to track participants’ intervention use. There are multiple published reviews relating to web-based intervention usage. For example, Kelders et al [12] reviewed the literature to investigate whether study design predicts adherence to a web-based intervention, whereas Perski et al [13] reviewed the literature on digital behavior change interventions to identify or develop a framework linking direct and indirect influences on engagement and the relationship between engagement and intervention effectiveness.

There are numerous automated tools that can be used to track and record a participant’s web intervention use [14]. These tools can be split into two categories, either client (browser) based or server based. Client-based tools, such as Google Analytics (GA) [15], rely on the web browser supporting them (eg, JavaScript being enabled) [16], whereas server-based tools, such as web server log data [17], will always be populated, as they record what data are sent to the client. These tools provide information about participants’ web intervention use, such as which web pages a participant has visited and when a web page has been accessed. However, the reliability of these tools is not guaranteed. Some tools that have been adopted by researchers to measure web usage, such as GA, were not originally designed for accurate reporting of web usage but were instead developed as a marketing aid. As such, while being easily accessible and commonly used, GA may not be the most appropriate tool to use in scientific research [18]. For example, prior research by OBrien et al [19] has demonstrated that 58% of activity on a website is unreported by GA.

To link intervention usage to a particular participant, rather than just obtaining general information about overall intervention use by all participants, each participant requires a unique identifier (UID), such as the study randomization number or a username [20]. The use of a UID facilitates statistical analyses by linking intervention use with outcome data on an individual participant basis. Such data can then be used to inform statistical analysis to estimate the efficacy of the intervention received, rather than simply estimate the effectiveness of the intervention as randomized (as estimated by an intention-to-treat analysis). Commonly used methods to estimate efficacy, using participants’ usage of the assigned intervention, include an as-treated, per-protocol analysis and completer analyses [21]. However, the use of these methods when a trial is subject to deviations from randomized treatment may introduce bias, and more appropriate causal methods should be used, such as complier average causal effect (CACE) analysis [22,23].

Consolidated Standards of Reporting Trials and Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth Guidelines

The Consolidated Standards of Reporting Trials (CONSORT) [24] guidelines were introduced in 1996 to improve the consistency and quality of reporting in RCTs. To address the specific challenges of web-based and mobile app-based intervention studies, the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and online TeleHealth (CONSORT-EHEALTH) extension was published in 2011 [25]. This extension encourages trialists to report on participants’ intervention use; subitem 6a-ii of the CONSORT-EHEALTH extension states that researchers should “explain how use and engagement was measured and defined” and subitem 17-I states that “use and usage outcomes should be reported”. The intended benefit of these guidelines will, however, only be realized if they are adhered to; as such, it is important to assess their uptake in trials that have been published since their release.

Aims and Objectives

This systematic review was conducted to ascertain the extent and nature of web-based intervention use in trials and the current practice among trialists in terms of collecting, reporting, and analyzing web usage data. We were also interested in determining the characteristics of such trials, including the types of design, intervention formats, and clinical areas.

Methods

Literature Search

An initial systematic search of PubMed was conducted to ascertain whether there had already been any comprehensive systematic reviews of web-based intervention trials published to date (see Multimedia Appendix 1 for search terms) [12,25]. The electronic database, PubMed [26], was then searched to
identify all web-based intervention trials published by the end of 2017 (see Textbox 1 for search terms). The protocol for this review has been published in the International Prospective Register of Systematic Reviews [27].

Textbox 1. Search terms for published Web-based intervention trials.

(online[tiab] OR digital[tiab] OR web-based OR web) AND internet[majr] AND (“Randomized Controlled Trial” [Publication Type] OR randomized control trial OR randomised control trial OR controlled trial OR controlled clinical trial OR RCT) (PLUS manual entry of upper limit of 31/12/2017 for date published)

Eligibility Screening
Following the removal of duplicate records, all remaining abstracts identified through the PubMed search were screened by an author (EK) to assess eligibility. Only RCTs involving a web-based intervention and published by the end of 2017 were eligible. Studies were excluded if they did not involve a web-based health intervention (eg, educational studies) or were nonrandomized (eg, feasibility studies that did not involve randomization, observational studies, quasi-randomized studies, and surveys), secondary analyses, trial protocols, or systematic reviews. Where there was any uncertainty regarding eligibility, authors DA and SD were consulted, and any disagreements were resolved by consensus. Five percent (77/1540) of the abstracts were randomly selected and assessed for eligibility by authors DA and SD to validate this process, on which there was 100% agreement.

Data Extraction
A total of 100 studies were randomly selected from the cohort of eligible trials identified in this search, with sampling proportional to the annual distribution of publication years across the entire set of eligible studies. The initial data extraction form was piloted on five studies and refined accordingly. The final dataset included the study characteristics, whether a CONSORT flow diagram and CONSORT-EHEALTH checklist were reported, whether treatment protocol deviations (ie, changes to randomized web-based interventions) were reported, the methods used to collect web usage data, and which statistical analysis methods were used to adjust for intervention use.

Results

Review of Systematic Reviews of Web-Based Intervention Trials
The PubMed search for systematic reviews of web-based intervention trials identified 271 citations, 123 of which were found to be eligible following a review of titles and abstracts. These systematic reviews covered a wide range of clinical or methodological areas, most commonly health promotion (47/123, 38.2%) and mental health (40/123, 32.5%; see Multimedia Appendix 2). None of these systematic reviews included a comprehensive search of all published web-based health intervention trials.

Review of Web-Based Intervention Trials
The electronic database search for trials of web-based interventions yielded 1726 publications (Figure 1). After removing nine duplicates, there were 812 eligible and 906 ineligible studies based on the review of abstracts, including one publication identified manually as the original trial report relating to another publication identified in the search. Of the 100 eligible studies selected for data extraction, six were subsequently excluded after reading the full publication. These ineligible studies were replaced with an additional six eligible studies for data extraction.
Published Web-Based Intervention Trials
The number of published trials involving web-based interventions is displayed in Figure 2, demonstrating an increasing trend over time. However, despite this increase, the number of trials using web-based interventions remains proportionally low when compared with the total number of trials during this period (estimated as 496,238 from a PubMed search filtered to only include trials published up to the end of 2017). The reduction seen after 2015 is likely to be due to publications not being fully indexed or registered within the PubMed database when the search was run (Feb 12, 2018). A PubMed librarian confirmed that new publications may be posted on PubMed significantly later than their publication date.

A Description of Studies and Study Characteristics
The characteristics of the 100 publications randomly selected for data extraction are given in Table 1. Most of these studies covered health promotion (42/100, 42.0%; most commonly smoking cessation, physical activity, and weight) and mental health (32/100, 32.0%).

Figure 1. Search and screening process. RCT: randomized controlled trial.

Figure 2. Number of published and sampled trials of online intervention trials each year.
Table 1. Characteristics of sampled trials (N=100).

<table>
<thead>
<tr>
<th>Clinical area</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health promotion, n</strong></td>
<td></td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>11</td>
</tr>
<tr>
<td>Physical activity</td>
<td>8</td>
</tr>
<tr>
<td>Weight</td>
<td>7</td>
</tr>
<tr>
<td>Alcohol</td>
<td>3</td>
</tr>
<tr>
<td>Eating disorder</td>
<td>3</td>
</tr>
<tr>
<td>Lifestyle behaviors</td>
<td>2</td>
</tr>
<tr>
<td>Physical activity and diet</td>
<td>2</td>
</tr>
<tr>
<td>Diet</td>
<td>2</td>
</tr>
<tr>
<td>Sexual health</td>
<td>1</td>
</tr>
<tr>
<td>Tanning</td>
<td>1</td>
</tr>
<tr>
<td>Adolescent health</td>
<td>1</td>
</tr>
<tr>
<td>General health management</td>
<td>1</td>
</tr>
<tr>
<td>Mental health, n</td>
<td>32</td>
</tr>
<tr>
<td>Cancer, n</td>
<td>4</td>
</tr>
<tr>
<td>Respiratory illnesses, n</td>
<td>3</td>
</tr>
<tr>
<td>Neurology, n</td>
<td>3</td>
</tr>
<tr>
<td>Diabetes, n</td>
<td>3</td>
</tr>
<tr>
<td>Dentistry, n</td>
<td>2</td>
</tr>
<tr>
<td>Otolaryngology, n</td>
<td>2</td>
</tr>
<tr>
<td>Cardiovascular, n</td>
<td>2</td>
</tr>
<tr>
<td>Pain, n</td>
<td>1</td>
</tr>
<tr>
<td>Autonomic arousal, n</td>
<td>1</td>
</tr>
<tr>
<td>Discharge from emergency department, n</td>
<td>1</td>
</tr>
<tr>
<td>Parathyroid disorder, n</td>
<td>1</td>
</tr>
<tr>
<td>HIV, n</td>
<td>1</td>
</tr>
<tr>
<td>Cancer screening, n</td>
<td>1</td>
</tr>
<tr>
<td>Women’s health, n</td>
<td>1</td>
</tr>
<tr>
<td><strong>Design, n</strong></td>
<td></td>
</tr>
<tr>
<td>Superiority</td>
<td>94</td>
</tr>
<tr>
<td>Equivalence</td>
<td>4</td>
</tr>
<tr>
<td>Noninferiority</td>
<td>2</td>
</tr>
<tr>
<td><strong>Blinding, n</strong></td>
<td></td>
</tr>
<tr>
<td>Double</td>
<td>1</td>
</tr>
<tr>
<td>Single</td>
<td>13</td>
</tr>
<tr>
<td>None</td>
<td>46</td>
</tr>
<tr>
<td>Not stated</td>
<td>40</td>
</tr>
<tr>
<td><strong>Web-based intervention, n</strong></td>
<td></td>
</tr>
<tr>
<td>Website</td>
<td>77</td>
</tr>
<tr>
<td>Website plus additional element</td>
<td>10</td>
</tr>
<tr>
<td>Internet (other)</td>
<td>13</td>
</tr>
<tr>
<td><strong>Control arm, n</strong></td>
<td></td>
</tr>
</tbody>
</table>
The vast majority of trials had a superiority design and did not use blinding or did not state whether there was any blinding. A total of 13 studies reported being single blinded (six reported blinding of the assessors, six reported blinding of the patients, and one reported blinding of the clinician), and only one study reported being double blinded (patients and assessors). In the 86 trials that stated that there was no blinding or did not mention blinding, the web-based and control interventions took different formats—most commonly a website intervention vs a waitlist (n=25) or noninternet (n=18) intervention—which would have made it difficult to blind participants.

The majority of studies involved a website as the intervention; other interventions included a podcast, emails, web applications, a web-based video camera, computer simulation, a computer-generated photoaging intervention, web message boards, an internet partner, a YouTube video, a web-based video, and an internet video conference. In total, 10 studies reported a website plus an additional element, which took the form of a mobile app, a web-based video, social media, an interactive voice response, a personal activity monitor, a personal digital assistant, or an online forum. The most common type of a control arm intervention was waiting list (delayed treatment) followed by noninternet interventions (a face-to-face intervention, written materials, and treatment as usual).

Table 2 displays the cross-tabulation of web-based and control interventions in the 100 sampled trials.

Table 2. Web-based and control interventions.

<table>
<thead>
<tr>
<th>Control intervention</th>
<th>Web-based intervention</th>
<th>Web-based intervention</th>
<th>Internet (other), n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Website, n</td>
<td>Website plus additional element, n</td>
<td>Internet (other), n</td>
<td>Total, n</td>
</tr>
<tr>
<td>Website</td>
<td>12</td>
<td>2</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Internet (other)</td>
<td>10</td>
<td>0</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>Waiting list group</td>
<td>26</td>
<td>2</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>Noninternet intervention</td>
<td>20</td>
<td>4</td>
<td>4</td>
<td>28</td>
</tr>
<tr>
<td>No intervention</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Not stated</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>77</td>
<td>10</td>
<td>13</td>
<td>100</td>
</tr>
</tbody>
</table>

Of the 100 studies, 79 included a CONSORT flow diagram, whereas 38% (26/68 studies published after the CONSORT-EHEALTH guideline, 2011) of studies included a CONSORT-EHEALTH checklist (Table 1).

The publication of CONSORT-EHEALTH does not appear to have positively influenced the rate of reporting web usage (Table 3).

Of 26 trial publications that included a CONSORT-EHEALTH checklist, four did not report whether web usage data were collected. There were different reasons for not reporting usage in these four publications: one trial acknowledged collecting usage data with the intention to publish usage in a separate publication, one trial did not collect usage because of privacy protection (with no further explanation), one trial gave no explanation on why usage was not collected, and it was not possible to access the CONSORT-EHEALTH checklist in the fourth trial (because of an expired or invalid checklist hyperlink).
Table 3. Rates of reporting web usage data according to the publication year and Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and online TeleHealth checklist reporting.

<table>
<thead>
<tr>
<th>Publication year</th>
<th>Reported web usage data</th>
<th>No</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤2011, n (%)</td>
<td>30 (94)</td>
<td>2 (6)</td>
<td>32 (100)</td>
</tr>
<tr>
<td>&gt;2011, n (%)</td>
<td>22 (85)</td>
<td>4 (15)</td>
<td>26 (100)</td>
</tr>
</tbody>
</table>

Included Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and online TeleHealth checklist

<table>
<thead>
<tr>
<th>Publication year</th>
<th>Reported web usage data</th>
<th>No</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤2011, n (%)</td>
<td>22 (85)</td>
<td>4 (15)</td>
<td>26 (100)</td>
</tr>
<tr>
<td>&gt;2011, n (%)</td>
<td>38 (91)</td>
<td>4 (10)</td>
<td>42 (100)</td>
</tr>
</tbody>
</table>

Total, n 90

Collection and Reporting of Web Usage Data

Commonly used formats for the web-based intervention included sessions (n=17 trials), modules (n=13), content (n=13), and assignments (n=5). Other formats included cartoons, messages, videos, photographs, and various tasks or exercises. Examples of these interventions included a brief personalized normative feedback system provided by various modes of delivery [28], identical content delivered as a podcast or via a website [29], and website information to encourage and support a personalized physical activity plan [30]. One trial [31] used a computer-generated photoaging intervention, with which participants were digitally photoaged and received a photograph of themselves as a lifelong smoker and as a nonsmoker. Exercises took the form of mindfulness exercises as a part of module completion [32] and a series of abdominal plank exercises while exercising with an internet partner [33].

Web usage data were collected in 90 of the studies, but more than half (49/90, 54%) of these studies did not state the method used for recording web usage. The most commonly reported tool used for tracking web usage was a server or electronic log files (see Table 4). Other methods included software tools, website tracking data, GA, and self-reported data. Only 4% (4/90) trial reports mentioned checking the reliability of their web usage measurement methods, two of which used more than two tools to capture and compare web usage data.

Table 4. Web usage data collection methods among 90 trials which collected web usage data.

<table>
<thead>
<tr>
<th>Method and second method (if applicable)</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logs</td>
<td>10 (11)</td>
</tr>
<tr>
<td>Software tools</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Website tracking</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Google Analytics</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Alone</td>
<td>3 (3)</td>
</tr>
<tr>
<td>With Logs</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Self-reporting</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Alone</td>
<td>3 (3)</td>
</tr>
<tr>
<td>With Logs</td>
<td>1 (1)</td>
</tr>
<tr>
<td>With tracking data</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Others</td>
<td>11 (12)</td>
</tr>
<tr>
<td>Not stated</td>
<td>49 (54)</td>
</tr>
</tbody>
</table>

a% of 90 trials which reported web-based intervention use.

Among the 87 trials involving a website, 78 (90%) recorded web usage data, most commonly in terms of the number of log-ins (37/87, 43%), the number of individual intervention components completed (21/87, 24%; eg, assignments, exercises, lessons, and modules), measures of activity on the site (eg, answers entered, activated hyperlinks, blogs, or forum posts; 18/87, 21%), and time spent on the site (18/87, 21%; see Table 5). A total of 36% (31/87) of these trials recorded a combination of two or more usage measures, most commonly the number of log-ins and time spent on the site (15 trials). Among the 23 trials involving a web-based intervention other than a website, 20 (87%) recorded web usage data, most commonly in terms of the number of log-ins (6/23, 26%), video views (6/23, 26%), and measures of activity (5/23, 21%). A total of 26% (6/23) of these trials recorded more than one usage measure (see Table 6).
Table 5. Features of web usage recorded among trials that involved a website (N=87).

<table>
<thead>
<tr>
<th>Web usage recorded among trials that involved a website</th>
<th>Trials(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No web usage data collected</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Activity on site (eg, answers, activated hyperlinks, and blog or forum posts)</td>
<td>18 (21)</td>
</tr>
<tr>
<td>Communication (eg, emails, Skype calls, call logs, and messages sent)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Completed intervention (eg, all assignments, exercises, lessons, or modules)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Number of individual intervention components (eg, modules, sessions) started/accessed</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Number of individual intervention components (eg, modules, sessions) completed</td>
<td>21 (24)</td>
</tr>
<tr>
<td>Number of log-ins</td>
<td>37 (43)</td>
</tr>
<tr>
<td>Number of page hits (individual actions, eg, audio clips, scrolling, and printing)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Number of page views</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Time spent on site (including time spent listening to podcast)</td>
<td>18 (21)</td>
</tr>
<tr>
<td>Video views (including YouTube views)</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

\(^a\)Note that 24 trials included two measures of web usage, four trials included three measures of web usage, and three trials included four measures of web usage.

Table 6. Features of web usage recorded among trials that involved a web-based intervention other than a website (N=23).

<table>
<thead>
<tr>
<th>Web usage recorded among trials that involved a website</th>
<th>Trials(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No web usage data collected</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Activity on site (eg, answers, activated hyperlinks, and blog or forum posts)</td>
<td>18 (21)</td>
</tr>
<tr>
<td>Communication (eg, emails, Skype calls, call logs, and messages sent)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Completed intervention (eg, all assignments, exercises, lessons, or modules)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Number of individual intervention components (eg, modules, sessions) started/accessed</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Number of individual intervention components (eg, modules, sessions) completed</td>
<td>21 (24)</td>
</tr>
<tr>
<td>Number of log-ins</td>
<td>37 (43)</td>
</tr>
<tr>
<td>Number of page hits (individual actions, eg, audio clips, scrolling, and printing)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Number of page views</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Time spent on site (including time spent listening to podcast)</td>
<td>18 (21)</td>
</tr>
<tr>
<td>Video views (including YouTube views)</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

\(^a\)Note that five trials included two measures of web usage, and one trial included three measures of web usage.

A total of 44% (40/90) of trials that collected web usage reported using UIDs, most commonly log-in credentials or internet protocol addresses (see Table 7). An additional 12% (11/90) of publications reported the use of a server or electronic logs to record web usage, both of which have the potential to include UIDs. A total of 8% (7/90) of trials implied having UIDs but did not state what type of UID was used.

Table 7. Unique identifiers (N=100).

<table>
<thead>
<tr>
<th>Unique identifiers</th>
<th>Values, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total web usage collected</td>
<td>90</td>
</tr>
<tr>
<td>Unique identifier</td>
<td>40</td>
</tr>
<tr>
<td>Potential unique identifier (server/electronic logs)</td>
<td>11</td>
</tr>
<tr>
<td>Implied unique identifier but not specified</td>
<td>7</td>
</tr>
<tr>
<td>No unique identifier</td>
<td>3</td>
</tr>
<tr>
<td>Not stated</td>
<td>29</td>
</tr>
</tbody>
</table>

Trialists reported changes to randomized web-based interventions (treatment protocol deviations) in 33 of the studies. Departures from randomized treatment included failing to initiate treatment (in 15 trials, eg, when participants did not
activate the account, access the site, or log in); premature discontinuation of the intervention (in 18 trials, eg, when participants withdrew from the trial or experienced difficulties using the site); switching to an alternative arm, which was reported in two trials; and switching to non-web-based treatment, reported in two trials.

### Intervention Dose

A total of 69 trials from our sample specified a recommended dose of the web-based intervention, 62 (90%) of which measured web usage. The dose was specified in terms of sessions, modules, or assignments in 49% (34/69) of these studies (mean 2.8, SD 2.3; range 1-14). Of the 23 studies that reported a time frame for the use of the web-based intervention, the duration ranged from 1 to 12 weeks (mean 2.2, SD 1.3), with the exception of one study, which reported a duration of 150 days (5 months). The average dose frequency was one task per week in 36% (25/69) of studies that recommended a dose. A total of 9% (6/69) of studies reported that participants had more than one task to complete per week, and 10% (7/69) studies reported that participants were due to complete tasks less frequently than 1 per week.

### Analyses Involving web Usage Data

Only 39% (35/90) of trials that collected web usage data investigated the levels of intervention use (Table 8). A total of 21% (19/90) of studies used statistical methods to adjust for intervention usage, such as a completer analysis (11 trials), regression analyses with intervention use as a covariate (six trials), and a CACE analysis (two trials). One of the two trials that used a CACE analysis did not present results or explain their method further, whereas the other trial presented CACE results and explained that the analysis estimates the potential efficacy among participants who would comply with their randomized intervention.

### Discussion

#### Characteristics of Web-Based Intervention Trials and Systematic Reviews

Although the use of web-based interventions in RCTs has been on the rise over the last 15 years, unsurprisingly, the number is still low in comparison with the overall number of published trials. A random sample of 100 trials suggests that web-based interventions are most commonly used for health promotion (42/100, 42.0%) or mental health issues (32/100, 32.0%), with the remaining 26.0% (26/100) of trials covering 14 clinical areas, including cancer (4/100, 4.0%), diabetes (3/100, 3.0%), and neurology (3/100, 3.0%). The review of systematic reviews of web-based intervention studies demonstrated a similar pattern, with 38.2% (47/123) of reviews relating to health promotion interventions and 32.5% (40/123) relating to mental health. All systematic reviews identified were restricted to trials within a certain clinical condition, other than the review by Mathieu et al [5], which only included trials that were fully or primarily conducted online (eg, involving web-based recruitment, consent, randomization, and follow-up), whereas Lustria et al [34] reviewed trials that defined electronic health. As such, this study of systematic reviews demonstrated that there were no previously published reviews of all web-based intervention studies, providing evidence of the novelty and usefulness of this study.

### Adherence to CONSORT and CONSORT-EHEALTH Guidelines

Good quality reporting allows clinicians and researchers to replicate trial methods [35-37] and supports the understanding of trial methods, interventions, and outcomes. This study suggests that there is a need for greater adherence to reporting guidelines in publications of web-based intervention trials. Less than 80% of the trials in our sample presented CONSORT flow diagrams, which is considerably less than the 96% reported to have presented CONSORT flow diagrams in a sample of 100 trials published in 2008 [21]. This may be because of the fact that CONSORT is less commonly endorsed by health informatics journals than clinical journals or is less familiar to trialists assessing web-based interventions than clinical trialists, generally.

Furthermore, although the CONSORT-EHEALTH guideline is listed on the Enhancing the QUAlity and Transparency Of health Research (EQUATOR) website [38] and has been adopted by the Journal of Medical Internet Research, less than 40% of the studies published since CONSORT-EHEALTH was published including a CONSORT-EHEALTH checklist; the authors may, therefore, want to consider some of the strategies suggested by the EQUATOR network to increase the use of guidelines [39], such as further dissemination via journal editorials or conference presentations, the provision of web-based training, or publicity via social media or blog posts. Improving awareness and uptake of the CONSORT-EHEALTH guidelines is important to ensure...
that the methodological quality of web-based intervention trials is clearly communicated, thereby allowing readers to make informed judgments on the validity of inferences and conclusions drawn in such trials.

**Reporting and Analysis of Web Usage Data**

The CONSORT-EHEALTH guideline recommends reporting data collection methods and results relating to intervention use, but not all studies that included a CONSORT-EHEALTH checklist reported information on the collection of web usage data. Indeed, the publication of CONSORT-EHEALTH does not seem to have influenced the quality of reporting regarding web usage, as the rate of reporting web usage data was higher before the publication of CONSORT-EHEALTH.

Unlike drug interventions, the adherence to which can be summarized using uncomplicated measures of treatment intake (eg, initiation, completion, and persistence [21]), web-based interventions often involve multiple features [40,41], engagement with which may be more complex to record. For example, it may be of interest to determine typical navigation patterns through a website, which precise areas of a web page are read or whether videos are watched in their entirety, none of which would be trivial to capture. Our review demonstrated that trialists collect data on a wide variety of web usage features, most commonly the number of log-ins, the number of intervention components completed, activity, and time spent on the site. One-third of the trials that recorded web usage information collected web usage data on more than one feature, the most common combination being the number of log-ins and time spent on the site. The likelihood of measuring web usage data did not vary according to whether or not participants were recommended to follow a specific dose (eg, when participants were asked to use the web-based intervention for a specific period or to complete a certain number of modules): the proportion of trials that measured web usage was equal to 90% in those trials that did (62/69), and in those that did not (28/31), specify a recommended dose. This suggests that the high rate of measuring web usage in web-based intervention trials is not necessarily because of the trialists’ interest in assessing participants’ adherence to a recommended intervention dose; instead, web usage data are commonly recorded regardless of whether there is a recommended dose, demonstrating that such data appear to be of interest to trialists in their own right.

Trialists rarely provided a rationale for their choice of web usage metrics or analysis methods to adjust for web usage. Only two of the 15 trials that adjusted their outcomes for intervention use applied an appropriate method of causal analysis (CACE) to estimate efficacy, suggesting a lack of awareness regarding appropriate methods to account for the impact of participants’ intervention use on their outcomes.

**Assessing the Reliability of Web Usage Data**

Although automated capture of participants’ use of web-based interventions may be assumed to be more straightforward and reliable than the usual measures used to capture drug treatment intake (which typically involve participant self-reporting, such as pill counts and treatment diaries, and, therefore, are potentially subject to recall bias or distortion), this is not necessarily the case. Assessing the reliability of web usage data collection methods is, therefore, vital, but very few trialists in our sample mentioned checking the reliability of their web usage measurement methods. When trialists do not check the reliability of their web usage data collection methods, there is a potential for their web usage data (and any subsequent inferences based on these data) to be biased, particularly when inherent features of web usage differ between the randomized interventions. van Rosmalen-Nooijens et al [42] compared the results from GA, content management system logs, and data files with self-reported data from participants and concluded that the usage information from the different sources corresponded well. Nguyen et al [43] and Mermelstein et al [44] also aimed to assess the reliability of their methods, but both studies reported a lack of reliability of their data because of technical or logistical issues. Similar to drug trials, participants’ self-reported web usage may also misrepresent the true use of the intervention [45]. For example, Fleisher et al [46] found discrepancies between self-reported data and usage data obtained from the NetTracker software tool. Fleisher [46] reported that nearly 40% of the participants who reported using the website actually did not log in, whereas 20% of those who reported they did not use the website did, in fact, log in. We are currently undertaking work to determine the reliability of different web usage collection methods, given the uncertainty regarding the accuracy of certain methods.

**Strengths and Limitations**

This review was not designed to identify trials that used mobile phone apps or social media interventions. This was a conscious decision because our primary aim was to determine the frequency with which trialists monitored web usage.

A large number of eligible studies prohibited data extraction on all eligible trials; as such, it was decided that a random sample of these trials would be selected (using stratified sampling according to the year of publication to ensure that the publication year profile mirrored that of the complete cohort of eligible studies). Although only 100 of the eligible trial publications were, therefore, included in the data extraction exercise, we believe that this is a sufficient number to give reliable estimates (eg, estimating the proportion of up to a maximum standard error of 0.05) and an accurate indication of trends in reporting and analysis.

The process of determining the eligibility of web-based intervention trials was based on the review of abstracts only, as such some of the studies deemed as eligible may not have been, as evidenced by the exclusion of six studies from the sample of 100 studies. In addition, only 1 reviewer carried out data extraction; however, this reviewer was able to consult the opinion of a second reviewer if in any doubt so as to appropriate classifications.

This review is limited by the search of only one web-based publication database, PubMed. The number of web-based interventions in 2016/2017 will be underestimated from this search because of delays in registration and indexing of studies within PubMed. PubMed indexes the majority of, but not all, health informatics journals; there are currently 286 health informatics journals, of which 196 are indexed in PubMed.
Therefore, a total of 806 trials cannot be taken as the absolute number of web-based intervention trials published up to the end of 2017.

**Conclusions**

There is an increasing trend in the use of web-based interventions in RCTs. Tracking web usage data in such trials is necessary to establish the efficacy of web-based interventions. When an intervention is found to be less effective than desired, without usage data, it is hard to determine if the problem is because of the intervention content or the lack of use of the intervention [46]. Information on participants’ intervention use should, therefore, be reported within trial publications with particular focus on relevant features of participation, which are likely to have an impact on outcomes. Although the majority of studies reviewed here reported a measure of web-based intervention usage, trialists often did not report sufficient detail about how the data were collected and rarely considered the accuracy of their web usage data collection methods. There was a modest degree of interest in investigating patterns of web usage, but very few trialists used an appropriate method of analysis to account for the impact of intervention use on participant health outcomes.
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Abstract

**Background:** The long-term effects of mobile health (mHealth) interventions have not been documented, especially in resource-constrained settings.

**Objective:** This study aimed to assess the effects of a 1-year mHealth intervention on blood pressure levels and body weight in low-resource urban settings in Peru, 4 years after the completion of the original study.

**Methods:** Four years after the original Grupo de Investigación en Salud Móvil en America Latina (GISMAL) study, we attempted to contact the 212 individuals originally enrolled in the study in Peru. The primary outcomes were systolic and diastolic blood pressure levels and hypertension incidence. Secondary outcome measures were body weight, BMI, and self-reported target behaviors. The study personnel collecting the data were masked to the group assignment. Linear mixed models were used to evaluate the effects of the intervention on primary and secondary outcomes in an intention-to-treat analysis.

**Results:** Data from 164 (77.4%) of the 212 originally enrolled participants were available and analyzed (80 in the intervention group and 84 in the control group). The intervention did not result in changes in systolic (–2.54 mm Hg, 95% CI –8.23 to 3.15) or diastolic (3.41 mm Hg, 95% CI –0.75 to 7.57) blood pressure compared with the control group. The intervention reduced the risk of developing hypertension, but the result was not significant (risk ratio (RR) 0.76, 95% CI 0.45-1.28). However, those who received the intervention had lower body weight (–5.42 kg, 95% CI –10.4 to –0.48) and BMI (–2.56 kg/m², 95% CI –4.46 to –0.66). In addition, compared to the control participants, those who received ≥50% of the scheduled calls during the intervention had greater reductions in body weight (–6.23 kg, 95% CI –11.47 to –0.99) and BMI (–2.81 kg/m², 95% CI –4.46 to –0.66).

**Conclusions:** An mHealth intervention comprising motivational interview calls and SMS text messaging appears to have effects on health 4 years after intervention completion. Although there were no effects on blood pressure levels, important reductions in body weight and BMI were seen 5 years after randomization. Thus, mHealth appears to be a promising preventive strategy for noncommunicable diseases in resource-constrained settings.

**Trial Registration:** Clinicaltrials.gov NCT01295216; https://clinicaltrials.gov/ct2/show/NCT01295216

(J Med Internet Res 2020;22(4):e14595) doi:10.2196/14595

**KEYWORDS**
mHealth; low- and middle-income countries; blood pressure; body weight
Introduction

Hypertension is the most important risk factor for stroke and premature cardiovascular disease (CVD) [1,2]. Prehypertension is defined as a systolic blood pressure (SBP) of 120-139 mm Hg or a diastolic blood pressure (DBP) of 80-89 mm Hg [3]; however, the risks of coronary artery disease and stroke rise progressively as blood pressure increases above 115/75 mm Hg [4]. As a result, interventions focused on individuals with prehypertension may be of interest to address the burden of hypertension.

Worldwide, the number of individuals who own a mobile phone is increasing. Mobile health (mHealth), an ever-expanding concept, uses this growing technology in a wide range of health care applications [5]. Interventions using mHealth have the potential to shorten gaps to reach underserved populations [6], providing a more flexible platform for improving patient self-care. mHealth technology has been applied successfully to meet the treatment of infectious chronic diseases such as tuberculosis (treatment adherence, prevention, and education) [7] and HIV/AIDS (uptake of sexual health services and information) [8], and some mHealth interventions have been used to promote changes toward healthier lifestyles, thereby improving health outcomes [9-11]. However, the number of studies assessing the impact of mHealth on specific cardiovascular outcomes is more limited in low-income and middle-income settings [6,12], and although the success of these interventions is evident, the long-term impact of interventions involving mHealth technology is not.

Some interventions have been proved to be effective to change lifestyle behaviors. A systematic review found that interventions based on the Transtheoretical Model can reduce fat consumption, increase the consumption of fruit and vegetables, and increase physical activity depending upon the progression through the stages of change [13]. Similarly, a recent systematic review reported that telephone-based interventions that incorporate motivational interviewing are promising for weight loss [14]. The GISMAL (Grupo de Investigación en Salud Móvil en América Latina, in Spanish) study was a 1-year randomized controlled trial conducted in three Latin American countries (Argentina, Guatemala, and Peru) using the Transtheoretical Model and motivational interviewing.

The aim of the GISMAL study was to assess whether an mHealth intervention would improve the cardiometabolic profile (ie, reduce blood pressure levels and body weight) among individuals with prehypertension [15,16]. Although the intervention did not reduce blood pressure levels, it was associated with a reduction of body weight and improvement in some dietary habits, especially in Peru. One year may not be a sufficient period to observe changes in blood pressure levels due to a behavioral intervention or to assess whether the effects of the intervention can continue to provide benefit after it is stopped; therefore, we aimed to evaluate the long-term effects (ie, 4 years after completion of the original study) of the GISMAL mHealth intervention on blood pressure and body weight in participants recruited in Peru.

Methods

Original Intervention and Settings

The GISMAL study (NCT01295216) was performed in 2012. It was a multicenter, parallel-group, randomized controlled trial that was stratified by sex and age (30-44 years and 45-60 years). Details about the intervention have been published elsewhere [15]. In brief, randomization was stratified by country using minimization by sex and age group. The intervention lasted 12 months, followed a standardized protocol, which was implemented by trained nutritionists and comprised monthly phone calls in which the nutritionists used motivational interview techniques. Participants were contacted through their personal mobile phones, and the conversations focused on reduction of dietary sodium intake, reduction of high-fat and high-sugar food intake, increase in fruit and vegetable consumption, and promotion of physical activity. In addition, SMS text messages were sent weekly to participants to reinforce the calls [17]. The same nutritionist entered the information obtained during each call into a web-based platform to customize the weekly text messages delivered to participants in the following month. Several text messages were developed and culturally adapted to each country to guarantee understanding, adequacy of the message wording, and tone, as previously described [18].

Eligibility criteria included men and women aged 30-60 years who owned mobile phones and with SBP and DBP in the prehypertension range (between 120 and 139 mm Hg and between 80 and 89 mm Hg, respectively). People with an earlier diagnosis of diabetes or hypertension, illiterate individuals, and pregnant women were excluded.

The total sample of the original intervention was 636 people from Argentina, Guatemala, and Peru; however, the sample size of the trial was calculated separately for each country. Thus, researchers from Peru enrolled 212 individuals to ensure a change in systolic blood pressure levels of 5 mm Hg. Subjects from two different sites (Pampas de San Juan de Miraflores and Hospital Nacional Cayetano Heredia) were recruited; 107 were allocated to the intervention group and 105, to the control group. The outcomes of interest were blood pressure, body weight, diet quality, and physical activity; these were evaluated at baseline (randomization) and at 6 and 12 months later.

Follow-up Assessment

Between August and December 2017, on average, 5 years after randomization (ie, 4 years after completion of the intervention), participants enrolled in Peruvian sites were contacted to determine the long-term effects of the intervention (ie, whether the effects of the mHealth intervention were maintained over time and affected blood pressure levels as originally planned). In the time between the 1-year and 5-year assessments, the research team had no contact with the participants. As per the original study [15], where participants had moved or had changed their telephone number, family members or friends reported as next of kin in the original study were contacted to find the participants.
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Primary and Secondary Outcomes

As in the original study, in this new assessment, the primary outcomes were SBP and DBP, both measured in millimeters of mercury; in addition, hypertension incidence was included as a primary outcome. The secondary outcomes were the same as in the original study, including body weight (in kilograms), BMI (kg/square meter), physical activity (in metabolic equivalents [METs] per minute of a task per week), and diet patterns (daily intake of fruits and vegetables, high-sodium food, and of high-fat and high-sugar foods).

SBP and DBP were measured using an automatic monitor (HEM-742 INT, Omron) as in the original study. Measurements were taken in triplicate; after a 5-minute resting period, the first blood pressure measurement was taken, and the time between subsequent measurements was at least 1 minute. The average of the second and third blood pressure measurements was used for the analyses. All measurements were taken with the participant in a seated position using the same arm where the original measurement was taken.

Body weight was measured three times, following standardized techniques. We used the same digital scales (Seca 803/Omron SC-100) used in the original study and calibrated them to an accuracy of 100 g. BMI was calculated by dividing weight (kg) by height (m) squared. Primary and secondary outcomes were evaluated as numerical variables; however, hypertension incidence was evaluated by taking into account the new cases of hypertension detected since randomization.

Changes in physical activity were evaluated using the METs obtained from the short version of the International Physical Activity Questionnaire [19]. Moreover, diet patterns were evaluated using the same food frequency questionnaire used in the original study; the questions focused on the consumption of foods with high contents of sodium, simple sugars, trans fats, and saturated fats, as well as on the consumption of fruits and vegetables [20].

Other important variables were considered, including sociodemographic data (age, sex, marital status, household income, years of education, employment status, and health insurance coverage) as well as self-reported lifestyle behaviors (smoking status, alcohol intake, physical activity, and daily dietary intake). In addition, stages of change (precontemplation, contemplation, preparation, action, and maintenance) according to the Transtheoretical Model [21] were described (physical activity, intake of servings of 5 fruits and vegetables, food with harmful fats, high-sugar food and beverages, high-sodium processed foods, salt added at the table, and salt added for cooking).

Statistical Analysis

Data were analyzed using STATA 13 software (Stata Corp). The intention-to-treat principle was used to compare the intervention and control arms. Means and standard deviations for numerical continuous variables and proportions and frequencies for categorical variables were used to describe the study population enrolled in Peru at baseline.

For the incidence analysis, we excluded patients whose hypertension status could not be confirmed, including those who were lost to follow-up and who had died. Person-years of follow-up were calculated by summing the follow-up times for the remaining participants. For participants with a new diagnosis of hypertension, only half of the time between the last assessment and the previous assessment was used in this sum since the actual date of diagnosis was unknown. Incidence rates and their 95% confidence intervals were then estimated. Poisson regression models with log link functions and robust standard errors to account for cluster effects were calculated by reporting the risk ratio (RR) and 95% confidence intervals.

Differences in primary and secondary outcomes were assessed using linear mixed models, including two levels (as level 1 units and subjects as level 2 clusters). As in the original study, the a priori defined model included the interaction between the intervention and the time of follow-up as categorical variables (baseline, 6 months, 12 months, and 5 years), adjusting by sex and age to reverse the stratification during randomization. The regression model results focus on the 5-year assessment and are presented as coefficients with their respective 95% CI. A dose-response analysis was also conducted using appropriate statistical techniques but was categorized in two groups instead of the three groups in the original study: participants who received <6 (50%) and ≥6 (50%) of the scheduled motivational interviewing calls.

Ethical Aspects

As we only contacted participants from the Peruvian sites, this new assessment was approved by the Ethics Committee of the Universidad Peruana Cayetano Heredia, Lima, Peru. To ensure the autonomy of the participants, written informed consent was obtained before we assessed the participants. The data collected were kept confidential and accessed only by the researchers who performed the study.

Results

Principal Findings

In Peru, a total of 1495 participants were assessed for eligibility; finally, 212 were randomly assigned to the intervention or control arm. After the first year of the study, 193 participants were retained in the study (n=95, 49.2% in the intervention group and n=98, 50.8% in the control group); 5 years after randomization, 1 (0.5%) participant had died, and 47 (22.2%) were lost to follow-up. Therefore, data from 164 individuals were analyzed (n=80, 48.8% in the intervention group and n=84, 51.2% in the control group; Figure 1).
According to the baseline comparison, the randomization works relatively well, as the distributions of the characteristics of the study population were similar in the intervention and control groups (Multimedia Appendix 1).

**Primary and Secondary Outcomes**

In intention-to-treat analysis, the intervention did not result in changes in SBP (–2.54 mm Hg, 95% CI –8.23 to 3.15) or DBP (3.41 mm Hg, 95% CI –0.75 to 7.57) compared to controls. Among secondary outcomes, those who received the intervention had lower body weight (–5.42 kg, 95% CI –10.4 to –0.48) and BMI (–2.56 kg/m\(^2\), 95% CI: –4.46 to –0.66) compared to the control group. However, there was no evidence of effects of the intervention on physical activity levels, intake of fruits and vegetables, or intake of high-sodium food, but there were small increases in the intake of high-fat and high-sugar foods (Table 1).

The intervention reduced the risk of developing hypertension after 5 years of follow-up (RR 0.76, 95% CI 0.45-1.28); however, the estimates were not significant (Table 2).

**Table 1.** Primary and secondary outcomes at 5 years of follow-up: results from mixed linear models.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Intervention group (n=80)</th>
<th>Control group (n=84)</th>
<th>Mean difference(^b) (\hat{\beta}) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>124.0 (12.1)</td>
<td>126.6 (12.5)</td>
<td>–2.54 (–8.23 to 3.15)</td>
<td>.38</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>74.4 (8.8)</td>
<td>74.2 (9.0)</td>
<td>3.41 (–0.75 to 7.57)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Secondary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>78.0 (15.1)</td>
<td>79.8 (15.7)</td>
<td>–5.42 (–10.4 to –0.48)</td>
<td>.03</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>31.4 (5.2)</td>
<td>32.8 (5.9)</td>
<td>–2.56 (–4.46 to –0.66)</td>
<td>.008</td>
</tr>
<tr>
<td>Physical activity (METs/(\text{min per week}))</td>
<td>1077 (1641.6)</td>
<td>911 (1274.6)</td>
<td>–61.12 (–745.94 to 623.70)</td>
<td>.86</td>
</tr>
<tr>
<td>Daily intake of fruits and vegetables(^b)</td>
<td>1.62 (0.95)</td>
<td>1.65 (0.94)</td>
<td>0.05 (–0.47 to 0.56)</td>
<td>.86</td>
</tr>
<tr>
<td>Daily intake of high-sodium food(^b)</td>
<td>0.56 (0.60)</td>
<td>0.82 (0.69)</td>
<td>–0.22 (–0.55 to 0.11)</td>
<td>.20</td>
</tr>
<tr>
<td>Daily intake of high-fat and high-sugar foods(^b)</td>
<td>3.72 (1.69)</td>
<td>3.93 (1.73)</td>
<td>0.98 (0.14 to 1.82)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)METs: metabolic equivalents.
\(^b\)Mean differences were estimated using linear mixed models using information from the baseline and 6-month, 12-month, and 5-year follow-ups and were controlled by sex and age.
Table 2. Incidence of hypertension by intervention group and dose-response to intervention 5 years after randomization.

<table>
<thead>
<tr>
<th></th>
<th>New cases of hypertension during follow-up</th>
<th>Regression modela RR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=142)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>69 (70.4%)</td>
<td>29 (29.6%)</td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>Intervention</td>
<td>73 (77.7%)</td>
<td>21 (22.3%)</td>
<td>0.76 (0.45-1.28)</td>
</tr>
<tr>
<td>Dose-response analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>69 (70.4%)</td>
<td>29 (29.6%)</td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>&lt;50% (&lt;6 calls)</td>
<td>20 (66.7%)</td>
<td>10 (33.3%)</td>
<td>1.33 (0.64-2.75)</td>
</tr>
<tr>
<td>≥50% (≥6 calls)</td>
<td>53 (82.8%)</td>
<td>11 (17.2%)</td>
<td>0.55 (0.29-1.04)</td>
</tr>
</tbody>
</table>

aModels were adjusted by age and sex, as randomization was stratified for these variables.

Dose-Response Analysis

No changes in SBP (−4.05 mm Hg, 95% CI: −10.11 to 2.02) or DBP (1.48 mm Hg, 95% CI: −2.84 to 5.79; Table 3) were observed among participants receiving ≥50% of motivational calls. On the other hand, those receiving ≥50% of scheduled calls during the intervention had a 45% reduction (RR 0.55, 95% CI: 0.29-1.04) in the risk of developing hypertension 5 years after randomization; however, the estimates were not significant (Table 2).

Among secondary outcomes, participants in the intervention group who received ≥50% of calls had greater reductions in body weight (−6.23 kg, 95% CI: −11.47 to −0.99) and BMI (−2.81 kg/m², 95% CI: −4.77; −0.85); however, there were no changes in the other secondary outcomes (Table 3).

Table 3. Dose response to intervention in primary and secondary outcomes at 5-year follow-up.

<table>
<thead>
<tr>
<th></th>
<th>Mean difference (&lt;50%/&lt;6 calls)b (n=26)</th>
<th>Mean difference (≥50%/≥6 calls)b (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>0.42 (−5.89 to 6.72)</td>
<td>.90</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>7.13 (2.31 to 11.95)</td>
<td>.004</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>−3.57 (−10.47 to 3.34)</td>
<td>.31</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>−1.79 (−4.45 to 0.87)</td>
<td>.19</td>
</tr>
<tr>
<td>Physical activity (METs/minute per week)</td>
<td>−163.55 (−915.48 to 588.38)</td>
<td>.67</td>
</tr>
<tr>
<td>Daily intake of fruits and vegetablesb</td>
<td>0.25 (−0.39 to 0.89)</td>
<td>.45</td>
</tr>
<tr>
<td>Daily intake of high-sodium foodb</td>
<td>−0.05 (−0.47 to 0.37)</td>
<td>.82</td>
</tr>
<tr>
<td>Daily intake of high-fat and high-sugar foodsb</td>
<td>1.74 (0.65 to 2.83)</td>
<td>.002</td>
</tr>
</tbody>
</table>

aMETs: metabolic equivalents.
bMean differences were estimated using linear mixed models using information from the baseline, 6-month, 12-month, and 5-year follow-ups and were controlled by sex and age.

Discussion

Main Findings

Although no significant changes were observed in blood pressure levels 4 years after the original intervention was completed, our findings demonstrate important reductions in body weight and BMI. Moreover, participants who received ≥50% of motivational calls during the 1-year intervention potentially benefited most because greater reductions of body weight and BMI were observed; this may have further impact on hypertension incidence, as suggested by the risk estimates. Notably, none of the changes found in the behavioral factors could explain the reductions in body weight and BMI.

Comparison With Previous Studies

To our knowledge, this is one of the first randomized controlled trials assessing the long-term effects of an mHealth intervention created to promote healthy lifestyle behaviors among subjects at high risk of CVD (ie, with prehypertension) in Latin America. Two relatively recent systematic reviews highlighted the limited number of mHealth interventions in resource-constrained settings, especially from the prevention perspective [6,12].
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Among existing studies, Green et al. [22] demonstrated that web-delivered pharmacy team care resulted in greater reduction in SBP and improved blood pressure 6-18 months after completion of the interventions. Similarly, Margolis et al. [23] showed that intensive intervention based on blood pressure telemonitoring with pharmacist management had sustained effects for up to 24 months (12 months after the intervention ended). Therefore, our study expands on current data by suggesting that mHealth intervention has a sustained effect on body weight 4 years after the intervention ended. On the other hand, Appel et al. [24] reported a reduction of 4.6 kg among obese individuals receiving remote support (ie, telephone, website, and email) compared to a control group after 24 months of follow-up; however, no impact on CVD events or all-cause mortality was observed. On the other hand, Rubinstein et al. [15] reported no change in blood pressure levels after 12 months of intervention in prehypertensive individuals, but participants in the intervention group had modest reductions in body weight and BMI and reported lower intake of high-fat and high-sugar foods. Recently, a meditation smartphone app appeared to decrease SBP in a 6-month dose-response feasibility trial; however, the adherence to this intervention declined over time [25].

The utility of mobile phone text messages has been reported mainly to support hypertension treatment and management, especially as reminders [26,27]. For example, Bobrow et al. [26], using SMS text messages with hypertensive individuals, reported a small reduction in SBP compared to usual care after 12 months of intervention. Similarly, Hacking et al. [27] reported that text messages only improved self-reported behavior changes. However, limited literature has assessed the long-term impact of mHealth interventions on the cardiometabolic profiles of prehypertensive individuals.

The GISMAL intervention had a marked long-term impact on body weight and BMI. Previous results of the original study at the Peruvian site showed reductions of 1.24 kg in body weight and 0.53 kg/m² in BMI among those in the intervention arm after 1 year of follow-up (Multimedia Appendix 2) [15]. These new results show that 4 years after the completion of the original study, both body weight and BMI are much lower among individuals who received the intervention than in those who did not. Thus, this 1-year intervention not only helped sustain previous weight loss but also helped ensure a greater weight reduction over time. Surprisingly, despite the clear reductions in weight and BMI at long-term follow-up, there was weak evidence of changes in blood pressure levels. The sample size of the original trial was calculated to detect a difference of 5 mm Hg in each country, and some decreases in SBP and hypertension incidence, especially among those receiving higher doses of the intervention, were noted.

On the other hand, there were no differences among evaluated behavioral factors. These findings suggest that the tools and questionnaires used during the evaluation were not accurate enough to assess selected lifestyles or that the intervention led to changes in unmeasured behaviors that were maintained beyond the period of the study intervention. Other studies have reported similar impacts of mHealth on bodyweight and BMI, but most of them were in the short term [28,29]. Therefore, our results support the fact that a short mHealth intervention comprising motivational interviewing calls and weekly text messages helps participants retain healthy habits and may help them maintain long-term effects.

Relevance to Public Health
Recently, the American Heart Association and the American College of Cardiology included individuals with prehypertension as having hypertension stage 1 (SBP=130-139 mm Hg or DBP=80-89 mm Hg) and proposed that these individuals need appropriate management [30]. However, although people with prehypertension are at a high risk of developing CVD, they do not receive treatment in resource-constrained settings. This highlights the need for prevention strategies to avoid further complications.

mHealth appears to be a promising way to reduce the risk of these individuals because participants in our intervention group only received monthly health counselling and weekly text messages for 12 months. Regular communication between patients and clinics or health posts may improve adherence to healthy behaviors, which in turn can prevent the onset of CVD later on and contribute to other positive health outcomes [31,32]. In addition, the effects of our intervention could have been greater if booster appointments were utilized, thus extending the behavior changes.

The perceived benefits of this mHealth intervention must outweigh the effort of receiving calls and text messages because self-management is an ongoing process that requires significant iteration. The introduction of apps to support calls and text messages even after the intervention period can help produce sustainable outcomes. However, evidence has demonstrated that in interventions based only on technology, when people are left alone with mobile self-help apps, participants are less adherent [33,34] and less motivated to engage in the proposed program than participants who are accompanied by health staff or coaches or who have other types of face-to-face interaction as part of the intervention [35]. The reductions in mean body weight and BMI indicate possible long-term success of the intervention, with a possible impact on hypertension; hence, this intervention can potentially be implemented to ensure prevention of CVD.

Limitations
Some limitations must be highlighted. First, this study included only data from participants in Peruvian settings, although the original intervention was conducted in three countries (Argentina, Guatemala, and Peru). However, the effects of the intervention were especially important in Peru, as shown by the 12-month results [15], and the sample size of the trial was calculated separately for each country. Second, the rate of attrition was over 20% after 5 years; thus, some bias may arise in the results. Despite this, the intention-to-treat principle was used in all the analyses. Third, the original intervention was based on the Transtheoretical Model, which is mainly used for smoking cessation [36,37]. Although recent literature shows the use of this model in other interventions [13], the intervention was adapted to be applied for cardiovascular prevention in...
resource-constrained settings. Fourth, we did not assess differential exposition to other preventive interventions since study randomization. However, as the participants did not have hypertension or any other noncommunicable condition, the effects of this limitation may be negligible. Finally, recall and desirability bias may be present at the moment of evaluation, as is usual in these types of studies. However, validated scales and standardized procedures were used to reduce these biases as in the original study.

Conclusion

A 1-year mHealth intervention comprising motivational interview calls and text messages appears to have long-term effects on health 4 years after intervention completion. Although we detected no effects on blood pressure levels, important reductions of body weight and BMI were observed. Individuals receiving ≥50% of calls had greater reductions in body weight and BMI, and a potential effect on hypertension incidence was observed. Thus, mHealth appears to be a promising preventive strategy for noncommunicable diseases in resource-constrained settings.
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Abstract

Background: The application of telemedicine in home pulmonary rehabilitation interventions for the management of patients with chronic obstructive pulmonary disease (COPD) has achieved promising results.

Objective: This study aimed to develop a WeChat official account (Pulmonary Internet Explorer Rehabilitation [PeR]) based on social media. It further evaluated the effect of PeR on the quality of life, symptoms, and exercise self-efficacy of patients with COPD.

Methods: The functional modules of PeR were developed by a multidisciplinary team according to the electronic health–enhanced chronic care model (eCCM) components. A total of 106 patients were randomly selected (53 in the PeR group and 53 in the outpatient face-to-face group [FtF]). Pulmonary rehabilitation intervention was conducted for 3 months, and the outcome was observed for 3 months. The primary outcome was patient quality of life measured with the COPD assessment test (CAT). The secondary outcomes were evaluated using the modified Medical Research Council scale (mMRC), exercise self-regulatory efficacy scale (Ex-SRES), and St George’s Respiratory Questionnaire (SGRQ).

Results: The intention-to-treat analysis was used in the study. A total of 94 participants completed the 6-month pulmonary rehabilitation program. No statistically significant differences were observed in CAT (F₁,₃ = 7.78, P = .001), Ex-SRES (F₁,₃ = 21.91, P < .001), and mMRC scores (F₁,₃ = 29.64, P < .001) between the two groups with the variation in time tendency. The Ex-SRES score had a significant effect on the CAT score (P = .03). The partial regression coefficient of Ex-SRES to CAT was 0.81, and Exp (B) was 2.24.

Conclusions: The telemedicine technology was effective using the eCCM combined with a behavioral intervention strategy centering on self-efficacy. Pulmonary rehabilitation at home through PeR and FtF could improve the sense of self-efficacy and quality of life and alleviate symptoms in patients with COPD.

Trial Registration: Chinese Clinical Trial Registry ChiCTR1900022770; https://tinyurl.com/tmmypq3
Introduction

Chronic obstructive pulmonary disease (COPD) is a chronic and progressive respiratory disease [1]. In 2020, COPD is expected to become the third leading cause of death [2] and the fifth leading economic burden of disease [3]. Pulmonary rehabilitation is an important component of COPD treatment and management [4]. "Pulmonary rehabilitation is a comprehensive intervention based on a thorough patient assessment, followed by patient-tailored therapies that include, but are not limited to, exercise training, education, and behavioral change designed to improve the physical and psychological conditions of people with chronic respiratory disease and promote the long-term adherence to health-enhancing behaviors" [5]. Pulmonary rehabilitation could alleviate symptoms, enhance activity tolerance, improve quality of life, and reduce the burden of medical and health service system [6]. Despite the acknowledged benefits, participation and completion of pulmonary rehabilitation training have not lived up to expectations [7]. The standard duration of pulmonary rehabilitation training at home is 8 to 12 weeks. Patients needed long-term maintenance training to ensure the effect of pulmonary rehabilitation [4]. In the United Kingdom, less than 1.5% of patients with COPD receive pulmonary rehabilitation each year [8]. A clinical research showed that only 42% of patients with COPD successfully accomplished pulmonary rehabilitation training [7]. According to the American Thoracic Association and the European Respiratory Association, pulmonary rehabilitation has many limitations, such as insufficient resources for pulmonary rehabilitation, low proportion of medical insurance distribution, and lack of professional health care providers [9]. In addition, other elements (eg, transport, mobility of population, distance, and training location) also make patients with COPD incapable of requesting, participating, and persisting in pulmonary rehabilitation training [10].

Telemedicine service mode can be described as the use of electronic information and communication technology by professional health care providers to provide and support health care to patients in case of long distances [11]. The implementation of pulmonary rehabilitation through remote technology can not only reduce the medical service demand and expenses of patients with COPD but also improve the accessibility of service projects, solve the difficulty of transportation and distance during training, and expand the programs to remote areas [12]. Moreover, in response to the low adherence rate of patient pulmonary rehabilitation training, researchers intended to modify the treatment of chronic respiratory diseases by developing behavioral change interventions [13]. The systematic review by McCullough et al [13] included 46 studies; 19 of them applied 12 different behavioral change theories, among which self-efficacy theory and social cognition theory were used in several studies. Notably, few studies combined behavioral intervention strategies with remote technologies in COPD. Lorig et al [14] implemented internet-based chronic disease self-management projects in 958 patients with chronic diseases that included password protection, interactive network teaching, and health education. The content of health education included personalized sports design, cognitive symptom management, negative emotion management, drug overview, physician-patient communication, and healthy diet. The results showed that providing self-management support through the internet could effectively improve the health status of patients, and it was a feasible choice to replace face-to-face self-management [14].

The advantage of interventions based on theoretical models has been confirmed by researchers [15]. Theoretical models can help researchers conduct clinical research better by observing the relationship between telemedicine content, behavioral mechanisms, and expected outcomes from a holistic perspective [16]. The electronic health–enhanced chronic care model (eCCM) is a theoretical model of telemedicine intervention proposed by Gee and colleagues [17] based on the CCM (chronic care model). The CCM is currently considered the best comprehensive evidence for chronic disease prevention and management interventions [18]. The eCCM is the innovation of CCM and electronic health (eHealth) [17]. No transformation study about the eCCM or other theory based on the eCCM has been published to date.

This study aimed to construct functional modules of Pulmonary Internet Explorer Rehabilitation (PeR, mobile technology, a free social media WeChat official account) according to the features of eCCM components. Meanwhile, behavioral intervention strategies centered on self-efficacy were included to evaluate the effect of PeR’s application. It was hypothesized that PeR could relieve symptoms in patients with COPD and improve their self-efficacy and quality of life.

Methods

Study Design

This study was a 6-month randomized controlled trial in which standardized pulmonary rehabilitation intervention lasted for 3 months, and the rehabilitation observation period was 3 months. The research assistant generated the random number sequence using a random assignment sequence table. Patients were randomly divided into intervention and control groups according to the ratio of 1:1. The intervention group received PeR management on the basis of evaluation, including respiratory training, sports training, diet guidance, medication knowledge, and so forth. Patients reported their training records at least once a week. The control group received the same content as the intervention group during an outpatient face-to-face (FiF) intervention. Patients reported their pulmonary rehabilitation
training records by mobile phone. The data of patients were collected by research assistants (those who did not know about the grouping) at baseline and in the third and sixth months. The study passed the ethical review of Wuxi Medical College of Jiangnan University (JNU20190318IRB61) and was registered with the Chinese Clinical Trial registry [ChiCTR1900022770]. The Consolidated Standards of Reporting Trials (CONSORT) checklist is in Multimedia Appendix 1.

Reruitment Processes
From October 1, 2018, to October 7, 2019, patients were recruited from the communities in Wuxi through leaflets, posters, and face-to-face communication. The pulmonary rehabilitation intervention was carried out. The inclusion criteria were aged 60 years and older, confirmed diagnosis of COPD according to the diagnosis and treatment guidelines for chronic obstructive pulmonary disease [19], forced expiratory volume in 1 second (FEV1)/forced vital capacity (FVC) ratio of <0.7, FEV1<80% predicted, and use of WeChat for effective communication. The exclusion criteria included patients with mental disorders, cognitive disorders, and limb dysfunction; patients with unstable heart disease or arrhythmia requiring drug intervention; patients with a history of myocardial infarction or cerebral infarction in the previous year; patients too weak to perform the muscle strength test; patients with hypertension that could not be controlled with drugs; and patients with a history of syncope after exercise. Patients who met the criteria signed the informed consent form. The baseline data measurement was organized by community doctors, nurses, and research assistants, including sex, age, education level, disease severity, and other demographic and sociological information. The St George’s Respiratory Questionnaire (SGRQ), COPD assessment test (CAT), the modified Medical Research Council scale (mMRC), and exercise self-regulatory efficacy scale (Ex-SRES) assessments were completed.

Development of the Pulmonary Rehabilitation Intervention Program
Before the intervention, respiratory experts, clinicians, rehabilitation practitioners, nurses, research assistants, software engineers, user interface designers, and patients with COPD formed a multidisciplinary team. The team discussed and developed the pulmonary rehabilitation intervention program. The core part of the intervention program included respiratory training, diet guidance, medication knowledge, and exercise training. The implementation of the intervention program was divided into two types: PeR and outpatient FtF intervention. Respiratory training included lip contraction breathing and abdominal breathing. Diet guidance was to make a diet plan according to the standard weight, physical labor intensity, intake proportion of three major nutrients (proteins, carbohydrates, and lipids), and diet preference of patients. Medication knowledge was health education of routine drug use. Exercise training included upper extremity training, lower extremity training, and balance training. The intensity of exercise training was determined and adjusted according to patients’ target heart rate and the score of conscious exertion. The target heart rate was calculated using the Karvonen formula, conscious exertion was calculated using level 13 on the rate of perceived exertion, and patients’ slight fatigue was the best exertion. Training frequency was no less than 3 times a week, and training time was 20 to 30 minutes each time. Patients chose their own time of home-based pulmonary rehabilitation training. Within 3 months of pulmonary rehabilitation intervention, patients in the PeR group reported pulmonary rehabilitation training at least once a week through PeR, and patients in the traditional FtF group reported once a week by telephone. The program was adjusted according to patient reports of home-based pulmonary rehabilitation training. Patients in both groups were not required to report their condition for 3 months during the rehabilitation observation period.

Development of the Pulmonary Internet Explorer Rehabilitation App
The focus group method was applied in this study. The multidisciplinary team developed the functional modules of PeR according to eCCM components and the corresponding characteristics. The mapping table of PeR function module is shown in Table 1. PeR is a WeChat official account for patients with stable COPD. It uses the internet, mobile phones, computers, and WeChat to achieve community pulmonary rehabilitation for patients with COPD. The PeR includes two ports: the computer end and the WeChat end. The computer end is operated and managed by health professionals. Patients with COPD can see the functional modules of PeR on the WeChat terminal (Figure 1). The purpose of developing PeR was to allow more patients with COPD to receive pulmonary rehabilitation using free social media and help primary health institutions lacking rehabilitation resources realize the economic intervention and management of COPD pulmonary rehabilitation with the help of WeChat. PeR protects the privacy and data security of patients through access control and permission control, patient data transmission and anonymity, redundant storage, and data backup. PeR has obtained the computer software copyright registration certificate (Multimedia Appendix 2), and the intellectual property is protected by the State Copyright Administration of the People’s Republic of China. A screenshot of the English version of the app is shown in Multimedia Appendix 3.
Table 1. Mapping table of the Pulmonary Internet Explorer Rehabilitation function module.

<table>
<thead>
<tr>
<th>Components of the eCCMa</th>
<th>Characteristic</th>
<th>PeRb function module</th>
</tr>
</thead>
<tbody>
<tr>
<td>eCommunity</td>
<td>Participation, active, self-management</td>
<td>PeR moments</td>
</tr>
<tr>
<td>Communication and the addition of the complete feedback loop</td>
<td>Communication, complete feedback</td>
<td>Appointment for medical treatment</td>
</tr>
<tr>
<td></td>
<td>Control over the timing</td>
<td>Medical guidance</td>
</tr>
<tr>
<td>Clinical information systems enhancements</td>
<td>Register</td>
<td>Register log-in</td>
</tr>
<tr>
<td></td>
<td>Database</td>
<td>Rehabilitation effect database</td>
</tr>
<tr>
<td></td>
<td>Support access</td>
<td>Self-report database</td>
</tr>
<tr>
<td>Self-management support enhancements</td>
<td>Education (information)</td>
<td>Respiratory training</td>
</tr>
<tr>
<td></td>
<td>Behavior support (an aid to behavioral change)</td>
<td>Diet guidance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medication knowledge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exercise training</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integral mall</td>
</tr>
<tr>
<td>Add self-efficacy resource component</td>
<td>Mastery experience</td>
<td>Respiratory training</td>
</tr>
<tr>
<td></td>
<td>Alternative experience</td>
<td>Diet guidance</td>
</tr>
<tr>
<td></td>
<td>Verbal persuasion</td>
<td>Medication knowledge</td>
</tr>
<tr>
<td></td>
<td>Physiological and emotional state</td>
<td>Exercise training</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integral mall</td>
</tr>
</tbody>
</table>

a eCCM: electronic health–enhanced chronic care model.  
b PeR: Pulmonary Internet Explorer Rehabilitation.

Figure 1. Functional modules of Pulmonary Internet Explorer Rehabilitation on the WeChat terminal.

Pulmonary Internet Explorer Rehabilitation App Moments
The implementation process on WeChat Moments was designed according to the four resources of self-efficacy theory (mastery experience, verbal persuasion, physiological and emotional state, and alternative experience). In PeR Moments, patients with COPD can upload their rehabilitation training pictures or speeches. Other patients and health professionals can interact...
with them by commenting or giving thumbs up, thus promoting not only peer support between patients but also communication between doctors and patients. Moreover, an incentive system was designed to encourage patients with COPD in their participation. To illustrate, patients obtained scores by posting PeR Moments, after which they could exchange prizes by accumulating scores to a certain amount. Meanwhile, the standardized pulmonary rehabilitation training patients shared with the PeR Moment was set as an example to encourage remaining patients to persist in training.

Appointment for Medical Treatment and Medical Guidance

Patient baseline situations were measured by health care personnel in community health centers, while professionals (medical personnel in the multidisciplinary team) developed the pulmonary rehabilitation program. After that, pulmonary rehabilitation training of patients with COPD was initiated and managed by professionals through PeR. Patients could get the electronic pulmonary rehabilitation prescription in the medical guidance module and contact nursing members online in the same module if the training program needed to be adjusted. When the disease worsened, patients could communicate with nursing members after making an appointment. Nursing members recommended appropriate professionals for further treatment according to their condition.

Register Log-in, Rehabilitation Effect Database, and Self-Report Database

PeR included a registration center, rehabilitation effect database, and self-report database. The rehabilitation effect database was uploaded by a research assistant through a computer at baseline and after 3 and 6 months of testing. The self-report database was completed and uploaded by patients themselves on the WeChat end. Two community nurses were assigned by the community hospital to manage all patient data. Patients could browse and obtain all personal data in the database on the WeChat end.

Respiratory Training, Diet Guidance, Medication Knowledge, Exercise Training, and Integral Mall

The audio and graphic versions of the modules on respiratory training, diet guidance, medication knowledge, and exercise training function were designed by a multidisciplinary team. Patients could choose different forms according to their own preferences. An integral mall was designed to encourage patients to generate network behavior so as to strengthen the function of the PeR Moments. Supervision of rehabilitation training behavior was increased to promote the maintenance of rehabilitation training behavior.

Pulmonary Rehabilitation Intervention

Intervention Process of the Pulmonary Rehabilitation Group

Before the start of pulmonary rehabilitation intervention, patients first received face-to-face training from medical and health care professionals. The training contents included how to obtain, understand, and apply the intervention program of pulmonary rehabilitation through PeR; how to complete self-report through PeR; how to share their own pulmonary rehabilitation training; and how to communicate and interact with peer patients and health care professionals through PeR. At the same time, patients received online training manuals. At the beginning, patients registered and logged on to PeR. Health care professionals evaluated patients, entered electronic pulmonary rehabilitation prescriptions, and distributed training aids such as resistance bands. Patients could view their electronic pulmonary rehabilitation prescription in the medical guidance module and the evaluation report in the rehabilitation effect database. Patients completed the home-based pulmonary rehabilitation training, completed the self-assessment report, and uploaded their training records in Moments. Health care professionals guided patients by reviewing the uploaded content. In the case of acute exacerbation of a patient’s condition during this period, one could get in touch with health care professionals through the module of guidance and appointment for medical treatment, who would arrange the medical treatment schedule immediately. During the whole process of pulmonary rehabilitation intervention, patients could earn gifts in the integral mall using their own points and receive them in the third and sixth months of retest evaluation. The patient log-in process in the interface is shown in Figure 2.

Figure 2. Patient log-in process.
**Intervention Process of the Face-to-Face Group in the Outpatient Department**

Without using WeChat, the FtF group in the outpatient department received the same intervention as the PeR group, with the same pulmonary rehabilitation training equipment. According to the different training objectives, patients in the intervention and control groups all obtained one elastic band, and the elastic grade of the elastic band was consistent with the training objectives.

**Follow-Up Process**

The primary and secondary evaluation indexes were collected at baseline and in the third and sixth months. Patients in the intervention and control groups were tested separately face to face in the community hospital. Three days before the restest of each stage, the nurses in the community hospital informed patients to participate in the restest. Patients in the intervention group received an appointment reminder through Per, and patients in the control group were informed by mobile phone. Patients reserved the right to withdraw from the study at any time during the study period.

**Demographic and Sociological Information**

The demographic and sociological information of patients in the intervention and control groups, including age, sex, education level, disease severity, and body mass index (BMI), were collected. A baseline comparison was then made.

**Main Evaluation**

CAT is a simple and easy-to-use health assessment tool for clinical practice to help patients and clinicians evaluate the symptoms and effects of diseases in a quantitative manner and to promote communication between patients and doctors. It includes 8 items in total. Each item evaluates a state, such as cough, expectoration, chest distress, energy, and so forth. Based on the state described by each item, the score range is from the best (score 0) to the worst (score 5). The total CAT score is the sum of the scores of all items. The higher the total score, the worse the patient’s health [20].

**Secondary Evaluation**

SGRQ can be used as an important tool to evaluate the symptoms, pulmonary function, general well-being, and quality of life of patients with COPD and the effectiveness of medical services [21-23]. The scale contains 50 items, which are divided into 3 dimensions: symptom, activity, and influence. The score of the scale is from 0 to 100, which is calculated by a certain weight between the three subscales and the total scale. The higher the score, the worse the health status of patients with COPD. A score of 0 indicates that the disease caused no damage to a patient, and a score of 100 indicates maximum damage [20].

Ex-SRES was developed based on motor disorders to evaluate exercise self-efficacy [24]. Ex-SRES has 16 items reflecting patient confidence to continue to exercise under the conditions of bad weather, pain, exercise alone, busy, no support from others, lack of oxygen, vacation, fatigue, and no desire to exercise. Each item is measured with 1 to 10 points; 1 point means no self-confidence and 10 points mean very high self-confidence. The higher the score, the higher the confidence to keep exercising [24]. Ex-SRES is a single-factor structure with good internal consistency; the Cronbach coefficient is 0.917 [24]. Studies showed that Ex-SRES positively influenced adherence to regular exercise in patients with COPD [25]. mMRC is a questionnaire with 5 dimensions that provides a measurement method for perceived dyspnea. It is divided into 0 to 4 points: 0 points means do not feel dyspnea generally except for strenuous exercise; 1 point means short of breath when fast-walking on flat ground or when going uphill; 2 points means walking on flat ground slower than peers due to shortness of breath or having to stop walking to catch one’s breath; 3 points means shortness of breath when walking on level ground for 100 meters or several minutes; and 4 points means inability to leave the room due to shortness of breath. The higher the score of the scale, the more severe the dyspnea [26].

**Sample Size**

The minimal clinically important difference in CAT score was 0.5 points. Previous studies showed that it could be improved by 2 points [19], and the estimated standard deviation was 4 points. With the test level of 0.05 on both sides and 80% test efficacy, the sample size estimation method was used for each group’s measurement data. When the sample number of each group was equal, at least 31 cases were needed in each group. According to the estimation of 15% dropout rate in the study, at least 38 cases were needed in each group, and at least 76 cases were included in the sample size. The final sample size was 106.

**Data Analysis**

The intention-to-treat analysis was used in the study. The missing values of lost subjects used the last observation carried forward for analyzing. SPSS Statistics version 20.0 (IBM Corp) was used for data analysis, with the statistical significance set at $P<.05$. Sex, course of disease, education level, smoking status, and disease classification were analyzed using chi square tests. Age and BMI were analyzed by independent samples $t$ tests. The changes in CAT, Ex-SRES, and mMRC scores in different intervention time periods (0, 3, and 6 months) were studied using the repeated measures analyses of variance. The paired samples $t$ test was used to analyze the SGRQ at baseline and 6 months after the intervention. The effect comparison between the two groups in the sixth month used the difference between before and after the intervention for independent samples $t$ test analysis. The intervention methods, intervention time, self-efficacy, and interaction among the aforementioned factors were analyzed using the regression modeling of the generalized estimating equation (GEE) of autocorrelation work structure to explore the significance of these factors in improving the quality of life of patients.

**Results**

**Process of Recruitment and Research**

The recruitment of patients with COPD started on October 1, 2018, and the process of follow-up was completed by October 7, 2019. Figure 3 shows the CONSORT flowchart of this study, which describes in detail the process of recruiting patients.
implementation of structured intervention program, observation effect, and loss to follow-up. During the study, 12 patients dropped out, and the dropout rate was 11.3%. In the PeR group, 6 patients dropped out, including 3 patients who felt that rehabilitation was of no use and dropped out immediately, 1 patient who got worse, and 2 who moved to other places. In the FtF group, 6 patients dropped out, including 2 patients who moved to other places, 2 patients who got worse, and 2 patients who felt rehabilitation was of no use.

**Figure 3.** Consolidated Standards of Reporting Trials flowchart.

---

**Basic Demographic Characteristics and Measurements**

No statistically significant difference was observed in socioeconomic information and measurement at baseline ($P>.05$; Table 2).

**Main Evaluation Indexes**

CAT was used to evaluate the health status of patients. A tendency to change in the CAT score was observed within 6 months ($P=.001$). The change trend of the CAT score over time is shown in Figure 4. No difference was found between the two groups ($P=.53$), and no interaction was observed between time and groups ($P=.98$). The results are shown in Table 3. The CAT score in the two groups changed from baseline to the third month, from the third month to the sixth month, and from baseline to the sixth month ($P=.002$, $P=.70$, and $P=.001$, respectively; Table 4).
Table 2. Basic demographic characteristics and measurements of the two groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PeR² group, (n=53)</th>
<th>FtF² group, (n=53)</th>
<th>Total, (n=106)</th>
<th>$\chi^2$ (df)</th>
<th>t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.06 (1)</td>
<td>—</td>
<td>.50</td>
</tr>
<tr>
<td>Male</td>
<td>44 (83)</td>
<td>43 (81)</td>
<td>87 (82)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>9 (17)</td>
<td>10 (19)</td>
<td>19 (18)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>70.92 (6.38)</td>
<td>71.83 (7.60)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>22.21 (3.52)</td>
<td>21.27 (2.36)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.62 (90.84) .11</td>
</tr>
<tr>
<td>Disease duration, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.05 (1)</td>
<td>—</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>&lt;10 years</td>
<td>16 (30)</td>
<td>15 (28)</td>
<td>31 (29)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≥10 years</td>
<td>37 (70)</td>
<td>38 (72)</td>
<td>75 (71)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Education status, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.58 (3)</td>
<td>—</td>
<td>.31</td>
</tr>
<tr>
<td>Primary school</td>
<td>12 (23)</td>
<td>13 (25)</td>
<td>25 (24)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Middle school</td>
<td>15 (28)</td>
<td>22 (42)</td>
<td>37 (35)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>High school</td>
<td>17 (32)</td>
<td>14 (26)</td>
<td>31 (29)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Higher school</td>
<td>9 (17)</td>
<td>4 (8)</td>
<td>13 (12)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.00 (2)</td>
<td>—</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>No</td>
<td>12 (23)</td>
<td>12 (23)</td>
<td>24 (23)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Exsmoker</td>
<td>35 (66)</td>
<td>35 (66)</td>
<td>70 (66)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Current smoker</td>
<td>6 (11)</td>
<td>6 (11)</td>
<td>12 (11)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Disease classificationd, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6.69 (3)</td>
<td>—</td>
<td>.08</td>
</tr>
<tr>
<td>GOLD II</td>
<td>27 (50.9)</td>
<td>20 (38)</td>
<td>47 (44)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>GOLD III</td>
<td>15 (28.3)</td>
<td>27 (51)</td>
<td>42 (40)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>GOLD IV</td>
<td>11 (21)</td>
<td>6 (11)</td>
<td>17 (16)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Measurements, mean (SD)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CATe</td>
<td>21.79 (6.85)</td>
<td>22.55 (6.48)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.58 (104) .56</td>
</tr>
<tr>
<td>Ex-SRESf</td>
<td>72.25 (38.38)</td>
<td>71.48 (40.76)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.10 (104) .92</td>
</tr>
<tr>
<td>mMRCg</td>
<td>2.79 (0.66)</td>
<td>2.75 (0.71)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.28 (104) .78</td>
</tr>
<tr>
<td>SGRQ-S²h</td>
<td>53.02 (19.90)</td>
<td>51.12 (18.63)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.51 (104) .61</td>
</tr>
<tr>
<td>SGRQ-A²i</td>
<td>56.44 (23.96)</td>
<td>56.87 (22.47)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.09 (104) .93</td>
</tr>
<tr>
<td>SGRQ-I²j</td>
<td>45.82 (24.27)</td>
<td>44.92 (18.69)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.22 (104) .83</td>
</tr>
<tr>
<td>SGRQ-T²k</td>
<td>50.24 (20.95)</td>
<td>49.57 (17.52)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.18 (104) .86</td>
</tr>
</tbody>
</table>

aPeR: Pulmonary Internet Explorer Rehabilitation.
bFtF: face to face.
cBMI: body mass index.
dGOLD: Global Initiative for Chronic Obstructive Lung Disease; GOLD II: FEV1/FVC<70%, 50%≤FEV1<80%; GOLD III: FEV1/FVC<70%, 30%≤FEV1<50%; GOLD IV: FEV1/FVC<70%, FEV1<30%.
eCAT: chronic obstructive pulmonary disease assessment test.
fEx-SRES: exercise self-regulatory efficacy scale.
gmMRC: modified Medical Research Council scale.
hSGRQ-S: St George’s Respiratory Questionnaire–System.
iSGRQ-A: St George’s Respiratory Questionnaire–Activity.
jSGRQ-I: St George’s Respiratory Questionnaire–Influence.
kSGRQ-T: St George’s Respiratory Questionnaire–Total.
Figure 4. Chronic obstructive pulmonary disease assessment test score and its change over time.

Table 3. Variation tendency of chronic obstructive pulmonary disease assessment test, exercise self-regulatory efficacy scale, and modified Medical Research Council scale scores in the two groups.

<table>
<thead>
<tr>
<th>Item and group</th>
<th>CAT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Ex-SRES&lt;sup&gt;b&lt;/sup&gt;</th>
<th>mMRC&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_{1,3}$</td>
<td>$P$ value</td>
<td>$F_{1,3}$</td>
</tr>
<tr>
<td>Time</td>
<td>7.78</td>
<td>.001</td>
<td>21.91</td>
</tr>
<tr>
<td>Group</td>
<td>0.39</td>
<td>.53</td>
<td>0.23</td>
</tr>
<tr>
<td>Time x group</td>
<td>0.02</td>
<td>.98</td>
<td>2.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>CAT: chronic obstructive pulmonary disease assessment test.

<sup>b</sup>Ex-SRES: exercise self-regulatory efficacy scale.

<sup>c</sup>mMRC: modified Medical Research Council scale.
Table 4. Comparison of chronic obstructive pulmonary disease assessment test, exercise self-regulatory efficacy scale, modified Medical Research Council scale, and St George’s Respiratory Questionnaire scores between the two groups before and after intervention.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Baseline</th>
<th>After intervention (3 months)</th>
<th>After intervention (6 months)</th>
<th>$F_{1,3}^a$/$F_{2}^b$ (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CAT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>21.79 (6.85)</td>
<td>20.98 (6.99)</td>
<td>20.85 (7.11)</td>
<td>3.70 (.02)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>22.55 (6.48)</td>
<td>21.75 (6.25)</td>
<td>21.70 (6.69)</td>
<td>4.17 (.02)</td>
</tr>
<tr>
<td>$F_{1}$ (P value)</td>
<td>10.14 (.002)</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$F_{2}$ (P value)</td>
<td>—</td>
<td>0.15 (.70)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$F_{3}$ (P value)</td>
<td>—</td>
<td></td>
<td>12.80 (.001)</td>
<td></td>
</tr>
<tr>
<td><strong>Ex-SRES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>72.25 (38.38)</td>
<td>85.36 (33.18)</td>
<td>80.53 (37.72)</td>
<td>17.22 (&lt;.001)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>71.48 (40.76)</td>
<td>78.49 (33.94)</td>
<td>78.25 (35.40)</td>
<td>6.47 (.008)</td>
</tr>
<tr>
<td>$F_{1}$ (P value)</td>
<td>54.10 (&lt;.001)</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$F_{2}$ (P value)</td>
<td>—</td>
<td>3.99 (.05)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$F_{3}$ (P value)</td>
<td>—</td>
<td>—</td>
<td>14.12 (&lt;.001)</td>
<td></td>
</tr>
<tr>
<td><strong>mMRC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>2.79 (0.66)</td>
<td>2.51 (0.72)</td>
<td>2.40 (0.79)</td>
<td>14.73 (&lt;.001)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>2.75 (0.70)</td>
<td>2.58 (0.69)</td>
<td>2.36 (0.71)</td>
<td>15.77 (&lt;.001)</td>
</tr>
<tr>
<td>$F_{1}$ (P value)</td>
<td>21.54 (&lt;.001)</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$F_{2}$ (P value)</td>
<td>—</td>
<td>14.06 (&lt;.001)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$F_{3}$ (P value)</td>
<td>—</td>
<td>—</td>
<td>43.97 (&lt;.001)</td>
<td></td>
</tr>
<tr>
<td><strong>SGRQ-S</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>53.02 (19.90)</td>
<td>—</td>
<td>43.59 (23.63)</td>
<td>3.59 (.001)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>51.12 (18.63)</td>
<td>—</td>
<td>45.33 (22.25)</td>
<td>2.89 (.006)</td>
</tr>
<tr>
<td>$t$ value (P value)</td>
<td>—</td>
<td>—</td>
<td>−1.10 (.27)</td>
<td></td>
</tr>
<tr>
<td><strong>SGRQ-A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>56.44 (23.96)</td>
<td>—</td>
<td>48.74 (24.28)</td>
<td>3.01 (.004)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>56.87 (22.47)</td>
<td>—</td>
<td>53.46 (23.06)</td>
<td>2.89 (.006)</td>
</tr>
<tr>
<td>$t$ value (P value)</td>
<td>—</td>
<td>—</td>
<td>−1.53 (.13)</td>
<td></td>
</tr>
<tr>
<td><strong>SGRQ-I</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>45.83 (24.27)</td>
<td>—</td>
<td>33.27 (22.86)</td>
<td>3.89 (&lt;.001)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>44.92 (18.69)</td>
<td>—</td>
<td>38.63 (21.88)</td>
<td>3.65 (.001)</td>
</tr>
<tr>
<td>$t$ value (P value)</td>
<td>—</td>
<td>—</td>
<td>−1.71 (.09)</td>
<td></td>
</tr>
<tr>
<td><strong>SGRQ-T</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeR group, mean (SD)</td>
<td>50.24 (20.95)</td>
<td>—</td>
<td>39.66 (20.92)</td>
<td>4.06 (&lt;.001)</td>
</tr>
<tr>
<td>FtF group, mean (SD)</td>
<td>49.57 (17.52)</td>
<td>—</td>
<td>44.24 (19.90)</td>
<td>3.84 (&lt;.001)</td>
</tr>
<tr>
<td>$t$ value (P value)</td>
<td>—</td>
<td>—</td>
<td>−1.78 (.08)</td>
<td></td>
</tr>
</tbody>
</table>

$^aF_{1,3}$: repeated measures analysis of variance.

$b_{3}$: 6 months compared with baseline.

$^c$CAT: chronic obstructive pulmonary disease assessment test.

$^d$PeR: Pulmonary Internet Explorer Rehabilitation.
Secondary Evaluation Indexes

SGRQ was used to evaluate the symptom, activity, and influence of patients. Table 4 shows that the SGRQ-S, SGRQ-A, SGRQ-I, and SGRQ-T scores in the PeR group were improved from baseline to the sixth month ($P=.001$, $P=.004$, $P<.001$, and $P<.001$, respectively). The SGRQ-S, SGRQ-A, SGRQ-I, and SGRQ-T scores in the FtF group were improved ($P=.006$, $P=.006$, $P=.001$, and $P<.001$, respectively). In the sixth month, no significant difference was found between the measured value and the baseline value of SGRQ-S, SGRQ-A, SGRQ-I, and SGRQ-T in the two groups ($P=.27$, $P=.13$, $P=.09$, and $P=.08$, respectively).

Ex-SRES was used to evaluate the patient sense of self-efficacy. A tendency to change in the CAT score was noted within 6 months ($P<.001$). The change trend of the Ex-SRES score over time is shown in Figure 5. No difference was found between the two groups ($P=.63$), and no interaction was observed between time and groups ($P=.14$). The results are shown in Table 3. The Ex-SRES score in the two groups changed from baseline to the third month, from the third month to the sixth month, and from baseline to the sixth month ($P<.001$, $P=.05$, and $P<.001$, respectively; Table 4).

Figure 5. Exercise self-regulatory efficacy scale score and its change over time.

mMRC was used to evaluate the status of dyspnea. A tendency to change in the CAT score was observed within 6 months ($P<.001$). The change trend of the mMRC score over time is shown in Figure 6. No difference was found between the two groups ($P>.99$), and no interaction was noted between time and groups ($P=.43$). The results are shown in Table 3. The mMRC score in the two groups changed from baseline to the third month, from the third month to the sixth month, and from baseline to the sixth month ($P<.001$, $P<.001$, and $P<.001$, respectively; Table 4).
Factors of Methods, Time, and Exercise
Self-Regulatory Efficacy Scale Effects on Primary Outcome

Table 5 shows the analysis results using GEE. Only the Ex-SRES had a significant effect on the CAT score ($P=.03$), but the intervention method and time had no significant effect on the CAT score ($P=.48$ and $P=.84$, respectively). The partial regression coefficient of Ex-SRES to CAT was 0.81, and Exp (B) was 2.24. Interaction between intervention methods and Ex-SRES; interaction between intervention methods and intervention time; interaction between Ex-SRES and intervention time; and interaction among intervention methods, Ex-SRES, and intervention time had no statistically significant effect on the CAT score ($P=.13$, $P=.85$, $P=.09$, and $P=.08$, respectively).

### Table 5. Analysis of the influence of intervention methods, intervention time, and self-efficacy on patients’ quality of life using the generalized estimating equation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$B$</th>
<th>SE</th>
<th>Wald</th>
<th>$P$ value</th>
<th>Exp (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>−1.62</td>
<td>0.33</td>
<td>24.33</td>
<td>&lt;.001</td>
<td>0.20</td>
</tr>
<tr>
<td>Intervention methods</td>
<td>−0.25</td>
<td>0.35</td>
<td>0.49</td>
<td>.48</td>
<td>0.78</td>
</tr>
<tr>
<td>Ex-SRES</td>
<td>0.81</td>
<td>0.38</td>
<td>4.63</td>
<td>.03</td>
<td>2.24</td>
</tr>
<tr>
<td>Intervention time</td>
<td>−0.07</td>
<td>0.35</td>
<td>0.04</td>
<td>.84</td>
<td>0.93</td>
</tr>
<tr>
<td>Intervention methods×Ex-SRES</td>
<td>0.75</td>
<td>0.49</td>
<td>2.34</td>
<td>.13</td>
<td>2.12</td>
</tr>
<tr>
<td>Intervention methods×intervention time</td>
<td>0.10</td>
<td>0.51</td>
<td>0.03</td>
<td>.85</td>
<td>1.10</td>
</tr>
<tr>
<td>Ex-SRES×intervention time</td>
<td>0.97</td>
<td>0.56</td>
<td>2.96</td>
<td>.09</td>
<td>2.64</td>
</tr>
<tr>
<td>Intervention methods×Ex-SRES×intervention time</td>
<td>−1.86</td>
<td>1.05</td>
<td>3.16</td>
<td>.08</td>
<td>0.16</td>
</tr>
</tbody>
</table>

*Ex-SRES: exercise self-regulatory efficacy scale.

### Discussion

**Principal Findings**

It is feasible and effective to implement PeR pulmonary rehabilitation based on the eCCM and self-efficacy theory to help patients with COPD relieve dyspnea symptoms, improve their self-efficacy, and improve their quality of life. The effect was the same as that of the face-to-face intervention.

Three months after the intervention, patient improved CAT scores maintained a subsequent effect and the mMRC scores continued to improve. Meanwhile, the Ex-SRES scores decreased after the peak in the third month instead of a subsequent effect, but it was still an improvement compared with before the intervention. All dimensions and total SGRQ scores of patients improved at the end of the intervention. Patient Ex-SRES scores correlated with CAT scores. Moreover, the improvement in health was 2.24 times higher in patients with high Ex-SRES scores than in those with low Ex-SRES scores.

Remote technology can be used for information support, information storage and management, telemonitoring, and teleconsultation. Common mobile health technologies include personal computers, tablets, smartphones, and so forth [27,28]. According to the review by McCabe et al [29], the self-management intervention of patients with COPD using mobile technology could improve the quality of life and activity level of patients, and the effect could be maintained for a period of time. However, research by Vorrink et al [30] showed that the evaluation and telemonitoring of physical activity, functional exercise ability, health-related quality of life, and other indicators of patients with COPD using smartphones and
websites could not improve the self-efficacy of patients. Thus, it is evident that telemonitoring alone cannot improve the health status of patients.

For patients with COPD, the increase in exercise ability and the change in adaptive behavior are the premises to improve patient health conditions [31]. In a previous study, patients were taught the skills of pulmonary rehabilitation training face to face, and health education content was provided to them. In addition, their training behaviors were evaluated, persuaded, and strengthened using short messaging service. The results showed that patients’ self-efficacy, dyspnea symptoms, and quality of life were all improved [32]. Therefore, for patients with COPD, sports training should be considered as the core of pulmonary rehabilitation program and behavior intervention.

In this study, the incentive function of the integral mall was a way to promote behavioral change and maintenance. In addition, gamification is a good principle. The study by Tabak et al [33] showed that, through telemedicine, gamification strategies could increase patients’ motivation for behavioral change and promote their active lives. This study applied the WeChat official account to carry out pulmonary rehabilitation intervention along with management and provided a pulmonary rehabilitation program centered on sports training for patients with COPD at home. During the process of implementation, the behavioral intervention aimed at enhancing self-efficacy could be realized through the design of WeChat’s functional structure and the application of remote technology.

Many studies suggested that self-efficacy was a key cognitive (motivational) factor in adopting and maintaining self-management behaviors [34,35]. Zarski et al [36] proposed that the systematic development of planning skills and the maintenance of self-efficacy before or during internet-based interventions would help participants successfully complete treatments. Schwarzer’s health action process approach points out that self-efficacy plays an important role in improving and maintaining health behavior [37]. Self-efficacy is a predictor of health and quality-of-life improvement in patients undergoing pulmonary rehabilitation [38].

This study was based on four kinds of information sources proposed by Bandura, mastery experience, alternative experience, verbal persuasion, and good physiological and emotional state, to promote the establishment of patient self-efficacy beliefs. Through the function modules of respiratory training, diet guidance, medication guidance, and sports training, patients could master the knowledge and skills of pulmonary rehabilitation, which could be defined as an information source related to mastery experience. Peer support and doctor-patient communication were promoted through comments and thumbs up interactions in Moments, which not only strengthened the frequency of information source stimulation of verbal persuasion but also built a good virtual social support system for patients’ home-based rehabilitation training. The presentation of successful cases in Moments could construct an alternative experience. On account of the positive incentive function in the integral mall, patient confidence in completing the training could be strengthened and a good mood could be maintained. During the construction of the environment in the aforementioned individual action, social and psychological support environment realized a constantly strengthening behavior intervention process. Further, with the convenience of a mobile terminal across time and space, patients with COPD could continue to receive the stimulation of information sources in their daily life and gradually cultivate the confidence of persisting in long-time sports training. This study combined the strategy of behavior intervention in sociology with the content of telemedicine intervention to provide substantive medical services, making it a new telemedicine service model with warmth and humanistic care. Besides, such research production could provide inspiration for the application of remote technology combined with cognitive behavioral intervention strategies in COPD.

The systematic review by Cruz et al [39] showed that patient perceived difficulties was the reason for the failure to adhere to pulmonary rehabilitation during telemedicine intervention. Thus, organizing more training courses would help patients accept and use remote intervention technology. In this study, preintervention training was used to solve the problem—that is to say, patients were not proficient in technical operation skills. In addition, appointments and medical guidance could integrate medical resources. Patients who were far away from each other could access PeR through free social media and then join the pulmonary rehabilitation program. This was consistent with the concept of making pulmonary rehabilitation an available and affordable project proposed by the World Health Organization [40]. Thanks to the network advantage and easy operation of PeR, the response time of health care professionals was shortened, which helped promote complete feedback between professionals and patients.

The development of internet and mobile devices has promoted the development of telemedicine. Most of the telemedicine technologies applied in countries with developed medical resources intended to telemonitor and manage patients with COPD are expensive, such as remote monitoring systems [39], robots [41], and electronic health systems [42]. Remote technology applied in this study was a WeChat official account developed with certain functions. Due to a large number of patients with COPD in China, some technical and financial limitations still exist in realizing intelligent pulmonary rehabilitation management based on the internet. The number of active users of WeChat in China has exceeded 697 million [43]. WeChat is a widely used and free app on mobile terminals, and its function is similar to that of Facebook [43]. The WeChat app has a positive impact on health behavior. By acquiring information provided on WeChat, health knowledge can be increased, and the ability of public health decision making and action can be improved. The results of a survey indicated that 97.68% of respondents read health information through WeChat [44]. In this study, the network platform based on WeChat was used to implement pulmonary rehabilitation intervention. WeChat is an important information access port for users on mobile terminals. It can realize the interaction and communication between developers and subscribers by pushing graphics, video, and audio through multimedia [45]. At the same time, this study also guaranteed patient privacy and data security by conducting technical strategy, confidentiality agreements.
and patient coding. Using free social media to carry out pulmonary rehabilitation intervention and management can provide a reference for similar service projects in countries with resource shortages.

### App Design

The development of telemedicine technology should be a process of interdisciplinary integration. A previous study showed that the continued participation of multiple stakeholders and users was critical to the design and development of successful eHealth solutions [46]. Participants with a multidisciplinary context have different resources and experience, and thus they can innovate and improve the existing service model. At the same time, the user-centered design concept enables the developers of telemedicine technology to give priority to patients’ needs, which helps developers establish specific app functions and hardware as early as possible [47]. The existing methods for user-centered design include workshops and focus groups, paper prototyping, sketching, thinking aloud, scenarios, storytelling, interviews and field studies, questionnaires, and other methods [48]. In this study, respiratory experts, clinicians, rehabilitation practitioners, nurses, research assistants, and patients with COPD all participated in the process of development and application of PeR. Through the establishment of focus groups, the views of different stakeholders were absorbed and intervention content was determined along with the presentation form of PeR (graphic, audio, video, background color, font, font size, etc).

The results of the systematic review showed that the technology acceptance theory and its basic behavior theory could be applied to the acceptance research of telemedicine [49]. At present, technology acceptance models are commonly used. They evaluate the availability and acceptance of telemedicine technology using usefulness cognition, ease-of-use cognition, and use intention [50]. However, they do not mention how to carry out behavioral intervention strategies in the process of designing the functional structure of remote technology, which may obviously affect patients’ acceptance of remote technology. The eCCM used in this study is a theoretical model of telemedicine intervention proposed by Gee and colleagues [17] based on the CCM. The model includes 8 interdependent and interactive parts: the eCommunity and an informatics framework, health system enhancements, delivery system design enhancements, self-management support enhancements, clinical decision support enhancements, clinical information systems enhancements, addition of eHealth education to the CCM, and communication and addition of the complete feedback loop [17]. A systematic review showed that the implementation of the CCM in primary care could significantly improve the medical effect on patients, improve the quality of life of patients, and reduce the social burden [51]. Evidence showed that eHealth tools could be used to enhance patient self-management behaviors, revise the CCM, and support effective interaction between patients and providers to improve health outcomes [52,53]. Through the components of the eCCM, this study expounded its core characteristics, constructed the functional structure of PeR, and combined the behavioral intervention strategy with the implementation process. The results confirmed the effectiveness of PeR in improving patient dyspnea symptoms, quality of life, and self-efficacy.

The evaluation design of the intervention effect is a necessary part of the health service project design. The multidimensional quality-of-life questionnaire is an efficient evaluation tool in the process of remote intervention. During the course of this study, 82% of patients were tired of using SGRQ and willing to use CAT. Although SGRQ is reliable and effective, it has many items and complex scoring methods, and therefore its widespread use in clinical work is difficult [54,55]. SGRQ is divided into 3 dimensions, with a total of 50 items and a long evaluation time. However, CAT has only 8 questions, with a short evaluation time. CAT is simple and easy to operate, providing a reliable measurement of the COPD health status. CAT and SGRQ have been shown to have a good correlation [56]. In this study, all patients were aged over 60 years. The numerous items of the questionnaire increased the difficulty of implementation. This suggested that patient personal experience of the assessment tool should be taken into account when choosing the online self-report effect assessment tool; a concise and effective assessment tool is the best choice. The combination of convenient, effective, and reliable effect evaluation methods and mobile health is a solution worth considering in telemedicine service.

### Limitations

This study had some limitations. The sample size was small, and the main participants were patients with COPD in China. Hence, data on other races were lacking. Consultation during the implementation of the study may affect the use of PeR, such as the immediate response and extended response time of medical professionals. Despite the best efforts to ensure consistency, the implementation process can still be affected by inevitable factors. All outcomes of the study were self-reported. This is one of the limitations of this study, but it made sense because the study referred to a self-management tool. The clinical outcomes will be addressed in the next study.

### Conclusions

This study used PeR to intervene and manage the pulmonary rehabilitation of patients with COPD at home, which could effectively improve their sense of self-efficacy and quality of life and also alleviate their symptoms. The implementation of PeR confirmed that the eCCM combined with behavioral strategy intervention, based on the self-efficacy theory, could be realized using remote technology. During the application of remote technology, it is worth considering how to construct a free platform that can integrate resources into daily life, especially in the field of COPD and other chronic diseases. Moreover, in the development process of remote technology, we should pay attention to the transformation of theoretical models and combine behavioral intervention at the same time.
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Abstract

Background: Digital technologies have a major impact on the daily lives of young people and are also used to seek information on and help with drug-related issues online.

Objective: The aim of this article was to analyze current online interventions for young drug users in Slovenia, with the purpose of contributing to the development of guidelines and key recommendations for effective online interventions.

Methods: This study was part of the project Click for Support. We performed a keyword search, received input from national experts in the field of drug prevention, and conducted an assessment of recognized national online interventions through workshop-based discussions with the target group of 20 young drug users.

Results: The current online intervention services in Slovenia are satisfactory but are still not sufficiently recognized. The most important issues for young drug users were the design and functionality of the online intervention, presence of a clear structure, possibility of using it on smartphones, comprehensive and quick professional feedback, and data security. Playful elements and the ability to share (experiences) with other or former users were also recognized as important.

Conclusions: With effective online interventions, we can include more young drug users, facilitate access to a more affordable service, provide quick professional feedback on patterns of consumption, increase knowledge about the effects and consequences of drugs, and support the reduction or cessation of drug use. From the public health perspective, it is challenging to provide drug interventions broadly to the target group and, hence, decrease inequities.

doi:10.2196/17688
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Introduction

The growth of social media and increasing popularity of interactive social media platforms [1] have revolutionized methods of communication and influenced the way interactions are handled [2]. Most members of the younger generation are extremely quick to seize opportunities for participation in the new, freely accessible and low-cost model of new technologies [3]. Social networks have also changed with the development of the internet [4]. Furthermore, the increased popularity and capabilities of the internet have led to a revolution in the provision of health-related information and treatment [5].

Public health strategies and policies addressing issues of illicit drug use in Europe are heterogeneous [6]. Traditional public health and clinical interventions, with the central role of health professionals and passive role of patients [7], cannot fully
address this need due to resource constraints, limited access to a hard-to-reach population, and other factors. These conditions have spurred innovative approaches to health education and promotion [8]. Because digital technologies such as the internet and smartphone apps have a major impact on the daily lives of young people, there is a greater possibility that young people will search for drug-related assistance online. Approximately 95% of North Americans, 68.9% of the populations of Australia and Oceania, and 85.2% of Europeans use the internet [9]. The United Nations Office on Drugs and Crime describes the use of illicit drugs as a complex health condition that has social, psychological, and biological dimensions and consequences [10].

Online interventions, or web-based interventions (WBIs), are defined as a professional service for selective prevention that is delivered via the internet; includes interactive elements, computer-assisted behavior therapies, education, prevention, and information interventions; and provides individual feedback for young drug users [11,12]. It is possible to deliver interventions to large numbers of people at relatively low cost and ensure that the intervention is accessible 24 hours a day. Therefore, it is available at critical moments, enables anonymity, increases engagement through the use of interactive methods such as video streaming and sharing resources, is economic to run and maintain, and can effectively change health risk behaviors and their determinants [13-15]. Young people with a pattern of drug use can be considered experimental and problematic and are not reached currently. WBIs can offer specialized services in rural areas where distances are too great for easy access to drug treatment centers, which are often concentrated in urban areas. WBIs could also prove to be a cost-effective way of providing support to a larger number of clients than traditional treatment centers, which have limited capacity and human resources [16]. Interventions provided over the internet can overcome traditional barriers to accessing health services [17]. With wide reach and user engagement, social media tools offer a phenomenal opportunity to use social interactions to engage young people in behavior change interventions and to foster socially supportive communities for quitting [18] abuse of illicit substances. These techniques are perceived as reliable, efficient, and able to provide users with useful information and skills, although several aspects require further, in-depth assessment [7]. Online interventions should provide easy access to young people, especially those who would not seek help or advice in a conventional way and cannot be reached through traditional approaches. Another reason why online interventions should be used in day-to-day preventive work is the recent development of new psychoactive substances (NPS), the so-called “legal highs.” According to the European Monitoring Centre for Drugs and Drug Addiction (EMCDDA), there is a general lack of services in the European Union addressing young illicit drug users [11]. As Mounteney et al [19] reported, the purchase of a low threshold over the internet is typical for NPS, as the internet facilitates the movement of products, money, and information across global borders. Social media also plays a role in facilitating the interaction, advertising, and marketing of NPS.

According to Caudevilla [7], WBI also has limitations, as an online forum provides very limited information compared with genuine personal interviews and mediation. Many drug users do not want to enquire about traditional health services because of the possibility of being evaluated or the fear of a professional’s moral prejudices.

There is enough evidence on the effectiveness of online interventions in mental disorders [20-22], harmful alcohol consumption [15,23-34], and smoking [13,18,35-37], whereas the literature is not as cohesive in the field of illicit drugs. Meta-analyses have shown that online mediation has a clear positive effect on the reduction of cannabis use [38-40]. These findings are supported by the evaluation of the Quit the Shit project, which records very positive results in reducing the frequency and quantity of cannabis use [41]. Despite the potential for reaching drug users online, the number of quality intervention choices is still limited, and their effects have not been evaluated sufficiently [42]. In many parts of the world, services designed for drug users simply do not exist.

The aim of this article was to analyze the current online services for young drug users in Slovenia, with the purpose of contributing to the development of guidelines for effective online interventions and to increase the awareness of the importance of online counseling in preventive work with young drug users.

**Methods**

The study was a part of the project Click for Support, coordinated by the Landschaftsverband Westfalen-Lippe LWL-Coordination Office for Drug-Related Issues, Münster, Germany, and the National Institute of Public Health of RS as a partner. The project consisted of several phases. First, we reviewed and evaluated online interventions according to predetermined EMCDDA quality criteria, followed by workshops and surveys conducted with young drug users. Finally, key recommendations, or guidelines, for developing effective WBIs were designed. Based on the results of the questionnaire and group discussion and to reach consensus on the final key recommendations, we conducted two rounds [14] of an online Delphi study method to structure the group communication process [43], with the help of 90 external experts. The experts identified strategies and provided recommendations for effective WBIs.

The target group was 20 young people between the ages of 15 and 21 years (average, 17.1 years) with risky consumption of illicit drugs and who had problems with illegal drugs – either previously or at the time of the study [11] (Table 1). Most of the participants smoked cannabis, and some used cocaine, heroin, ecstasy, or amphetamines. Participants were users of the Program Centre for Drug Prevention in Maribor and had been sent to the Program Centre from different institutions including schools and organizations. Some of the participants were long-term Program Centre users, some were just experimenters, and some were sent from schools for a quick intervention.
Table 1. Age and gender distribution of the 20 workshop participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group, years</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;14</td>
<td>0 (0)</td>
</tr>
<tr>
<td>14-15</td>
<td>4 (20)</td>
</tr>
<tr>
<td>16-17</td>
<td>8 (40)</td>
</tr>
<tr>
<td>18-21</td>
<td>8 (40)</td>
</tr>
<tr>
<td>&gt;21</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>9 (45)</td>
</tr>
</tbody>
</table>

To determine the current knowledge of WBIs and their use by young drug users, research was performed using a keyword search (intervention, prevention, offer, new psychoactive drugs, legal highs, illegal drugs, cannabis, cocaine, heroin, app, website, smart phone, internet, social media, chat, forum) and by inquiry among national experts in the field of drugs.

The study was prepared according to the following EMCDDA quality criteria:

1. Interventions should be web-based (eg, websites, apps, or social media app).
2. Interventions should include interactive elements that require the user to do something actively to receive individual feedback.
3. Interventions should be professional services (ie, not simple chats between consumers).
4. The target group should be young drug consumers.
5. The focus should be on illicit drugs, ideally NPS.
6. The effectiveness of the intervention should have been evaluated scientifically.

To show to which extent the criteria were met by the included services, the interventions were ranked according to the number of criteria they fulfilled ("A" for one criterion, "AAAAAA" for all 6 criteria) [11].

The next phase was the assessment of national online interventions with the inclusion of the target group. The first part of the survey addressed the general interest of young people to use WBIs and their prior knowledge and experience with these WBIs, including which elements they had already used. In addition, participants were asked whether anything was missing from the WBIs and which devices they would use to access online services. In the end, the participants were asked to state what features the WBI should have and what kind of information is important. In the section dealing with specific national WBIs, participants were asked whether they wanted to use the app and which specific parts they would use. They were invited to evaluate the attractiveness and usefulness of the service on a scale from 1 to 10, stating which aspects they liked. They were also asked which aspects needed improvement, what they thought the specific service was missing, and, finally, if they would recommend the app to their friends [11]. It is important to gather ideas to motivate users to remain on the website. We suggest incorporating interactive features, such as educational games, fun apps that attract the user to the website, and, of course, consultant feedback. Counselors are expected to have a high level of competence; be kind; give a sense of security, confidence, and motivation; foster a personal connection; and be open. Further, we suggest counseling without a moralizing attitude, but with an attitude that accepts and motivates users. The target group rejects services that promote strict abstinence as the only possible goal, and, consequently, they will not return to such a website.

Participation in the survey and workshop was free and anonymous. The minimum age was 15 years, so we did not request special permission from parents or guardians. Participants were provided a verbal explanation of the course and goal of the research within the project and were provided anonymity. Any data requiring identification of persons could not be included. Participants were offered the opportunity to participate in bowling as an incentive.

Results

Results of the Expert Rating of Existing Online Interventions

In Slovenia, 3 websites met the criteria, 1 of which already met the transitional criterion to include expert advice (Table 2).
Table 2. Rating of web-based interventions according to the European Monitoring Centre for Drugs and Drug Addiction criteria.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Criteria</th>
<th>Rating</th>
<th>Online since</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Med.over.net</td>
<td>A A A</td>
<td>AAA</td>
<td>2000</td>
<td><a href="https://med.over.net/">https://med.over.net/</a></td>
</tr>
<tr>
<td>This is me</td>
<td>A A A</td>
<td>AAA</td>
<td>2001</td>
<td><a href="http://www.tosemjaz.net/">http://www.tosemjaz.net/</a></td>
</tr>
</tbody>
</table>

aInterventions should be web-based (eg, websites, apps, or social media apps).
bInterventions should include interactive elements that require the user to do something actively to receive individual feedback.
cInterventions should be professional services (ie, not simple chats between consumers).
dThe target group should be young drug consumers.
eThe focus should be on illicit drugs, ideally new psychoactive substances.
fThe effectiveness of the intervention should have been evaluated scientifically.
gA indicates it met one criterion, while AAAAAA means it met 6 criteria.

The website for the DrogArt program includes the associated Reduser app, which represents a rather new approach. It is an interactive tool for self-help that can be used to reduce use of or quit substances. In this app, users record their consumption patterns (consumer logs), feelings, desires, activities, and goals. They can also contact experts for help. With Reduser, providers are striving to help reduce user stress in the situations they face with drugs as well as the stress of their relatives and friends. Expert feedback is available on the DrogArt website via email, apps, forums, Facebook, Skype, and conventional consulting [44]. The target group includes all types of illicit drug and alcohol users, especially high school and university students and people who use club drugs and cocaine.

The website for the Med.Over.Net program answers questions about a healthy lifestyle, exercise, and nutrition; raises awareness on these topics; and offers advice. The website contains information and contacts of experts and institutions that can provide help and advice. Expert feedback is provided through a forum, where experts act as moderators, always encourage users to get help or initiate therapy, and remind them of the effects and consequences of drug use. They also enable communication with medical doctors and professionals [45]. The target group also includes drug users, regardless of their age.

Reactions to Web-Based Interventions and the Rating of Existing Online Interventions by the Target Group

All 20 adolescents from the target group completed a questionnaire during the workshops. This evaluation of the online interventions revealed that a large percentage of the target group did not use online interventions, although 85% (17/20) were still interested in the use of the selected WBIs. There were positive responses to many parts of the selected WBIs, such as the quality and overall provision of information, design, and possibility of interacting with other users (Table 3).

Table 3. Results of the workshop discussion with the target group of adolescents.

<table>
<thead>
<tr>
<th>Response or issue</th>
<th>DrogArt</th>
<th>Med.over.net</th>
<th>This is me</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants who would like to try the website, n (%)</td>
<td>15 (75)</td>
<td>13 (65)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Number of participants interested in information about drugs, n (%)</td>
<td>18 (90)</td>
<td>17 (85)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Overall attractiveness of the website</td>
<td>Website is attractive</td>
<td>Website is not attractive (advertising is disturbing)</td>
<td>Website is attractive, especially for younger users</td>
</tr>
<tr>
<td>Most attractive feature of the website</td>
<td>Set up and structure</td>
<td>Quality of the information</td>
<td>Set up and structure</td>
</tr>
<tr>
<td>Effectiveness of the website</td>
<td>Seems to be effective</td>
<td>Does not seem to be effective</td>
<td>Seems to be effective</td>
</tr>
<tr>
<td>Number of participants who would recommend it to others, n (%)</td>
<td>15 (75)</td>
<td>8 (40)</td>
<td>7 (35)</td>
</tr>
</tbody>
</table>
The most important issues for the young people in the workshop discussions were the design: a clear structure; functionality, especially the possibility of using the service on smartphones; professional feedback; and data security. Comprehensive and objective information was essential for the target group that accepted the offer. Young people do not want to be lectured, but they need to be encouraged and motivated to change the pattern of drug use. Two of the 3 WBIs sought to incorporate some playful elements, such as quizzes and games, and the ability to share with other (former) users [11].

**Results of the Delphi Study**

The 90 international experts included project partners, individuals from the project’s LinkedIn network, and other European experts. They voted anonymously about recommendations for the development and implementation of online interventions that had not yet gained consensus among the project partners. Thus, key recommendations were made regarding the development and implementation of online interventions [11].

Based on the questionnaire responses, feedback from the young people in the discussions, and the Delphi study (see also Jander et al [14] and Neale et al [47]), our key recommendations relate to technical aspects, interactive elements, reaching young drug users, motivation to use the intervention, and evaluation.

For the technical aspects, it is necessary to include experts, clearly lay down provisions, ensure anonymity and data protection in accordance with European Union legislation, and ensure that the setup of mobile versions is user-friendly.

Interactive elements should include entertainment elements, support elements that are as interactive as possible, quizzes, tests, apps, games, blogs, self-tests, animations, and video clips.

To reach young drug users, provide a recognizable offer or unique form; include special elements, access through Facebook, access through YouTube, and personal recommendations; and set up a promotion through the organization’s links and links from other organizations, making sure to include the target group in the promotion.

Provide motivation to use the intervention through the intervention’s structure and usability, content, mode of presentation and attitude, communication between the user and consultant, and transparency.

Make sure to evaluate the effectiveness of the intervention, by planning the process of evaluation from the beginning. Collect data and feedback regularly, and include the target group in the process.

**Discussion**

**Principal Findings**

Existing online interventions in Slovenia provide enough information to young people about illicit drugs, including the effects and risks of drug use, preventive measures, and professional advice to motivate drug users to reduce their consumption and seek help. However, the results of the questionnaire and feedback from the workshop discussions provide information on young people’s needs and, at the same time, what should be avoided during the development of such interventions to increase their use among young drug users. Various interactive elements, such as self-testing, games, structured intervention programs, quizzes, chat functionality, forums, and email functionality, are recognized as very important [11]. The different participant characteristics in this study that could influence their answers, such as selection of young drug users from the ongoing program at the Centre for Addiction Prevention in Maribor, different statuses of drug use (former and current users), different ages, and the concern of some about being revealed as a drug user must be taken into account. There are practically no drug users that only use NPS; they typically use NPS in combination with traditional drugs, such as cannabis or cocaine. The legal statuses of these drugs are different.

Existing online interventions show significantly positive results in reducing the use of cannabis, tobacco, or alcohol. According to Sindinovic et al [48], over the past decade, treatment providers and policy makers have increasingly recognized the potential of web-based self-help. Therefore, it is recommended that online interventions are also explored for other illicit drug users. It seems that many factors drive change and the development of medicines on the internet. Most of the factors are connected with technology, globalization, and market innovations. Drug markets have become hybrid markets that combine traditional structures of social and economic opportunities with new opportunities offered by the internet [49]. The internet makes it possible to dramatically increase the number of people who can access health care, thereby achieving significant progress in health, among both the population without previous access to health care and general public [50]. Social media can also provide opportunities for creating online communities that support recovery from drug addiction [2].

Given the high level of internet use in Western societies, digital interventions have the potential to reach adolescents everywhere, especially in areas where physical facilities are rare, such as rural communities [16]. Digital interventions can be transmitted and promoted via various channels, such as email-based advertising campaigns aimed at risk groups, including graduates of higher education, military recruits, students in the first year of tertiary education, and unemployed young people in work centers; online advertising via social media, search engines, or music and video sharing sites; mobile advertising via SMS or MMS; mobile apps; and other sources of information (eg, press, television, radio) [39].

Online interventions generally face some criticism for using the internet as a health communication medium. Online communication cannot offer specific and complex forms of personal communication and assistance, which is particularly needed in the therapeutic environment and especially for problematic drug users. Lack of personal contact could increase existing problems because socially isolated people can participate in anonymous internet services potentially without improving their social position. In addition, it is difficult for participants to determine the reliability of a global consultant or online treatment in general.
People with a lack of computer skills or literacy would generally be excluded [9]. The cost-effectiveness of developing online services must be considered. Although apps are likely to be the most successful if they are targeted at a very specific group, the development of technology for small groups is not cost-effective and, therefore, unlikely to be a priority.

Considering the rapid technological process and new developments in the field of illicit drugs, it is very important to remain current in terms of new technologies and content. Funds should be reviewed and updated regularly, to ensure that they remain attractive and meet the needs of modern youth. The development and implementation of effective online interventions require considerable budget, staff, and network resources. In addition, the use of the guidelines depends on staff who have experience with modern technology and social media. A minimum of experience and, more importantly, a willingness to use these technologies are essential when planning to use a WBI [11]. Given these trends, it is not surprising that there has been significant interest in Europe devoted to the development and implementation of interventions and digital solutions delivered through computer and mobile technologies within European health care systems [51]. However, when we talk about reducing the use of illicit drugs, we cannot overlook the fact that it is necessary to reduce a number of factors that lead to drug use, such as poverty, lack of education, unemployment, poor parenting, and bad skills [52]. By understanding why individuals choose to consume the drugs, within the social and cultural context, we can begin to engage in truly helpful conversations about how to reduce drug-related harm [53]. Furthermore, governments should play an active role in strengthening the prevention of illicit drug use through the enforcement of legislative measures to deter access to illicit drugs; inclusion of illicit drug and health education in the curricula of secondary schools, higher secondary schools, and universities; financing of the evaluation of prevention programs and dissemination of piloted programs at the national level; promotion of community programs; and promotion of the exchange of good practices, guidelines, and quality standards at national and international levels. Long-term strategies should be implemented based on cooperation between government institutions, academic institutions, non-governmental organizations, and mass media [54].

Conclusions

With effective online methods, we could reach a large number of young drug users, facilitate access to more affordable services, provide a quick response or professional feedback on patterns of consumption, increase knowledge about the effects of drugs and their consequences, and support reduction or cessation of drug use. The guidelines, developed as a product of the results of our survey (and surveys from other partners), could improve and increase the effectiveness of existing online services or enable the development of new services designed especially for drug users.

It seems likely that WBIs will continue to develop and that their importance will increase. The speed at which the internet permits the transformation of the drug market will continue to be the main challenge for law enforcement and public health research and monitoring [55]. From the public health perspective, it is challenging to provide such interventions more broadly to the target group and, hence, decrease inequities.

Future Directions

Although technologies and platforms for accessing interventions via smartphones and tablets are evolving rapidly, the anonymity and protection of data related to the transmission of drug use data on the internet remain a real concern [56]. These issues should be addressed fully in the further development of these measures, because these measures are an excellent basis for developing practical and relevant guidelines for implementing effective online interventions for selective prevention.

Furthermore, based on these findings, there is a recognized need to extend the research regarding the effectiveness of WBI implementation in daily prevention work.
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Abstract

Background: Individuals with posttraumatic stress disorder (PTSD) face symptoms that can hinder access to treatment, such as avoidance and guilt. Telemedicine offers a technological solution to increase access to mental health care and overcome barriers to treatment. Although an increasing body of literature focused on synchronous telehealth (eg, live video), no studies have examined the delivery of PTSD treatment via two-way multimedia messages (ie, texting or messaging).

Objective: The aim of this study was to conduct a longitudinal observation of treatment for PTSD delivered using two-way asynchronous messaging. We also sought to identify individual and treatment characteristics that could predict the observed outcome differences.

Methods: Outpatients diagnosed with PTSD (N=475) received interventions from licensed therapists, which were delivered via messaging once or more than once per day, 5 days a week for 12 weeks. PTSD symptoms were assessed every 3 weeks using the PTSD Checklist for Diagnostic and Statistical Manual of Mental Disorders-5. Trajectories of PTSD symptoms were identified using growth mixture modeling (GMM). Using logistic regression, the demographic, treatment, and messaging characteristics of patient groups that improved were compared with the characteristics of patient groups that did not improve.

Results: The GMM identified 4 trajectories of PTSD symptoms: moderate improvement (197/475, 41.4%), high symptoms (197/475, 41.4%), chronic symptoms (61/475, 12.9%), and acute improvement (20/475, 4.3%). Patients with a clinically significant reduction in PTSD symptoms (231/475, 48.6%) were more likely to communicate via video (odds ratio [OR] 1.01, 95% CI 1.01-1.05; P=.03), have a higher working alliance with their therapist (OR 1.03, 95% CI 1.01-1.05; P=.02), and be at their first treatment experience (OR 2.03, 95% CI 1.18-3.54; P=.01). Treatment adherence was associated with greater therapeutic alliance (OR 1.07, 95% CI 1.04-1.13; P<.001), education (OR 2.13, 95% CI 1.13-4.03; P=.02), and more patient-generated messages per week (OR 1.08, 95% CI 1.04-1.13; P<.001).

Conclusions: Multimedia message delivery for PTSD treatment showed symptom-reduction rates similar to traditional forms of treatment delivery, suggesting further study of messaging as a treatment medium. Most patients completed an 8-week course, reflecting the acceptability of messaging interventions. Delivering treatment via two-way messaging offers increased opportunities for widespread access to mental health care.

(J Med Internet Res 2020;22(4):e15587) doi:10.2196/15587)
KEYWORDS
PTSD; telemedicine; messaging; textmessaging; psychotherapy; telehealth; digital health

Introduction

Over the course of a lifetime, most people are exposed to at least one potentially traumatic event [1], and approximately 9.7% of women and 3.6% of men [2] will develop posttraumatic stress disorder (PTSD) [3]. PTSD symptoms can be extremely debilitating and are associated with significant functional impairment in education, childbearing, relationships, and financial income [4]. Moreover, lifetime prevalence of PTSD comorbidity has been estimated at approximately 80% [5,6], with higher rates for substance abuse, depression, and anxiety [7]. Comorbidity, in turn, greatly increases day-to-day functional impairment and disability [8-10].

Although many evidence-based treatments for PTSD have been found to be efficacious [11,12], access to face-to-face treatment is not so straightforward. In addition to traditional barriers to treatment, including cost, insurance, stigma, and physical impairments [13-15], individuals with PTSD also face additional hindrances such as avoidance and shame that often result in isolation from their communities. Geographic remoteness can also prevent access to care, and in areas with ongoing violence (and consequently high incidence of PTSD), it can be dangerous for mental health professionals to practice [16]. These obstacles tend to reduce seeking and obtaining of treatment, perpetuating the economic and social costs of untreated illness [17]. Given the particularly debilitating impact of PTSD symptoms, it is imperative to improve rates of treatment access.

Technological delivery is a solution to removing socioeconomic barriers to treatment. Telemedicine enables synchronous (eg, videoconferencing) and asynchronous (eg, texts, images, audio recordings, and video recordings) interactions and is rapidly growing in popularity. Multiple studies have shown the equivalence or noninferiority of PTSD treatment via videoconferencing compared with in-person treatment [18-21]. Other types of technology have also shown encouraging results, such as virtual reality [22], web-based text-based interventions [16,23-25], and email [26].

Although mostly used as an adjunct to treatment [27], asynchronous two-way modalities such as multimedia message service (MMS) have emerged as a potentially primary means of treatment delivery. Owing to its wide population reach, MMS can provide accessible mental health treatment to large numbers of individuals [28], including those in challenging geographic contexts. Early studies suggested that treatment via two-way messaging (ie, texting) delivers outcome rates comparable with other methods for individuals with a wide range of diagnoses [29]. However, the effect of therapy via messaging has not been investigated in a large PTSD population.

In this study, we conducted a longitudinal observation of the delivery of PTSD treatment via two-way multimedia messaging (ie, text, audio, and video). Consistent with once-weekly face-to-face therapy standards, we examined a period of 12 weeks of treatment. Importantly, the study took place in an ecologically valid outpatient telemedicine setting, portraying how two-way messaging would be used in naturalistic contexts. To our knowledge, this is the first study to examine the course of messaging telemedicine treatment for PTSD. Our first aim was to examine overall rates of PTSD reduction and then identify heterogeneous trajectories of symptom changes during treatment. We also sought to identify individual and treatment characteristics that could predict the observed outcome differences.

Methods

Participants and Setting

Our sample consisted of 18- to 65-year-old treatment-seeking individuals in the United States, who signed up for a web-based therapy platform (Talkspace). The platform is accessible through internet search, through employee assistance programs, and, as a behavioral health benefit, through some individual insurances. Patients first underwent a biopsychosocial intake interview with a licensed therapist through a live messaging system. Presenting complaints, diagnosis, treatment goals, treatment history, and provider preferences were determined by the clinician during the assessment. Patients then chose a therapist for their treatment from a selected assortment of clinicians, licensed in the state where the patients resided. The matching algorithm selection was based on intake information, therapists’ previous treatment outcomes, and patients’ preferences (eg, the therapist’s gender). The study used archival data under the platform Terms of Use and was approved by the institutional review board at Columbia University Teachers College.

The inclusion criteria were as follows: PTSD diagnosis confirmed by clinical intake and working diagnosis with a licensed therapist, initial PTSD symptom score of 33 or above as measured by the PTSD Checklist for Diagnostic and Statistical Manual of Mental Disorders-5 (PCL-5), and regular internet and/or phone access. The exclusion criteria were as follows: comorbid bipolar or psychotic-spectrum disorders (established by clinical intake/interview); comorbid substance or alcohol abuse (established by clinical intake/interview); and suicidal ideation, intent, plan, and/or behavior requiring higher level of care, as measured by the Columbia Suicide Severity Rating Scale.

Of 1466 individuals who had a confirmed PTSD diagnosis from licensed providers, 1017 did not meet the exclusion criteria and agreed to complete measures before beginning treatment; of these, 775 had PTSD symptoms above the clinical threshold. The final sample consisted of 475 participants who completed two or more surveys (Figure 1).
Figure 1. Flowchart of patient selection for the study. PCL-5: Posttraumatic Stress Disorder Checklist for the Diagnostic and Statistical Manual of Mental Disorders-5; PTSD: posttraumatic stress disorder.

**Design and Procedure**

Therapists in the study (n=173) were licensed in the same state as the patient and credentialed up to the National Committee for Quality Assurance standards. They were trained and experienced in PTSD (138/173, 79.7%), cognitive behavioral therapy (98/173, 56.9%), and third-wave behavioral (83/173, 47.7%) and psychodynamic (51/173, 29.4%) treatment modalities. They had at least three years of experience delivering mental health care post licensure. Modal experience of psychotherapy practice was 10+ years (69/173, 39.9%). Before providing treatment on the platform, therapists went through a 30-day orientation to the platform that included introduction to patients, completing informed consent, setting a frame for the treatment, appropriately pacing the treatment, handling crisis, making referrals, and other aspects related to telehealth competence.

Multimedia messages (similar in capability to commonly used texting apps) were used by the therapists to deliver interventions through a Health Insurance Portability and Accountability Act (HIPAA)-compliant interface for smartphones and computers. Messages consisted of two-way asynchronous communication, containing text, photo, audio, or video content. Therapists messaged patients a minimum of once (or more than once) per day, 5 days a week. Participants were able to send any number of multimedia messages at any time they wanted to their therapist, and the messages were stored for the clinicians to review. Therapist response times were scheduled and communicated to their patients at the start of treatment (eg, Monday to Friday from 9 AM to 11 AM and from 5 PM to 6 PM). All professional and ethical standards of the messaging treatment were observed just as in a face-to-face treatment, and higher levels of care referrals were provided when needed.

A period of 12 weeks of messaging was examined. Participants could discontinue treatment at any point as in conventional outpatient settings. Treatment engagement metrics included weekly average text, photo, audio, and video messaging communication for each week of the treatment. This information was automatically collected by the digital health platform. For each patient and therapist dyad, the average number of messages per week in treatment was assessed (text, audio, photo, and video) as well as the average number of weekly words used in text messages and the weekly average duration of audio and video content in minutes.

**Measures**

All participants had a primary diagnosis of PTSD from their licensed provider. In addition, the 20-item PCL-5 [30,31] was used to identify the presence of PTSD symptoms from baseline and then every 3 weeks for 12 weeks. A PCL-5 score of 33 or higher is considered indicative of clinically significant PTSD [32], and only participants initially meeting the cutoff were included. Post baseline survey completion was voluntary and described to patients as an important aspect of their care that facilitates goal setting and tracking progress. In addition, the 12-item Working Alliance Inventory (WAI)–revised short patient version [33] determined participants’ treatment alliances after 3 weeks of treatment. WAI scores have been positively associated with good treatment outcomes [34].
Statistical Analyses

Posttraumatic Stress Disorder Symptom Trajectories

Growth mixture modeling (GMM) was performed using Mplus 8 [35] to identify trajectories of PTSD symptom scores over treatment (baseline to week 12). GMM has been extensively used to model PTSD symptom course [36], as it allows the identification of heterogeneous subpopulations (or classes) characterized by different longitudinal symptom trajectories, such as treatment responders and nonresponders. The GMM trajectories were estimated using the Muthén-Roy model [37], a more stringent approach to survey nonresponse that considers missing data as nonignorable and associated with treatment measures. Specifically, binary indicators of missingness for each observation were included in the model and described by classes of missing data patterns, which correlated with the PTSD trajectories predicted by growth factors (intercept, slope, and quadratic parameters) of PCL-5 score changes over time. Patients were then assigned to one missing data pattern and a PCL-5 class, conjointly representing their treatment outcomes. To determine the best fitting model, nested GMMs with an increasing number of trajectories and different missing data approaches to dropout were compared [37]. The optimal trajectory solution [38] was determined based on the lower Bayesian Information Criterion and higher classification entropy [39]. Theoretical and explanatory properties and theoretical coherence were also considered when determining the best fitting solution [40].

Predictors of Posttraumatic Stress Disorder Reduction and Treatment Adherence

After determining the best fitting trajectory solution, categorical class assignments as well as demographic, clinical, and treatment variables were added into a logistic regression in R [41] to predict clinically meaningful PTSD symptom improvement, as indicated by the PCL-5 score reduction of 10 or more points [30] at the last available observation or at 12 weeks, whichever came first. A second logistic regression examined predictors of patient adherence, measured as remaining in treatment for at least eight weeks.

Analyzed predictors consisted of demographics (gender, age, and education level), first experience in therapy, total number of treatment weeks, working alliance (WAI score), therapist-reported PTSD treatment expertise, and years of experience. Weekly communication characteristics (types of messages, average words sent, and duration of audio/video messages) of therapist interventions and patient responses were also analyzed. Examined predictor variables had 12% missingness or less, with the exception of the WAI (32%). Multiple imputations by iterative random forests (500 trees, 10 iterations) for missing values were performed in R using package missForest v 1.4 [42]. Clinical and outcome variables were masked during imputations to prevent information leakage. Categorical variables were then transformed into binary (eg, age ≤ or > 35 years).

Results

Sample Characteristics

The final patient sample consisted of 475 individuals with both PTSD diagnosis and PCL-5 scores of 33 or above. They were predominantly female, 26- to 35-year-old, and college educated. Table 1 reports the full characteristics of the participants.
Table 1. Demographic, clinical, and treatment characteristics for full sample (N=475).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total number of participants</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td>475</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td></td>
<td>125 (26.3)</td>
</tr>
<tr>
<td>26-35</td>
<td></td>
<td>234 (49.3)</td>
</tr>
<tr>
<td>36-49</td>
<td></td>
<td>103 (21.7)</td>
</tr>
<tr>
<td>≥50</td>
<td></td>
<td>13 (2.7)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>422</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td></td>
<td>291 (69.0)</td>
</tr>
<tr>
<td>High school diploma</td>
<td></td>
<td>131 (31.0)</td>
</tr>
<tr>
<td>First time in therapy, n (%)</td>
<td></td>
<td>78 (17.8)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>475</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>412 (86.7)</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>63 (13.3)</td>
</tr>
<tr>
<td>Patient’s state, n (%)</td>
<td>475</td>
<td></td>
</tr>
<tr>
<td>California</td>
<td></td>
<td>61 (14.2)</td>
</tr>
<tr>
<td>New York</td>
<td></td>
<td>52 (12.1)</td>
</tr>
<tr>
<td>Texas</td>
<td></td>
<td>28 (6.5)</td>
</tr>
<tr>
<td>Florida</td>
<td></td>
<td>28 (6.5)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td></td>
<td>20 (4.6)</td>
</tr>
<tr>
<td>Other US state</td>
<td></td>
<td>347 (56.1)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder symptoms, mean (SD)</td>
<td>475</td>
<td></td>
</tr>
<tr>
<td>PCL-5, baseline</td>
<td></td>
<td>50.64 (10.44)</td>
</tr>
<tr>
<td>PCL-5, week 3</td>
<td>475</td>
<td>43.53 (15.04)</td>
</tr>
<tr>
<td>PCL-5, week 6</td>
<td>282</td>
<td>39.71 (15.80)</td>
</tr>
<tr>
<td>PCL-5, week 9</td>
<td>168</td>
<td>37.65 (16.21)</td>
</tr>
<tr>
<td>PCL-5, week 12</td>
<td>108</td>
<td>36.03 (16.80)</td>
</tr>
<tr>
<td>Treatment duration (weeks), mean (SD)</td>
<td>475</td>
<td>10.28 (2.82)</td>
</tr>
<tr>
<td>Treatment focus, n (%)</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Traumatic memories</td>
<td></td>
<td>36 (53)</td>
</tr>
<tr>
<td>Challenges with daily living</td>
<td></td>
<td>32 (47)</td>
</tr>
<tr>
<td>Weekly engagement, patients, mean (SD)</td>
<td>423</td>
<td></td>
</tr>
<tr>
<td>Number of messages</td>
<td>14.68 (18.04)</td>
<td></td>
</tr>
<tr>
<td><strong>Text messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>13.78 (17.68)</td>
<td></td>
</tr>
<tr>
<td>Words</td>
<td>1039.86 (1191)</td>
<td></td>
</tr>
<tr>
<td><strong>Audio messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>0.40 (1.46)</td>
<td></td>
</tr>
<tr>
<td>Duration (min)</td>
<td>83.32 (330.93)</td>
<td></td>
</tr>
<tr>
<td><strong>Photo messages, count</strong></td>
<td>0.42 (1.05)</td>
<td></td>
</tr>
<tr>
<td><strong>Video messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>0.05 (0.37)</td>
<td></td>
</tr>
<tr>
<td>Duration (min)</td>
<td>5.20 (41.86)</td>
<td></td>
</tr>
<tr>
<td>Weekly interventions by therapists, mean (SD)</td>
<td>423</td>
<td></td>
</tr>
</tbody>
</table>

PCL-5 refers to the Posttraumatic Stress Disorder-5 Scale.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Total number of participants</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of messages</td>
<td></td>
<td>8.75 (8.88)</td>
</tr>
<tr>
<td><strong>Text messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td></td>
<td>8.18 (8.84)</td>
</tr>
<tr>
<td>Words</td>
<td></td>
<td>679.78 (535.12)</td>
</tr>
<tr>
<td><strong>Audio messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td></td>
<td>0.33 (0.91)</td>
</tr>
<tr>
<td>Duration (min)</td>
<td></td>
<td>58.13 (180.48)</td>
</tr>
<tr>
<td><strong>Photo messages, count</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.17 (0.49)</td>
</tr>
<tr>
<td><strong>Video messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td></td>
<td>0.07 (0.18)</td>
</tr>
<tr>
<td>Duration (min)</td>
<td></td>
<td>4.33 (17.33)</td>
</tr>
<tr>
<td>Working alliance, mean (SD)</td>
<td></td>
<td>322</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45.44 (10.47)</td>
</tr>
</tbody>
</table>

\(^{a}\)PCL-5: Posttraumatic Stress Disorder Checklist for the Diagnostic and Statistical Manual of Mental Disorders-5.

**Treatment Characteristics**

**Messaging Engagement**

Therapists predominantly delivered therapy via text on a weekly basis (mean 8.18, SD 8.84), but audio, photo, and video messages were also used. Similar communication preferences were observed in the patients’ weekly use of text (mean 13.78, SD 17.68), audio, photo, and video messages. A subset of therapists (68/173, 39.3%) described their treatment focus, with half reporting focusing on the memory of the trauma as the primary treatment goal (n=36) and the other on challenges with day-to-day living (n=32). Overall, patients reported good therapeutic alliance at 3 weeks of treatment (WAI, total scale: mean 45.44, SD 10.47; item average: mean 3.8, SD 0.9).

**Dropout**

The average treatment duration was 10.3 weeks (SD 2.7). A total of 58.7% (279/475) of patients completed the entire observed 12 weeks of treatment, with the remaining individuals discontinuing. Specifically, of the 475 patients, 11 (1.3%) total terminated treatment by week 3, 65 (13.7% total) terminated cumulatively by week 6, 127 (26.7%) terminated cumulatively by week 9, and an additional 69 discontinued before week 12, resulting in a total of 196 patients (41.3%) who discontinued treatment. Reasons for termination were reported in an exit survey of 108 individuals and included reaching personal treatment goals (n=52), considering the therapist not helpful or bad (n=23), money concerns (n=21), starting face-to-face therapy (n=9), lack of time (n=2), and technical difficulties with the platform (n=1). A therapeutic dose of PTSD treatment, consisting of 8 (or more) weeks of intervention, was achieved in 84.0% (399/475) of all patients.

**Average Treatment Outcome**

Mean PCL-5 scores averaged over the entire sample decreased from baseline (mean 50.64, SD 10.44) over the course of treatment: 3 weeks (mean 43.53, SD 15.04), 6 weeks (mean 39.71, SD 15.85), 9 weeks (mean 37.65, SD 16.21), and 12 weeks (mean 36.03, SD 16.8). There were 3.2 (SD 1.2) PCL-5 assessments available per patient. Scores falling below the established cutoff for probable PTSD (<33) were endorsed by 34.9% (166/475) of participants by their last observation; a more stringent threshold for remission based on the PCL-5 score of 19 and lower was reached by 14.3% (68/475) of the sample. The mean PCL-5 score reduction was 11 points (SD 15.0), with 48.6% (231/475) of patients reaching a clinically significant improvement of 10 or more points.

**Posttraumatic Stress Disorder Symptom Trajectories**

The best GMM fitting model of PCL-5 symptom trajectories over treatment is displayed in Figure 2. Table 2 reports fit indices for successfully estimated solutions of the GMM Muthén-Roy and other GMM models with progressively increasing numbers of classes.

GMM identified 4 subpopulations distinguished by their course of PCL-5 symptoms over treatment and their response patterns. The probability of distinct class membership was high, ranging from 0.78 to 0.92. The first trajectory was characterized by a steady reduction in symptom scores that eventually fell below the threshold established for probable PTSD (moderate improvement, 197/475, 41.4%). This class showed relatively lower levels of initial symptoms that decreased below the PTSD cutoff over the course of treatment. The second largest class (high symptoms, 197/475, 41.4%) described a population with PCL-5 scores that, although decreasing, remained above the clinical cutoff. The third identified class (chronic symptoms, 61/475, 12.9%) was a trajectory characterized by treatment nonresponse. The fourth trajectory (acute improvement, 20/475, 4.3%) was characterized by high initial PCL-5 scores, which decreased below the clinical cutoff through treatment. In terms of missing data patterns, the moderate improvement and chronic symptoms trajectories had the same latent profile, characterized by a higher risk of self-report measure noncompletion (44.0% of combined subpopulations completed only two measures) when compared with the high symptoms and acute improvement group (37.8%). There were no differences in dropout rates between the two missingness patterns (8+ weeks of treatment: 84.2% vs 83.8%). Consistent with their longitudinal course, the
moderate and acute improvement trajectories belonged to the same PTSD latent class, characterized by symptom reduction, whereas high and chronic symptoms were part of the same elevated-symptom PTSD class. Specifically, of the 166 patients reaching scores below probable PTSD (PCL-5 ≤ 32) by their last observation, 130 were assigned to the symptom-reduction trajectories and 36 to the elevated-symptom class.

**Figure 2.** Estimated means for Muthén-Roy growth mixture modeling trajectories of PCL-5 symptom scores over 12 weeks of treatment (N=475). PCL-5: Posttraumatic Stress Disorder Checklist for the Diagnostic and Statistical Manual of Mental Disorders-5.

<table>
<thead>
<tr>
<th>Model and Number of classes</th>
<th>Bayesian Information Criterion</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muthén–Roy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (2)</td>
<td>11,508.56</td>
<td>0.80</td>
</tr>
<tr>
<td>1 (1)</td>
<td>11,556.90</td>
<td>0.70</td>
</tr>
<tr>
<td>Pattern mixture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>11,583.12</td>
<td>N/A</td>
</tr>
<tr>
<td>Diggle-Kenward</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12,934.68</td>
<td>0.70</td>
</tr>
<tr>
<td>1</td>
<td>13,092.78</td>
<td>N/A</td>
</tr>
<tr>
<td>Missing at random GMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>11,538.72</td>
<td>0.70</td>
</tr>
<tr>
<td>1</td>
<td>11,724.37</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Predictors of Posttraumatic Stress Disorder Reduction and Treatment Adherence**

Logistic regression analyses were performed to determine the role of demographic, categorical GMM memberships, treatment, and communication characteristics as predictors of significant PTSD reduction and treatment adherence. The threshold for clinically meaningful PTSD symptom improvement (PCL-5 score reduction ≥ 10) was reached by 48.6% (231/475) of patients by their last observation, with 130
patients assigned to the acute and moderate improvement trajectories and 101 assigned to the chronic and high symptom trajectories. The likelihood ratio test of the full model against a constant-only model was significant ($\chi^2_{20,475}=64.1, P<.001$; McFadden $R^2=0.10$), and the predictor odds ratios (OR) are shown in Table 3. Results indicated that higher therapeutic alliance scores (OR 1.03, 95% CI 1.01-1.05; $P=.02$) and being at the first experience of psychotherapy (OR 2.03, 95% CI 1.18-3.54; $P=.01$) were significantly associated with PTSD symptom reduction. Consistent with the heterogeneous trajectories, the results also showed that participants assigned to the moderate and acute improvement trajectories were more likely to have significant symptom reduction (OR 5.19, 95% CI 2.83-10.0; $P<.001$) than those assigned to the elevated-symptom trajectories, while patients with less measure completion were also less likely to show improvements (OR 0.38, 95% CI 0.20-0.69; $P=.002$). In terms of average weekly engagement per week in treatment, patients sending more video messages per treatment week were more likely to show symptom improvements (OR 1.01, 95% CI 1.01-1.05; $P=.03$).

A second logistic regression examined predictors of staying in treatment until an adequate therapeutic dose (≥8 weeks), which was achieved by 84% (399/475) of patients. The analysis used all previously examined variables, with the exception of treatment duration. Results of the logistic regression ($\chi^2_{19,475}=118, P<.001$; McFadden $R^2=0.28$) indicated that patients with higher therapeutic alliances (OR 1.07, 95% CI 1.03-1.10; $P<.001$) and higher education level (OR 2.13, 95% CI 1.13-4.03; $P=.02$) were more likely to attain the treatment dose. Patients who were more engaged in treatment media who sent a higher number of messages per week of treatment were more likely to achieve treatment completion (OR 1.08, 95% CI 1.04-1.13; $P<.001$). Interestingly, therapists wrote more on average each week to patients who ended up discontinuing the therapy (OR 0.88, 95% CI 0.82-0.94; $P<.001$), possibly trying to keep them continuing the treatment. No other meaningful differences emerged in terms of covariates or quantitative intervention characteristics, and full estimates are reported in Table 3.
Table 3. Predictors of posttraumatic stress disorder symptoms clinically significant improvement and treatment adherence (N=475).

<table>
<thead>
<tr>
<th>Variable</th>
<th>PTSD(^a) symptoms improvement</th>
<th>Treatment dose 8+ weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^b) (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age &gt;35 years</td>
<td>0.79 (0.49-1.26)</td>
<td>.32</td>
</tr>
<tr>
<td>Education: Bachelor’s degree or higher</td>
<td>0.99 (0.64-1.54)</td>
<td>.97</td>
</tr>
<tr>
<td>Gender - female</td>
<td>1.31 (0.73-2.36)</td>
<td>.37</td>
</tr>
<tr>
<td>First therapy experience</td>
<td>2.03 (1.18-3.54)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Treatment characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working alliance</td>
<td>1.03 (1.01-1.05)</td>
<td>.02</td>
</tr>
<tr>
<td>Duration of treatment (weeks)</td>
<td>1.07 (0.98-1.17)</td>
<td>.13</td>
</tr>
<tr>
<td>Latent class: acute/moderate improvement</td>
<td>5.19 (2.83-10.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Latent class: survey noncompletion</td>
<td>0.38 (0.20-0.69)</td>
<td>.002</td>
</tr>
<tr>
<td>Therapist: years of experience (10+)</td>
<td>1.44 (0.92-2.27)</td>
<td>.11</td>
</tr>
<tr>
<td>Therapist: PTSD expertise</td>
<td>0.76 (0.51-1.14)</td>
<td>.19</td>
</tr>
<tr>
<td><strong>Patient weekly engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of messages</td>
<td>1.00 (0.98-1.01)</td>
<td>.64</td>
</tr>
<tr>
<td>Text messages: number of words</td>
<td>1.00 (1.00-1.00)</td>
<td>.67</td>
</tr>
<tr>
<td>Audio messages: duration (min)</td>
<td>1.00 (1.00-1.00)</td>
<td>.52</td>
</tr>
<tr>
<td>Photo messages: count</td>
<td>0.83 (0.65-1.03)</td>
<td>.11</td>
</tr>
<tr>
<td>Video messages: duration (min)</td>
<td>1.02 (1.01-1.05)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Therapist weekly engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of messages</td>
<td>1.01 (0.97-1.05)</td>
<td>.55</td>
</tr>
<tr>
<td>Text messages: number of words</td>
<td>1.00 (1.00-1.00)</td>
<td>.52</td>
</tr>
<tr>
<td>Audio messages: duration (min)</td>
<td>1.00 (1.00-1.00)</td>
<td>.92</td>
</tr>
<tr>
<td>Photo messages: count</td>
<td>1.17 (0.74-1.99)</td>
<td>.51</td>
</tr>
<tr>
<td>Video messages: duration (min)</td>
<td>0.98 (0.95-1.00)</td>
<td>.05</td>
</tr>
</tbody>
</table>

\(^a\)PTSD: posttraumatic stress disorder.

\(^b\)OR: odds ratio.

\(^c\)N/A: not applicable.

**Discussion**

This study analyzed two-way asynchronous messaging as a delivery modality for PTSD treatment. The research took place in a patient-centered naturalistic setting, where therapeutic dyads interacted daily through messaging. PTSD symptoms were assessed from baseline every 3 weeks over the course of 12 weeks of treatment. Messages were sent using a HIPAA-compliant online platform, which also automatically collected patient-therapist messaging engagement metrics. We first investigated whether PTSD treatment response patterns were influenced by the messaging delivery modality. We then divided patients into heterogeneous groups based on their symptom fluctuations to tease apart patterns of treatment response. We then assessed which individual, therapist, and messaging engagement differences could predict outcome differences.

The results indicated that 48.6% (231/475) of patients experienced clinically significant improvement of symptoms, with 34.9% (166/475) improving below the PTSD threshold. Similar remission rates are usually observed when delivering PTSD treatment through established modalities, including face-to-face \[43,44\] and live video \[16,45\]. In addition, we identified 4 heterogeneous trajectories of PTSD symptom changes. The majority of the sample showed a steady reduction in PTSD symptoms from a moderate baseline (moderate improvement, 198/475, 41.4%) and others more steeply from a higher baseline (acute improvement, 20/475, 4.3%). Nonetheless, one of the largest groups consisted of 198 individuals with symptoms that, while decreasing, remained above the clinical threshold (high symptoms, 198/475, 41.4%). A group of 12.9% (61/475) of patients with chronic high symptoms was also identified. The analytic approach allowed for a more accurate model of the heterogeneous PTSD course \[46\] and accounted for missing data in the course of treatment over time \[37\].
identifying symptom improvements for nearly half of the sample in the examined time frame. These trajectories raise important possibilities for assisting the two nonresponder groups. For example, individuals in these groups could be referred to face-to-face therapy, switched to another type of therapy, moved to live video sessions, or offered a psychiatric referral or other available resources. Further analysis of participants with clinically meaningful PTSD symptom reductions indicated that the improvement trajectories were significantly more likely to reach PTSD remission. A higher chance of meaningful symptom reduction was also associated with being in therapy for the first time, a higher working alliance, higher survey response rate, and more use of immersive communication modalities (i.e., video messages). Therapists’ expertise and the treatment focus were shown to be less important than other therapeutic factors (i.e., working alliance). However, these findings may evolve, as therapeutic interventions were specifically identified for this medium. Of note, 84.0% (399/475) of the sample remained in treatment until reaching a therapeutic dose of 8+ weeks of therapy, a proportion higher than that observed in face-to-face PTSD treatment [43]. This finding is consistent with the 3 unique advantages of messaging therapy: (1) ease of access contributes to adherence and completion, (2) patients can write to therapists at any moment of the patient’s choosing, and (3) there is greater frequency of therapeutic intervention (5 days a week). Logistic regression analysis showed that treatment adherence was associated with a higher therapeutic alliance and more messages sent by patients each week. The role of working alliances in predicting treatment adherence and symptom improvement through messaging was consistent with its importance during in-person and live video therapy delivery [16,47,48]. Moreover, the therapists of individuals who discontinued treatment prematurely were more likely to try to engage their patients, resulting in higher average messages generated per week.

Overall, PTSD treatment administered using two-way messaging resulted in symptom-reduction rates similar to those reported for face-to-face and videoconferencing therapy [16,45] and higher spontaneous remission rates [49]. To our knowledge, this study, which observes the PTSD symptom course and treatment delivery in a large sample of patient-therapist dyads interacting through two-way messaging, is the first of its kind. Although these initial observational results are promising, the lack of a control group and posttreatment assessment in this study hinders comparison with nondigital treatment as usual. It may be useful to conduct a randomized controlled study of PTSD treatment delivery via asynchronous two-way messaging to assess its effectiveness compared with established forms of treatment interventions. Another limitation of the study is that our research was focused on the delivery of treatment rather than its content. Accordingly, the treatment metrics examined were related to the frequency (i.e., number of messages) and quantity (i.e., number of words and length of audio/video messages) of the patient-therapist interactions. Although we investigated therapist experience and PTSD treatment expertise as well as reported on treatment focus, our level of analysis was not specific to the content of treatment interventions. Future research utilizing treatment protocols or otherwise quantifying the nature of the therapeutic intervention will also be important. There are additional limitations to consider when interpreting these findings. Despite the large sample size in this study, 449 potential participants chose not to complete any assessments. In addition, 300 participants did not complete the minimum of two assessments required to be included in the study. As such, self-selection could have influenced the findings. Moreover, although encouraged by the platform and therapist, survey responses were determined by the patient, with possible reasons for nonresponse ranging from dissatisfaction (e.g., unhappiness with their progress, lack of motivation, or discomfort with the modality) to treatment success (e.g., met goals). Although the trajectory modeling used in this study accounted for missing data and dropout attrition, future research should assess these characteristics in more detail, in addition to the outcome findings discussed, to strengthen the generalizability of these results. Finally, although therapists received telehealth orientation, no PTSD intervention manuals for messaging were available at the time of the study. Future research should examine the feasibility and effectiveness of specific treatment approaches and protocols for PTSD when delivered by messaging, such as cognitive processing therapy.

Despite these limitations, this study highlights new opportunities for telemedicine in the treatment of PTSD. Patients diagnosed with PTSD often face avoidance, guilt, fear, and alienation in addition to common barriers (wait lists, insurance coverage, affordability, and scheduling around work or other obligations) that prevent them from seeking treatment. Delivery of therapy through two-way messaging opens up opportunities for increased access to treatment with less fear of stigmatization in an immediate and convenient manner.
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Abstract

Background: Rapid human papillomavirus (HPV) DNA testing is an emerging cervical cancer screening strategy in resource-limited countries, yet it requires follow-up of women who test HPV positive.

Objective: This study aimed to determine if one-way text messages improved attendance to a 14-month follow-up cervical cancer screening among HPV-positive women.

Methods: This multicenter, parallel-group randomized controlled trial was conducted at 3 hospitals in Tanzania. Eligible participants were aged between 25 and 60 years, had tested positive to a rapid HPV test during a patient-initiated screening, had been informed of their HPV result, and had a private mobile phone with a valid number. Participants were randomly assigned in a 1:1 ratio to the intervention or control group through an incorporated algorithm in the text message system. The intervention group received one-way text messages, and the control group received no text messages. The primary outcome was attendance at a 14-month health provider-initiated follow-up screening. Participants were not blinded, but outcome assessors were. The analysis was based on intention to treat.

Results: Between August 2015 and July 2017, 4080 women were screened for cervical cancer, of which 705 were included in this trial—358 women were allocated to the intervention group, and 347 women were allocated to the control group. Moreover, 16 women were excluded before the analysis because they developed cervical cancer or died (8 from each group). In the intervention group, 24.0% (84/350) women attended their follow-up screening, and in the control group, 23.8% (80/335) women attended their follow-up screening (risk ratio 1.02, 95% CI 0.79-1.33).

Conclusions: Attendance to a health provider-initiated follow-up cervical cancer screening among HPV-positive women was strikingly low, and one-way text messages did not improve the attendance rate. Implementation of rapid HPV testing as a primary screening method at the clinic level entails the challenge of ensuring a proper follow-up of women.

Trial Registration: ClinicalTrials.gov NCT02509702; https://clinicaltrials.gov/ct2/show/NCT02509702.
Introduction

Background

Despite the fact that cervical cancer can be prevented, the global age-standardized incidence and mortality rates of cervical cancer were 13.1 and 6.9, respectively, per 100,000 women in 2018 [1]. Cervical cancer is the fourth most common cancer among women worldwide [1], and the burden of disease is unequally distributed, with 70% of the cases occurring in low-resource countries [2]. In Tanzania, cervical cancer constitutes 38% of all new cancer cases among women, and the age-standardized incidence and mortality rates were 59.1 and 42.7, respectively, per 100,000 women in 2018 [3].

Primary prevention of cervical cancer includes vaccination against high-risk human papillomavirus (HPV) types, and secondary prevention involves early and accurate detection through screening and subsequent treatment of precancerous lesions [4]. In 2018, Tanzania launched HPV vaccination of girls aged 9 to 14 years [5]; however, older generations of women fully rely on screening to prevent the development of cervical cancer. Currently, Tanzania follows the World Health Organization’s screen-and-treat guideline for resource-limited settings, which involves visual inspection with acetic acid (VIA) with immediate treatment if lesions appear [6]. Rapid HPV DNA testing is an emerging screening strategy in resource-limited countries, as it has proven to be an objective and more sensitive alternative to VIA [7,8]. However, the test only identifies women who are high-risk HPV positive and thus at increased risk of developing cervical cancer. Consequently, subsequent screening of these women is needed to identify those who have precancerous lesions. This leads to a risk of loss to follow-up compared with screening by the use of VIA. Yet, this issue is still largely unexplored in an African context.

In recent years, mobile phone access has expanded rapidly across Africa, and in 2018, there were 81 mobile subscriptions per 100 people in Tanzania [9]. The increasing mobile phone access has gone hand in hand with a growing number of mobile health (mHealth) interventions that aim to address global health issues in innovative ways. One-way text message interventions—also referred to as one-way SMS—involve sending text messages to a recipient who cannot respond to the text message. The advantages of text messages are that they are easy to use, can be sent to the receivers simultaneously, and require less staff. A recent systematic review and meta-analysis of one-way text message trials in Africa showed that one-way text messages have been tested within different clinical areas across Africa, although mainly in relation to medicine adherence and appointment attendance. The effect of one-way text messages varied across clinical areas, and overall, the highest effect was found in relation to increasing attendance to a childhood immunization appointment [10]. In relation to cervical cancer screening attendance, a systematic review from 2017 concerning text message interventions on cancer screening rates [11] found 1 trial from Malaysia with no effect of one-way text messages improving attendance to a repeat cervical smear compared with postal letters [12]. However, recent trials from Tanzania and Kenya have shown that one-way text messages increased attendance to cervical cancer screening among screening-naive women [13] and a repeat cervical smear [14], compared with no text messages. Yet, it is still unknown whether or not one-way text messages can increase the attendance rate of HPV-positive women who have been appointed a follow-up screening.

Objectives and Study Context

The aim of this study (Connected2Care) was to assess the effect of one-way text messages on attendance to a provider-initiated follow-up screening appointment among women who had tested HPV positive during a patient-initiated opportunistic screening 14 months earlier. In addition, we examined factors associated with attendance regardless of group allocation. Connected2Care is a substudy of a larger research study, Comprehensive Cervical Cancer Prevention in Tanzania (CONCEPT). The CONCEPT study is linked to the existing national cervical cancer screening programs in Dar es Salaam and Kilimanjaro and will end in December 2021.

Methods

Study Design

Connected2Care is an unblinded, multicenter, parallel-group randomized controlled trial conducted at 3 hospitals in Tanzania: Ocean Road Cancer Institute (ORCI) in Dar es Salaam and Kilimanjaro Christian Medical Centre (KCMC) and Mawenzi Regional Hospital in Moshi. Originally, the study was designed as a double-site study (ORCI and KCMC); however, because of a slower-than-expected recruitment rate, a third study site (Mawenzi Regional Hospital) was added 6 months into the recruitment phase. To increase recruitment further, fliers informing about the screening were shared at mosques and churches close to the study sites, and 2 outreach screenings were conducted by the ORCI screening nurses in Dar es Salaam. The study protocol has been published elsewhere [15], and the joined ethical approval for all study sites was obtained from the National Institute for Medical Research in Tanzania.

Participants

Women aged 25 to 60 years, who attended a patient-initiated cervical cancer screening at the study sites, were assessed by a screening nurse for overall eligibility to participate in the CONCEPT study. Eligible women gave written informed consent. The exclusion criteria were pregnancy or menstruation on the day of enrollment, previous hysterectomy, cervical
cancer, or diagnosis of cervical precancerous lesions within the past 12 months. The subgroup of CONCEPT participants, who tested high-risk HPV positive at the enrollment screening, was assessed for eligibility to be further included in the Connected2Care study. Women were ineligible for inclusion in Connected2Care if they did not own a private mobile phone, had provided an invalid phone number (ie, digits missing), or were not informed of their positive HPV test result. Ineligible women were excluded before randomization.

Randomization and Blinding

Participants were randomly assigned to the intervention or control group in a 1:1 ratio. The randomization occurred through an incorporated algorithm in the text message system, which automatically assigned participants to the intervention or control group. The random sequence generator was developed by the external information technology consultant, who developed the text messaging system, and it was concealed to all investigators. Screening nurses enrolled participants and were concealed to the latter group allocation. The first author (DL) assigned participants to the trial by uploading the phone numbers of the eligible participants into the text messaging system and was not concealed to the group allocation. Due to the overt nature of the text message intervention, the study participants were not concealed to their group allocation. Yet, the outcome assessors—in the form of screening nurses registering the attendance date—were blinded.

Procedures

Eligible women were assigned an anonymous study ID and interviewed by a trained nurse using a structured questionnaire. The nurse also registered their home address and phone numbers as well as provided general cervical cancer screening education and counseling according to the national guidelines for cervical cancer screening in Tanzania. During the enrollment screening, 2 cervical specimens were taken using a careHPV brush [16] and a ThinPrep Pap Test plastic spatula [17] before VIA was conducted. Women who tested VIA positive were treated onsite with cryotherapy or loop electrosurgical excision procedure. VIA status and treatment did not influence inclusion into the trial, and the results from the ThinPrep-collected specimens (cytology and hybrid capture 2) were not available until postinclusion, hence did not influence enrollment either. The test performance of VIA, careHPV, and Hybrid Capture 2 for the detection of cytologically diagnosed high-grade cervical lesions or cancer is not addressed in the Connected2Care trial, but in other parts of the CONCEPT project [18]. Once the screening had finished, all women were assigned a 14-month follow-up screening appointment, which was written on a physical appointment card together with their study ID. The appointment card was considered standard care.

Using the rapid careHPV test, the specimens were tested for 14 types of high-risk HPV (16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68) in a local laboratory at 2 of the study sites (ORCI and KCMC). Community nurses attempted to conduct a private home visit to inform all careHPV-positive women about their results. The women were informed that 1 of the extra tests they had had during their cervical cancer screening (HPV test) turned out positive, yet this did not mean that they had cervical cancer. Furthermore, they were informed that HPV is a common infection that most likely will clear on its own, but it was important that they attended their follow-up screening as it can develop into cervical cancer over time. Finally, the women were told that they may receive health educative and reminder text messages before their next screening appointment. Inclusion into Connected2Care did not occur until it was confirmed to the first author (DL) that a woman had been informed of her result, after which she was uploaded to the text message system and assigned to either the text message plus standard care group (intervention group) or the standard care group (control group).

Over a period of 10 months, 10 health educative messages, and 5 reminders were sent to the women in the intervention group. The health educative messages were sent once a month and contained information about screening, risk factors, and symptoms for cervical cancer (Figure 1). The reminders were sent 14, 7, and 1 day before the 14-month follow-up screening appointment as well as 1 and 7 days post the appointment date. The sender ID, content, timing, and number of text messages were pretested on screening clients as well as on screening nurses before starting the intervention. The rationale behind combining health education and reminders was that health education would enhance the perceived seriousness of the disease as well as the benefit of the screening, and combined with reminders, they would be cues to actions for screening attendance. The messages were not personalized out of privacy concerns, and they were developed in English and translated into Kiswahili using back-and-forth translation. A Web-based text message portal [19]—developed specifically for this study—automatically dispatched the messages and sent them with the ID Elimu Ya Afya (meaning health education in Kiswahili). The portal had a delivery note feature, which showed the discrepancy between the number of text messages sent and the number of text messages received. All data were entered and stored in Research Electronic Data Capture [20].

The women who attended their follow-up screening had a cervical specimen collected using the ThinPrep Pap Test plastic spatula and went through a standard VIA screening. Furthermore, they were reinterviewed using a structured questionnaire. Their attendance date was noted down in a registration book by the screening nurse. If a woman did not attend her follow-up screening within 30 days of their appointment date, the Connected2Care trial was considered finished, and an active posttrial follow-up started to trace the nonattending woman. First, a nurse called the woman to encourage her to attend her appointment at the clinic and offered to refund transportation costs. Second, if the woman did not attend, a nurse visited her at home and encouraged her to come to the clinic and attend her appointment. Third, if the woman still did not attend and she had consented to it, an outreach home visit was conducted, where the woman was interviewed, and a self-collected cervical swab was collected using the Evalyn brush [21]. This swab substituted the swab that would have been collected at the screening clinic by the use of the ThinPrep Pap Test plastic spatula, and these results are yet to be published as another part of the CONCEPT study.
Outcomes

The primary outcome was attendance at a health provider-initiated follow-up screening at 14 months. It was measured as whether or not the participants attended the follow-up screening within 30 days of their screening appointment. Post hoc, we exploratively assessed factors that were associated with attendance, that is, the number of text messages received and sociodemographic characteristics, as well as how attendance had increased postintervention via phone calls and home visits. Prespecified secondary outcomes included cost-effectiveness of the intervention, the intervention’s effect on the knowledge of cervical cancer and screening (16-item true-false questionnaire), and barriers against implementing a text message intervention in Tanzania (mixed methods study). The secondary outcomes, cost-effectiveness and knowledge, have not been assessed, and the barriers against implementation have been assessed in a qualitative postintervention study together with factors that influence screening attendance. The latter objective has been published elsewhere [22], whereas data on barriers related to the text message intervention are yet to be published.

Statistical Analysis

The sample size was calculated based on the methods described by Altman [23]. We estimated that the intervention would increase the attendance rate with 15 points and that 73% of women in the intervention group, and 58% of women in the control group would attend their follow-up appointment. With an allocation ratio of 1:1, a two-sided alpha of 5%, and 80% power, we required approximately 350 participants in each arm. At the time of design, no other text message interventions on cervical cancer had been conducted in Africa, and the estimation was based on the effect of mHealth interventions found within other clinical areas in Eastern Africa [24,25]. The analysis was based on intention to treat, and participants who developed cervical cancer or died during the intervention period were excluded before analysis, as attendance was not an option for them. We calculated a risk ratio (RR) to determine if the proportion of participants who attended their follow-up screening differed between groups and used a relative risk regression by the use of a generalized linear model with log-link function and binomial distribution as statistical family. In subgroup analyses, we assessed if the intervention had a differential effect across subgroups by including an interaction term between the intervention allocation and a subgroup-defining variable. Stata 15 [26] was used to analyze the data. A data monitoring committee did not oversee the study. The study has been registered at ClinicalTrials.gov (NCT02509702).

Results

Trial Results

Study participants were enrolled in the study between August 17, 2015, and July 6, 2017, and the follow-up ended on October 6, 2018. Altogether 4080 women were enrolled in the CONCEPT study. Of these women, 705 were included in Connected2Care (Figure 2). After randomization, 4 participants in each group developed cervical cancer, and 4 participants from each group died from the disease (n=16). These participants were excluded from the analysis, leaving 689 women for analysis.

The intervention and control group were comparable (Table 1), and the primary analysis showed that the intervention had no
effect on attendance to a follow-up screening appointment. Of the 350 women in the intervention group, 84 (24.0%) attended their follow-up screening, and of the 335 women in the control group, 80 (23.8%) attended their follow-up screening (RR 1.02, 95% CI 0.79-1.33).

Six months into the study—after enrollment of 38 participants—we discovered that the SMS system did not dispatch the text messages according to the study plan. We reassigned 38 participants into a new SMS system [19], and they stayed in the groups they were originally allocated to [15]. We conducted a post hoc sensitivity analysis excluding these women and another post hoc analysis excluding 16 participants who were misclassified as HPV positive and erroneously included in the study. The sensitivity analysis of the SMS system (RR 0.95, 95% CI 0.71-1.26) and misclassifications (RR 0.98, 95% CI 0.75-1.29) showed similar results as our main analysis. Moreover, 1 of 8 explorative subgroup analyses showed that HIV status was a potential effect modifier (not adjusted for multiplicity; Figure 3).

Figure 2. Flowchart of the trial. *Found out post inclusion. HPV: human papillomavirus.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Text message group (n=350)</th>
<th>Control group (n=339)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dar es Salaam</td>
<td>173 (49.4)</td>
<td>169 (49.8)</td>
</tr>
<tr>
<td>Kilimanjaro</td>
<td>177 (50.6)</td>
<td>170 (50.1)</td>
</tr>
<tr>
<td><strong>Clinic, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ocean Road Cancer Institute</td>
<td>173 (49.4)</td>
<td>169 (59.8)</td>
</tr>
<tr>
<td>Kilimanjaro Christian Medical Centre</td>
<td>91 (26.0)</td>
<td>88 (25.9)</td>
</tr>
<tr>
<td>Mawenzi Regional Hospital</td>
<td>86 (24.6)</td>
<td>82 (24.2)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>38.2 (8.8)</td>
<td>39.2 (8.4)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>5 (1.4)</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>Primary education</td>
<td>219 (62.6)</td>
<td>230 (67.8)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>93 (26.6)</td>
<td>69 (20.4)</td>
</tr>
<tr>
<td>University or college</td>
<td>33 (9.4)</td>
<td>33 (9.7)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting</td>
<td>226 (64.6)</td>
<td>210 (61.9)</td>
</tr>
<tr>
<td>Single</td>
<td>55 (15.7)</td>
<td>59 (17.4)</td>
</tr>
<tr>
<td>Divorced or widow</td>
<td>68 (19.4)</td>
<td>69 (20.1)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Christian</td>
<td>223 (63.7)</td>
<td>221 (65.2)</td>
</tr>
<tr>
<td>Muslim</td>
<td>124 (35.4)</td>
<td>116 (34.2)</td>
</tr>
<tr>
<td><strong>HIV status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV positive</td>
<td>124 (35.4)</td>
<td>115 (33.9)</td>
</tr>
<tr>
<td>HIV negative</td>
<td>226 (64.6)</td>
<td>224 (66.1)</td>
</tr>
<tr>
<td><strong>Previously screened for cervical cancer, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>81 (23.1)</td>
<td>65 (19.2)</td>
</tr>
<tr>
<td>No</td>
<td>268 (77.6)</td>
<td>271 (80.0)</td>
</tr>
<tr>
<td><strong>Self-perceived health, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent or very good</td>
<td>62 (17.7)</td>
<td>77 (22.7)</td>
</tr>
<tr>
<td>Good</td>
<td>239 (68.3)</td>
<td>200 (59.0)</td>
</tr>
<tr>
<td>Bad or less good</td>
<td>48 (13.7)</td>
<td>60 (17.7)</td>
</tr>
</tbody>
</table>

*a* Missing under 1%.
The SMS dispatching system showed that all participants in the intervention group received at least one of the 15 text messages sent to them, 8% (2/26) received between 1 and 4 text messages, and 23.4% (26/111) received all 15 text messages (Table 2). When examining factors potentially associated with attendance to screening, we found that the number of text messages received did not appear to affect the attendance rate. In contrast, women aged 35 to 44 years (RR 1.64, 95% CI 1.16-2.33) and 45 to 54 years (RR 1.97, 95% CI 1.36-2.84) were more likely to attend their screening compared with women aged 25 to 34 years; HIV-positive women were more likely to attend their screening than HIV-negative women (RR 1.37, 95% CI 1.05-1.79); and women who had previously been screened were more likely to attend their screening than women who had not been screened before their screening at baseline (RR 2.09, 95% CI 1.61-2.72; Table 2).

Figure 3. Forrest plot of subgroup analysis. KCMC: Kilimanjaro Christian Medical Centre; ORCI: Ocean Road Cancer Institute.
Table 2. Factors associated with attendance.

<table>
<thead>
<tr>
<th>Sociodemographic and SMS characteristics</th>
<th>Attendance, n (%)</th>
<th>Attendance (adjusted for SMS; linear)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Risk ratio (95% CI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>z-statistic</td>
</tr>
<tr>
<td><strong>SMS received</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 (all, n=111)</td>
<td>26 (23.4)</td>
<td>1.00</td>
</tr>
<tr>
<td>10-14 (n=141)</td>
<td>37 (26.2)</td>
<td>1.12 (0.68-1.48)</td>
</tr>
<tr>
<td>9-5 (n=65)</td>
<td>18 (28)</td>
<td>1.18 (0.72-1.73)</td>
</tr>
<tr>
<td>1-4 (n=26)</td>
<td>2 (8)</td>
<td>0.32 (0.68-1.48)</td>
</tr>
<tr>
<td>0 (control group, n=339)</td>
<td>80 (23.6)</td>
<td>1.00 (0.61-1.67)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dar es Salaam (n=342)</td>
<td>76 (22.2)</td>
<td>1.00</td>
</tr>
<tr>
<td>Kilimanjaro (KCMC/Mawenzi, n=347)</td>
<td>88 (25.3)</td>
<td>1.14 (0.87-1.49)</td>
</tr>
<tr>
<td><strong>Clinic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ocean Road Cancer Institute (n=342)</td>
<td>76 (22.2)</td>
<td>1.00</td>
</tr>
<tr>
<td>KCMC (n=179)</td>
<td>58 (32.4)</td>
<td>1.46 (1.09-1.95)</td>
</tr>
<tr>
<td>Mawenzi Regional Hospital (n=168)</td>
<td>30 (17.9)</td>
<td>0.80 (0.55-1.18)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34 (n=248)</td>
<td>40 (16.1)</td>
<td>1.00</td>
</tr>
<tr>
<td>35-44 (n=264)</td>
<td>70 (26.5)</td>
<td>1.64 (1.16-2.33)</td>
</tr>
<tr>
<td>45-54 (n=151)</td>
<td>48 (31.8)</td>
<td>1.97 (1.36-2.84)</td>
</tr>
<tr>
<td>55-60 (n=26)</td>
<td>6 (23)</td>
<td>1.47 (0.69-3.13)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal education (n=12)</td>
<td>1 (8)</td>
<td>0.35 (0.53-2.28)</td>
</tr>
<tr>
<td>Primary education (n=449)</td>
<td>108 (24.1)</td>
<td>1.00</td>
</tr>
<tr>
<td>Secondary education (n=162)</td>
<td>43 (26.5)</td>
<td>1.10 (0.81-1.50)</td>
</tr>
<tr>
<td>University or college (n=66)</td>
<td>12 (18)</td>
<td>0.76 (0.44-1.29)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting (n=436)</td>
<td>102 (23.4)</td>
<td>1.00</td>
</tr>
<tr>
<td>Single (n=114)</td>
<td>21 (18.4)</td>
<td>0.79 (0.52-1.20)</td>
</tr>
<tr>
<td>Divorced or widow (n=137)</td>
<td>41 (29.9)</td>
<td>1.28 (0.94-1.74)</td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Christian (n=444)</td>
<td>113 (25.5)</td>
<td>1.00</td>
</tr>
<tr>
<td>Muslim (n=240)</td>
<td>50 (20.8)</td>
<td>0.81 (0.61-1.09)</td>
</tr>
<tr>
<td><strong>HIV status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV negative (n=450)</td>
<td>95 (21.1)</td>
<td>1.00</td>
</tr>
<tr>
<td>HIV positive (n=239)</td>
<td>69 (28.0)</td>
<td>1.37 (1.05-1.79)</td>
</tr>
<tr>
<td><strong>Previously screened for cervical cancer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (n=539)</td>
<td>104 (19.3)</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes (n=146)</td>
<td>59 (40.4)</td>
<td>2.11 (1.62-2.75)</td>
</tr>
<tr>
<td><strong>Self-perceived health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent or very good (n=139)</td>
<td>31 (22.3)</td>
<td>1.00</td>
</tr>
<tr>
<td>Good (n=439)</td>
<td>108 (24.6)</td>
<td>1.10 (0.78-1.57)</td>
</tr>
</tbody>
</table>
Sociodemographic and SMS characteristics | Attendance, n (%) | Attendance (adjusted for SMS; linear) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Risk ratio (95% CI)</td>
<td>SE</td>
</tr>
<tr>
<td>Bad or less good (n=108)</td>
<td>25 (23.1)</td>
<td>1.04 (0.65-1.65)</td>
</tr>
</tbody>
</table>

\(^a\)For 7 participants, it is unknown how many text messages were received. Not adjusted for SMS linear.
\(^b\)Not applicable.
\(^c\)KCMC: Kilimanjaro Christian Medical Centre.
\(^d\)Risk Ratio, continuous (95% CI): 1.03 (1.01-1.04).
\(^e\)Missing under 1%.

### Posttrial Results

Once the trial had finished, the active posttrial follow-up started where women in the intervention and control groups were traced using the same methods. Overall, 24% of women attended their screening at the clinic within 30 days of their appointment (trial period). An additional 23% of women attended the follow-up screening at the clinic after being called (tracing method 1), and a further 2% of women attended the clinic after having a nurse home visit (tracing method 2). Finally, an additional 30% of women had their follow-up screening via a self-sample test during a home visit (tracing method 3). Hence, the total number of women who received a follow-up screening was 77.9% (537/689; Table 3).

### Table 3. Post follow-up attendance rate.

<table>
<thead>
<tr>
<th>Attendance at clinic after a phone call (tracing method 1)</th>
<th>Attendance at clinic after a home visit (tracing method 2)</th>
<th>Participation via self-sampling at the home level (tracing method 3)</th>
<th>Total (text message+control group combined, n=689), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attendance, primary analysis</td>
<td>Attendance at clinic after a home visit (tracing method 2)</td>
<td>Participation via self-sampling at the home level (tracing method 3)</td>
<td>Total (n=689), n (%)</td>
</tr>
<tr>
<td>Attendance, n (%)</td>
<td>Attendance, n (%)</td>
<td>Participation via self-sampling, n (%)</td>
<td>Total, n (%)</td>
</tr>
<tr>
<td>Text message group (n=350), n (%)</td>
<td>Control group (n=339), n (%)</td>
<td>Control group (n=339), n (%)</td>
<td>Total (n=689), n (%)</td>
</tr>
<tr>
<td>84 (24.0)</td>
<td>80 (23.4)</td>
<td>103 (30.3)</td>
<td>275 (78.5)</td>
</tr>
<tr>
<td>73 (21.5)</td>
<td>155 (22.5)</td>
<td>208 (30.1)</td>
<td>262 (77.2)</td>
</tr>
<tr>
<td>Post trial—both groups receive the same tracing methods</td>
<td>Post trial—both groups receive the same tracing methods</td>
<td>Post trial—both groups receive the same tracing methods</td>
<td>Post trial—both groups receive the same tracing methods</td>
</tr>
<tr>
<td>Attendance, n (%)</td>
<td>Attendance, n (%)</td>
<td>Participation via self-sampling, n (%)</td>
<td>Total, n (%)</td>
</tr>
<tr>
<td>82 (23.4)</td>
<td>73 (21.5)</td>
<td>103 (30.3)</td>
<td>275 (78.5)</td>
</tr>
<tr>
<td>4 (1.1)</td>
<td>7 (2.1)</td>
<td>11 (1.6)</td>
<td>262 (77.2)</td>
</tr>
<tr>
<td>105 (30.0)</td>
<td>103 (30.3)</td>
<td>208 (30.1)</td>
<td>537 (77.9)</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This trial shows that one-way text messages did not improve the attendance rate of a health provider-initiated follow-up cervical cancer screening among HPV-positive women. Overall, one-fourth of the participants attended their follow-up screening regardless of whether or not they had received text messages. Hence, the barrier of getting women to return to the clinic was not one that one-way text messages appeared to overcome. Not all text messages dispatched were received among the intervention group, yet the number of messages received did not affect the attendance rate. Once the trial had finished, an additional 23% of women attended the clinic after a nurse had called them, and 2% of women attended after a nurse home visit. Of the remaining nonattendees, a further 30% of women participated via a home visit and self-sampling, which led to a total follow-up rate of 78%.

#### Limitations

We encountered several obstacles while conducting this trial. First, we had to switch to a new SMS system 6 months into the trial because of the first system being unreliable. However, our sensitivity analysis found no difference in effect among the participants who had been enrolled using the first system. Second, a number of women were misclassified as HPV negative or HPV positive in the process of transferring the laboratory reports to the CONCEPT investigators. This led to a number of women being incorrectly excluded from or included in the trial. The sensitivity analysis of the incorrectly included women showed no difference in results. Although these issues are study specific, they highlight a need for incorporating secure procedures when implementing a more complex screening method such as rapid HPV testing in a setting similar to Tanzania. Third, the attendance rate was much lower than what we had anticipated, which led us to part from some of our originally preplanned secondary outcomes and examine what affects attendance in more detail. However, we clearly specified which analyses and results were conducted post hoc so as to not hypothesize after the results were known (ie, avoid hypothesizing after the results are known [HARKing]) [27]. Furthermore, as the active posttrial follow-up could not be carried out over a short period, we cannot rule out that participants have been contaminated by this and, for example, have waited for a home visit and self-collected sample instead of having to go to the clinic. If this is the case, this could have had a negative effect on the attendance rate of the intervention and control group participants. Despite the fact that we pilot tested the text messages before starting the trial, it is plausible...
that the use of a health behavior theoretical framework and further pilot testing of the intervention and the text messaging portal could have addressed some of the study challenges.

Owing to the lack of blinding of participants, there is a risk of performance bias and risk of contamination, which could have affected the internal validity of the trial [28]. To preserve privacy, we did not personalize the text messages, and we excluded women who did not own a private mobile phone. However, this exclusion criterion affects the external validity of the trial, as the participants may not represent the target population. Despite our effort to ensure privacy for the study participants, we cannot guarantee that the participants found the messages confidential enough. If this was an issue, it could have affected the acceptability and effectiveness of the messages. Our explorative subgroup analysis indicated that HIV status may be a potential effect modifier. However, our trial was not dimensioned to assess differential effects across subgroups, and it is likely an artifact of the data and a false discovery rather than HIV status modifying the relationship between text messages and follow-up.

**Comparison With Prior Work**

To our knowledge, this is the first trial from Africa that investigates if attendance to a health provider-initiated follow-up cervical cancer screening among HPV-positive women can be increased by the use of one-way text messages. No previous trials have addressed the follow-up of women who have tested HPV positive; hence, the actual comparability of our study results is limited. Nonetheless, the findings from the trial are somewhat in contrast to other cervical cancer one-way text message trials from East Africa. One trial from northern Tanzania found that one-way text messages increased the attendance rate among screening-naïve women (odds ratio [OR] 3.0, 95% CI 1.5-6.2) and that one-way text messages combined with an electronic voucher (eVoucher) increased it even further (OR 4.7, 95% CI 2.9-7.4). Still, the attendance rate was low, with 4.3% (12/281) of women attending in the control group, 12.9% (35/272) in the text message group, and 18.1% (54/298) in the text message plus eVoucher group, which indicates that one-way text messages did not manage to make the vast majority of women attend screening [13]. Furthermore, a trial from Kenya found that one-way text messages increased the attendance rate at a follow-up screening among women who had a normal pap smear at baseline (OR 8.0, 95% CI 4.7-13.7); 67.1% (96/143) of women attended in the intervention group and 20.3% (29/143) in the control group. However, the trial has been judged as a high-risk bias trial in a recent systematic review [10] and was published in a journal on Beall’s list of potential predatory publishers [29].

The outcome of our trial is highly relevant in a larger mHealth context and in relation to how to address the cervical cancer burden in East Africa. Rapid HPV testing is an area that has the potential to improve the prevention of the disease; however, this trial shows that implementation of rapid HPV testing leads to the challenge of providing proper follow-up of the women who test HPV positive. This is an issue that policy makers and global health clinicians should be aware of in relation to implementing rapid HPV testing as a primary screening method in future cervical cancer screening programs in Africa. Our posttrial follow-up strategy indicates that phone calls where nurses engage with the women and emphasize the importance of reattendance may be more effective than a one-way text message intervention. This finding is supported by a Malaysian trial on screening attendance, which found that one-way text messages had no effect, but phone calls did [12]. Furthermore, our trial shows that there is a potential for addressing the issue of nonattendance by implementing HPV self-sample testing at the home level. A qualitative interview study, which we conducted in the postintervention period among 15 women from the intervention group, showed that both behavioral and structural barriers affected screening reattendance, including fear of the gynecologic examination as well as transport and waiting time at the clinic [22]. HPV self-sample testing has the potential to overcome some of these barriers, and it has also proven to be an acceptable and effective method in other settings in Africa [30-33]. However, women who test positive to an HPV self-sample test would still require a form of visual inspection of the cervix to assess the features that would make it amenable or not. How best to implement rapid HPV tests, the overall care pathway for HPV-positive women and the potential of phone call reminders for cervical cancer follow-up are areas worth exploring in future studies in Africa.

**Conclusions**

This study illustrates that the implementation of rapid HPV testing at cervical cancer screening clinics in Tanzania entails a number of challenges, including ensuring a proper follow-up of women who test HPV positive. One-way text messages had no effect on the attendance rate; however, it is plausible that phone calls or outreach services that involve HPV testing at home may be more promising methods than one-way text messages and repeat screenings at the clinic level. This should be explored in future studies.
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Abstract

Background: Although many pain-related smartphone apps exist, little attention has been given to understanding how these apps are used over time and what factors contribute to greater compliance and patient engagement.

Objective: This retrospective analysis was designed to help identify factors that predicted the benefits and future use of a smartphone pain app among patients with chronic pain.

Methods: An app designed for both Android and iOS devices was developed by Brigham and Women’s Hospital Pain Management Center (BWH-PMC) for users with chronic pain to assess and monitor pain and communicate with their providers. The pain app offered chronic pain assessment, push notification reminders and communication, personalized goal setting, relaxation sound files, topics of interest with psychological and medical pain management strategies, and line graphs from daily assessments. BWH-PMC recruited 253 patients with chronic pain over time to use the pain app. All subjects completed baseline measures and were asked to record their progress every day using push notification daily assessments. After 3 months, participants completed follow-up questionnaires and answered satisfaction questions. We defined the number of completed daily assessments as a measure of patient engagement with the pain app.

Results: The average age of participants was 51.5 years (SD 13.7, range 18-92), 72.8% (182/253) were female, and 36.8% (78/212) reported the low back as their primary pain site. The number of daily assessments ranged from 1 to 426 (average 62.0, SD 49.9). The app was easy to introduce among patients, and it was well accepted. Those who completed more daily assessments (greater patient engagement) throughout the study were more likely to report higher pain intensity, more activity interference, and greater disability and were generally overweight compared with others. Patients with higher engagement with the app rated the app as offering greater benefit in coping with their pain and expressed more willingness to use the app in the future (P<.05) compared with patients showing lower engagement. Patients completing a small number of daily assessments reported less pain intensity, less daily activity interference, and less pain-related disability on average and were less likely to use the two-way messaging than those who were more engaged with the pain app (P<.05).

Conclusions: Patients with chronic pain who appeared to manage their pain better were less likely to report benefits of a smartphone pain app designed for chronic pain management. They demonstrated lower patient engagement in reporting their daily progress, in part, owing to the perceived burden of regularly using an app without a perceived benefit. An intrinsically different pain app designed and targeted for individuals based on early identification of user characteristics and adapted for each individual would likely improve compliance and app-related patient engagement.
**KEYWORDS**
chronic pain; patient engagement; telemedicine; mHealth; pain measurement

**Introduction**

**Background**

Pain is a major reason that individuals seek health care treatment, and it is estimated that more than 25 million US adults are affected by daily pain [1]. Chronic pain is known to impose a tremendous burden on the quality of life of the affected individuals [2]. According to the Global Burden of Disease Study of the Institute for Health Metrics and Evaluation and the World Health Organization, chronic pain has consistently been ranked first in associated disability and overall burden between 1990 and 2017 [3]. It has been determined that chronic pain adversely affects individuals at a higher frequency than depression, substance abuse, and Alzheimer disease [4,5]. An influential report by the Institute of Medicine on *Relieving Pain in America* highlighted the urgent need for the development of better methods for tracking and treating pain because of the ever-increasing costs associated with this condition [6].

Innovative technology can be used by health care providers to track persons with chronic pain, engage the patients between clinic visits, and offer information and support to improve coping. There has been a rapid increase in smartphone apps used to monitor and record health data partly due to the increase in mobile device availability [7]. According to the Pew Research Center, about three-quarters of US adults (77%) stated that they owned a smartphone, and 46% of these owners said that their smartphone is something “they could not live without” [8,9]. Individuals living in both urban and rural communities are capable more than ever of monitoring their progress and sending information directly to their health care providers using sophisticated apps [10].

There is evidence that tracking real-time data using momentary ecological assessment is preferable to retrospective diary entry [11-14]. Apps using innovative time-stamped technology can be particularly helpful in tracking variations in pain intensity and other health-related symptoms between clinic visits [7,15,16]. Large datasets of daily pain assessment offer opportunities for the employment of computer-based classification and artificial intelligence [17]. Various available smartphone apps target people with both non–cancer- and cancer-related pain [18-21]. Although many of these apps are commercially accessible, most of them (approximately 86%) have been found to lack professional medical involvement in their development [22]. Lallo et al [23] reviewed 224 pain apps and found little evidence that health care professionals had been involved in creating the apps. The authors also found that only 2% of the apps they reviewed incorporated interactive social support and goal setting. None of the apps that were reviewed contained the recommended five main categories of functionality: the ability to self-monitor, set goals, build skills, educate, and provide social support.

In a more recent review, Bhatterai et al [22] examined 373 pain self-management apps; only 4 successfully met their inclusion criteria according to an established usability evaluation tool. In another recent review of 195 pain management apps, Portelli and Eldred [24] found only 6 apps that incorporated a specific psychological component. The authors concluded that existing pain apps were often constructed by software developers with little input from health care professionals and patients with pain. They also reported that the pain apps tend to contain minimal theoretical content for facilitating self-management or behavioral change. Unfortunately, the life expectancy of most smartphone apps is brief. Three-fourths (75%) of users discontinue using an app within 48 hours of downloading it, and 25% of apps are discarded after the first opening [25]. On the basis of anonymized data points from more than 125 million mobile phones, it is estimated that 80% of apps fade away in time frames as short as 72 hours, and 21% of users use an app only once [26,27].

**Objective**

The purpose of this analysis was to determine the long-term effects of using a smartphone pain app that offers pain management strategies and allows patients with chronic pain to assess, monitor, and communicate their condition to their health care providers. We were particularly interested in learning from quantitative and qualitative feedback from users about factors that might contribute to improved patient engagement and what might affect adherence to using a smartphone pain app between clinic visits. We were interested in identifying the type of user who would commit to continuing to use a pain app in the future. Finally, we examined qualitative feedback from the users to help identify ways to improve a smartphone pain app.

**Methods**

**Design**

This is a retrospective analysis of data gathered from a smartphone pain app designed by Brigham and Women’s Hospital Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH-PMC helped develop and test multiple versions of a smartphone pain app designed by Brigham and Women’s Hospital Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months. The analysis plan was approved by the hospital’s internal review board. A team from the BWH Pain Management Center (BWH-PMC) to assess longitudinal combined information about satisfaction and compliance with the use of a smartphone pain app for persons with chronic pain over 3 months.
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used to monitor progress and provide feedback to the user through two-way messaging (Figure 2).

Data on the server were available only to BWH-PMC personnel through a secure password-protected administration portal. Components of the smartphone app included demographic and contact information, a comprehensive chronic pain assessment, 5-item daily assessments with push notification reminders (Figure 3), personalized goal setting, relaxation sound files, topics of interest with psychological and medical pain management strategies, and line graphs from the daily assessments that could be saved and placed on the patients’ electronic medical record (EMR).

Data were collected by BWH-PMC from a series of studies using the third version of the smartphone pain app (BWH PainApp) between February 2015 and May 2018 among patients with noncancer-related chronic pain. Previously conducted study methods have been reported earlier by BWH-PMC [28-31]. Subjects were recruited either by invitation to participate in a randomized trial by their treating physician, or they responded to a flyer left in clinic waiting rooms. The trials were designed to investigate the efficacy of a pain app [28,29] and the efficacy of devices to help manage pain (eg, vibrating gloves and a transcutaneous electric nerve stimulation device) [30,31]. Interested and eligible participants signed a consent form and completed baseline measures through these previously conducted studies. Subjects were asked to complete a packet of questionnaires at baseline and again after a 3-month follow-up. The pre-post questionnaires were completed on paper, and data were transferred to an electronic database. Data were also captured from baseline and daily assessments from the pain app. All patients were asked to inform the investigators if any unforeseen medical changes occurred. Subjects were informed about how to find the app (either on the iTunes Store or Google Play Store) and were assisted in downloading the pain app if assistance was needed. Support was offered to address any technical problems that the subject might have encountered. Most of the on-boarding process was done live with a research assistant (RA), and additional assistance was offered with two-way messaging on the administrator portal. Subjects were also able to contact the RA if and when they encountered any technical problems.

All participants were encouraged to complete a 5-item daily assessment on the pain app about their pain, sleep, mood, activity interference, and whether they had gotten better or worse on a visual analog scale (Figure 3). Participants were instructed to complete the assessments around the same time each day for 3 months (although some participants continued to use the app beyond 3 months). Line graphs of the data were made available on the server for subjects. These reports could be copied and pasted onto the subject’s hospital EMR. The app would sometimes have a lag in transmitting data to the server, and as such, subjects did not always get to see their summarized data on these line graphs. Participants involved in a specific study received US $25 after completing the baseline packet of questionnaires, and US $50 after completing the 3-month assessments. Compensation was based on the completion of the follow-up questionnaires regardless of app usage.

Figure 1. Key development highlights from each version of the pain app. BWH: Brigham and Women's Hospital; PMC: Pain Management Center.
Participants
BWH-PMC recruited patients with chronic pain to participate in 1 of 4 published studies [28-31]. Participants needed to be 18 years or older and own a compatible smartphone (iOS or Android device). Other inclusion criteria included (1) having chronic pain for more than 6 months, (2) averaging 4 or greater on a pain intensity scale of 0 to 10, and (3) able to speak and understand English. Patients were excluded if they had (1) any cognitive impairment that would prevent them from understanding the consent, study measures, or procedures, (2) any clinically unstable medical condition judged to interfere with study participation, (3) a pain condition requiring urgent surgery, (4) a present psychiatric condition (e.g., Diagnostic and Statistical Manual of Mental Disorders diagnosis of schizophrenia, delusional disorder, psychotic disorder or dissociative disorder) that was judged to interfere with the study, (5) visual or motor impairment that would interfere with the use of a smartphone, and (6) an active addiction disorder over the past 6 months (positive on the Mini International Neuropsychiatric Interview, v.5.0) [32] that would interfere with study participation.

Measures
Acceptability, tolerability, feasibility, and effectiveness of the third version of the pain app were assessed by examining the number and frequency of daily assessments, the number of subjects who continued to use the app after the initial download, and the numeric and qualitative satisfaction ratings. Any reported safety issues were also documented. Overall outcome efficacy was determined through standardized paper-based measures administered at baseline and again after 3 months from this baseline assessment [28-31].

Pain intensity and pain description were assessed using the Brief Pain Inventory (BPI) [33]. This self-report questionnaire, formerly the Wisconsin Brief Pain Questionnaire [34], has shown sufficient reliability and validity. Scale (rated from 0=no pain to 10=worst pain possible) indicates the intensity of pain at its worst, least, average, and pain now. A figure representing the body was used for the patient to shade the area corresponding to his or her pain. Test-retest reliability for the BPI ratings of pain revealed high correlations of 0.93 for worst pain, 0.78 for usual pain, and 0.59 for pain now [33].
Activity interference and disability was assessed with items from the BPI and the Pain Disability Inventory (PDI) [35]. The PDI is a 7-item questionnaire rated from 0 to 10 on the level of disability of 7 areas of activity interference including family or home responsibilities, recreation, social activity, occupation, sexual behavior, self-care, and life-supporting behaviors. It has shown to have excellent test-retest reliability and validity and is sensitive to high levels of disability [35].

Mood, negative affect, and emotional distress were assessed using the Hospital Anxiety and Depression Scale (HADS) [36,37] and certain initial baseline questions on the pain app. The HADS is a 14-item scale that helps determine the presence and severity of anxiety and depression. Each item is coded from 0 to 3 (eg, not at all, most of the time) with 7 items assessing anxiety and 7 items measuring depression. The HADS has adequate reliability (Cronbach alpha=.83) and validity [37]. We also examined the construct of catastrophizing using the Pain Catastrophizing Scale (PCS) [38,39]. The PCS is a 13-item self-report measure that examines pain rumination, magnification of symptoms, and general helplessness. The responses range from not at all (0) to the all the time (4) on a 5-point scale. The PCS is found to predict levels of pain and distress among clinical patients and has good psychometric properties with excellent reliability (Cronbach alpha=.87-.95) and validity [17,40]. Total scores of 30 or greater represent a clinically relevant level of catastrophizing (75th percentile).

After 3 months, participants were asked to respond to a 5-item paper-based satisfaction questionnaire designed to investigate the perceived benefit of how easy the pain app was to use and navigate, how useful the daily reminders were, how much the program helped them cope with their pain, and how willing they would be to use the pain app in the future. All items, which were developed in a previous study [29] and adapted from a previously validated measure [41], were rated on a 0 to 10 scale (0=worse/not at all helpful to 10=best/very helpful).

Statistical Analysis
This retrospective analysis was conducted by BWH-PMC. Univariate and multivariate descriptive analyses were performed on all the dependent variables at baseline and at follow-up. Chi-square, t tests, interitem correlations, exploratory factor analyses, and canonical discriminant function analyses were conducted as appropriate using SPSS (version 25.0, IBM Corporation) [42,43]. Subjective comments about the use of the pain app were also collected and summarized.

Results

Patient Demographic Characteristics
A total of 253 patients with chronic pain were engaged by BWH-PMC to use a revised third version of the smartphone pain app. The average age of patients was 51.4 years (SD 13.7, range 18-92); 73.1% (185/253) of patients were female and 82.9% (209/252) of patients were white (Table 1). Pain duration averaged 11.8 years (SD 10.7), and 36.8% (78/212) of patients reported having primary low back pain. Most of the patients (n=243) were taking prescription medication at the time of the study, and 39.9% (97/243) were prescribed opioids for pain. Most subjects were overweight with a BMI averaging 30.1 kg/m² (SD 7.4). Most of the subjects (171/253, 67.6%) had iPhones, whereas 32.4% (82/253) of the subjects had Android smartphones.
Table 1. Patient demographic characteristics (N=253).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.5 (13.8)</td>
<td>18-92</td>
</tr>
<tr>
<td>Gender, female, n (%)</td>
<td>182 (72.7)</td>
<td>N/A a</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>206 (82.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>African American</td>
<td>16 (6.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic</td>
<td>17 (6.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>10 (4.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Pain duration (years), mean (SD)</td>
<td>11.8 (10.7)</td>
<td>0.5-50</td>
</tr>
<tr>
<td>Pain site, n (%)b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low back</td>
<td>78 (36.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Multiple sites</td>
<td>77 (36.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Cervical/upper extremity</td>
<td>31 (14.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lower extremity</td>
<td>11 (5.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Abdominal/pelvic</td>
<td>13 (6.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Head/face</td>
<td>2 (0.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Pain intensityc, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worst pain</td>
<td>7.7 (2.1)</td>
<td>1-10</td>
</tr>
<tr>
<td>Least pain</td>
<td>3.3 (2.3)</td>
<td>0-10</td>
</tr>
<tr>
<td>Average pain</td>
<td>5.4 (1.8)</td>
<td>1-10</td>
</tr>
<tr>
<td>Depth of pain, mean (SD)</td>
<td>203.3 (48.0)</td>
<td>0-270</td>
</tr>
<tr>
<td>Take opioid medication, n (%)d</td>
<td>97 (39.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>30.1 (7.4)</td>
<td>12.2-54.7</td>
</tr>
<tr>
<td>Number of times wake during night, mean (SD)</td>
<td>2.6 (2.1)</td>
<td>0-10</td>
</tr>
<tr>
<td>Sleep hours, mean (SD)</td>
<td>6.3 (1.8)</td>
<td>1-12</td>
</tr>
<tr>
<td>Pain interference (total)e, mean (SD)</td>
<td>4.9 (2.7)</td>
<td>0-10</td>
</tr>
<tr>
<td>Pain Disability Index, mean (SD)</td>
<td>31.5 (17.7)</td>
<td>0-70</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale total, mean (SD)</td>
<td>14.9 (7.7)</td>
<td>0-36</td>
</tr>
<tr>
<td>Pain Catastrophizing Scale, mean (SD)</td>
<td>17.3 (12.2)</td>
<td>0-50</td>
</tr>
<tr>
<td>Number of symptomsf (present or absent), mean (SD)</td>
<td>1.6 (2.4)</td>
<td>0-13</td>
</tr>
<tr>
<td>Number of pain descriptorsg (present or absent), mean (SD)</td>
<td>4.1 (1.9)</td>
<td>1-9</td>
</tr>
<tr>
<td>Number of daily assessments, mean (SD)</td>
<td>62.0 (49.9)</td>
<td>1-426</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bN=212.

c0=no pain; 10=pain as bad as you can imagine.

dN=243.

eDuring the past 24 hours, how much has your pain interfered with (1) general activity, (2) mood, (3) walking ability, (4) normal work, (5) relations with others, (6) sleep, and (7) enjoyment of life? 0=has not interfered; 10=completely interfered.

fSide effect symptoms: constipation, dizziness, dry mouth, headache, itching, memory lapse, confusion, nausea, nightmares, sneezing, sweating, visual problems, weakness, and other.

gPain descriptors: throbbing, stabbing, aching, burning, pricking, pulling, shooting, numbing, and other.
Patient Engagement Results

Of the 253 subjects considered for the analysis, 43 (18.1%) reported some type of technical problem with the app during the study period that briefly restricted their daily assessments. This did not significantly affect their engagement with the pain app. The total number of daily assessments from the pain app averaged 62.0 (SD 49.9). Comparisons between baseline measures and repeat measures at 3 months showed an overall decrease in average pain intensity on the BPI (5.3, SD 1.8 vs 4.9, SD 2.3; \( t_{136}=4.0; P<.001 \)) and a decrease in disability on the PDI (30.6, SD 17.7 vs 27.2, SD 18.2; \( t_{136}=3.9; P<.001 \)), but no differences in mood (mean HADS score 14.4, SD 8.1 vs 14.6, SD 8.3) and pain catastrophizing (mean PCS score 15.7, SD 1.3 vs 16.3, SD 12.8).

A total of 72.3% (183/253) users completed the satisfaction questionnaire after approximately 3 months. No significant differences in demographic characteristics were found between those who completed the satisfaction questionnaire and those who did not complete this questionnaire. Most users found the app easy to use (mean 8.7, SD 2.2) and easy to navigate (mean 8.5, SD 2.4; 0=not at all easy; 10=very easy). The majority of users also found the daily reminders to be useful (mean 6.7, SD 3.9; 0=not at all useful, 10=very useful). Some of the users, primarily the Android users, reported that the push notification reminders did not consistently work on their phone, and they were more likely to rate lower perceived usefulness of the daily reminders because they did not work. The users felt that the app offered some help in coping with their pain (mean 4.5, SD 3.7; 0=not at all helpful, 10=very helpful), whereas the majority of the users felt that they would be willing to use the app in the future (mean 7.1, SD 3.3; 0=not at all willing, 10=very willing).

No significant differences were found on demographic variables of age, gender, ethnicity, or pain duration on all outcome variables. Those who reported liking the pain app were more likely to use it often to submit more daily reports and reported greater pain intensity and more disability. Pearson product-moment correlations between the 5 satisfaction questions ranged between 0.21 and 0.58.

Factor analysis of the satisfaction questionnaire responses using principal component analysis with Varimax rotation found two factors above an eigenvalue of greater than 1.0: (1) easy to use, easy to navigate, useful reminders (correlation \( r=0.48; \) eigenvalue=2.47) and (2) helped to cope with pain and would use the app in the future (\( r=0.51; \) eigenvalue=1.01). The first factor, containing 3 of the satisfaction questions, was labeled easy to use. The second factor, containing the other two satisfaction questions, was labeled help with coping and future use. Those who felt that the app helped them in coping also were more likely to report that they would use the pain app in the future. Combined, these 2 factors accounted for 70.0% of the variance.

Pearson product-moment correlations were run between the combined satisfaction ratings of easy to use (satisfaction questions 1, 2 and 3) and help with coping and future use (questions 4 and 5) and the number of daily assessments, BPI activity interference, and PDI scores at 3 months (Table 2).

Discriminant function analyses were run using those variables, which revealed significant differences between those with generally higher ratings on help with coping and future use, compared with those with lower ratings on these items. Three items were identified using stepwise entry: (1) total number of messages sent and received, (2) total PDI baseline scores, and (3) BMI score (Wilks Lambda=0.89; \( P<.001 \)) and correctly classifying 69.4% of the cases entered. This means that, overall, these 3 variables would correctly classify someone approximately 70% of the time as to the app being helpful to cope with pain and used in the future.

Differences were examined on the baseline and outcome variables between those selected patients with pain who felt that the pain app both helped them cope with their pain and were willing to use the app in the future (n=84; >7/10) and those who reported that the pain app both did not help them cope and were less inclined to use it in the future (n=81; <7/10) based on the 3-month satisfaction questions (Table 3). No differences were found between groups in age, gender, pain site, ethnicity, or pain duration. Those who rated the pain app more favorably reported higher pain ratings (baseline and follow-up), more activity interference, more pain-related disability, used more words to describe their pain, reported more side effects, had higher BMI scores, and were more often taking opioids for their pain than those who were less favorable about the pain app (\( P<.05 \)). Those who felt that the app helped them cope with their pain and would use the app in the future completed more daily assessments and used the two-way messaging service on the app more than those who felt that the app was not as helpful (\( P<.05 \)).

Most of those who responded to the follow-up question Is there anything about the pain app that you would change? had no comments (eg, no, none, not really, not sure), and there were a number of positive comments (eg, I found it easy to use, Thanks for the opportunity to use the app). Examples of negative feedback and specific comments about difficulties encountered with the push notification and recommendations for improvements are included in Multimedia Appendix 1. Some users encountered a number of difficulties with the functionality of the app (slow, not accurate, problems with deleting password) and expressed difficulties in seeing past logs and concerns about being constantly reminded about their pain. Some pointed out the challenges they experienced when updating their phones or changing their phone carriers. Many expressed problems they encountered with daily push notification reminders. This was found to be particularly prevalent among Android device owners. Other requests included making the pain app more adaptive to each user’s specific condition, adding more instruction when starting to use the app, giving a clear indication when a daily assessment was completed, being able to continue to listen to the relaxation sound files even when the app is closed, and incorporating clearly designated areas to type in free text that can be sent to providers.
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Table 2. Pearson product-moment correlations among patient satisfaction questionnaire responses between those who found the pain app easy to use, and those who felt that the app helped them to cope and would be willing to use the pain app in the future (0=very satisfied; 10=very unsatisfied).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pearson product-moment correlations for easy to use</th>
<th>Pearson product-moment correlations for helped cope and future use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.20(^a)</td>
<td>−0.08</td>
</tr>
<tr>
<td>Brief Pain Inventory (0-10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worse pain</td>
<td>−0.06</td>
<td>0.18(^a)</td>
</tr>
<tr>
<td>Least pain</td>
<td>0.15</td>
<td>0.22(^b)</td>
</tr>
<tr>
<td>Average pain</td>
<td>0.10</td>
<td>0.24(^b)</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>0.11</td>
<td>0.26(^b)</td>
</tr>
<tr>
<td>Brief Pain Inventory activity interference (0-10)</td>
<td>−0.03</td>
<td>0.24(^b)</td>
</tr>
<tr>
<td>Pain Disability Inventory total (0-70)</td>
<td>0.00</td>
<td>0.19(^a)</td>
</tr>
<tr>
<td>Side effect list total (0-14)(^a,c)</td>
<td>−0.18(^a)</td>
<td>0.19(^a)</td>
</tr>
<tr>
<td>Pain description total (0-9)(^b,d)</td>
<td>−0.23(^a)</td>
<td>0.15</td>
</tr>
<tr>
<td>Number of daily assessments entered</td>
<td>0.09</td>
<td>0.15</td>
</tr>
<tr>
<td>Total number of messages sent and received</td>
<td>−0.01</td>
<td>0.18(^a)</td>
</tr>
<tr>
<td>Opioids (yes/no)</td>
<td>0.11</td>
<td>0.19(^a)</td>
</tr>
</tbody>
</table>

\(^a\)P<.05.  
\(^b\)P<.01.  
\(^c\)Side effect symptoms: constipation, dizziness, dry mouth, headache, itching, memory lapse, confusion, nausea, nightmares, sneezing, sweating, visual problems, weakness, and other.  
\(^d\)Pain descriptors: throbbing, stabbing, aching, burning, pricking, pulling, shooting, numbing, and other.
Table 3. Differences between patients with pain who felt that the pain app helped them cope with their pain and were willing to use the app in the future (n=84) and those who reported that the pain app did not help them cope and were less inclined to use it in the future (n=81).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Yes (n=84)</th>
<th>No (n=81)</th>
<th>t test (df)</th>
<th>Chi-square (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPI pain (baseline, range 0-10), mean (SD)</td>
<td>5.7 (1.9)</td>
<td>5.1 (1.8)</td>
<td>2.3 (157)c</td>
<td>N/Ad</td>
</tr>
<tr>
<td>BPI pain (3-month follow-up, range 0-10), mean (SD)</td>
<td>5.2 (2.4)</td>
<td>4.4 (2.0)</td>
<td>2.3 (155)c</td>
<td>N/A</td>
</tr>
<tr>
<td>BPI activity interference (range 0-10), mean (SD)</td>
<td>5.0 (2.4)</td>
<td>3.9 (2.6)</td>
<td>2.7 (157)f</td>
<td>N/A</td>
</tr>
<tr>
<td>BPI activity interference (3-month follow-up, range 0-10), mean (SD)</td>
<td>4.7 (2.8)</td>
<td>3.8 (2.8)</td>
<td>Not significant</td>
<td>N/A</td>
</tr>
<tr>
<td>BPI total (baseline), mean (SD)</td>
<td>34.6 (16.9)</td>
<td>27.2 (17.0)</td>
<td>2.7 (145)f</td>
<td>N/A</td>
</tr>
<tr>
<td>BPI total (3-month follow-up), mean (SD)</td>
<td>31.8 (18.3)</td>
<td>25.0 (17.0)</td>
<td>2.4 (150)c</td>
<td>N/A</td>
</tr>
<tr>
<td>Pain description (range 0-9), mean (SD)</td>
<td>4.5 (2.1)</td>
<td>3.9 (1.6)</td>
<td>2.1 (160)c</td>
<td>N/A</td>
</tr>
<tr>
<td>Side effects total (yes, range 0-14), mean (SD)</td>
<td>7.8 (15.6)</td>
<td>4.1 (8.6)</td>
<td>Not significant</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>31.6 (7.8)</td>
<td>28.1 (6.5)</td>
<td>3.2 (160)f</td>
<td>N/A</td>
</tr>
<tr>
<td>Opioids (% yes of total)</td>
<td>22.6</td>
<td>16.4</td>
<td>N/A</td>
<td>4.3 (1)c</td>
</tr>
<tr>
<td>Number of daily assessments entered, mean (SD)</td>
<td>83.6 (62.3)</td>
<td>65.9 (37.9)</td>
<td>2.2 (162)c</td>
<td>N/A</td>
</tr>
<tr>
<td>Total messages, mean (SD)</td>
<td>13.1 (12.3)</td>
<td>8.9 (7.9)</td>
<td>2.6 (162)c</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aNo differences were found between groups on age, gender, pain site, ethnicity, or pain duration.

bBPI: Brief Pain Inventory.

cP<.05.

dN/A: not applicable.

ePDI: Pain Disability Inventory.

fP<.01.

Pain descriptors: throbbing, stabbing, aching, burning, pricking, pulling, shooting, numbing, and other.

Side effect symptoms: constipation, dizziness, dry mouth, headache, itching, memory lapse, confusion, nausea, nightmares, sneezing, sweating, visual problems, weakness, and other.

Discussion

Principal Findings

Although many pain-related apps exist, attention has been given recently to understanding how these apps are used over time and what factors contribute to greater compliance and patient engagement [44,45]. This study examined factors that contributed to increased patient engagement in using a smartphone pain app. Overall, the pain app was found to be usable and easily accepted among most of the users and, based on the 3-month follow-up assessments, most of the users reported improvement in pain intensity and activity interference. However, those rating the app as easy to use did not necessarily report that the app improved their ability to cope with the pain or that they would necessarily continue to use the app in the future. Demographic variables such as age, gender, or ethnicity were not found to play a role in predicting overall improvement, compliance or satisfaction with use of the pain app. Throughout the study, those persons with chronic pain who reported higher pain intensity and greater pain-related disability were found to like the app more, use the app more, and express greater willingness to use the app in the future compared with those who were less disabled because of their pain. This suggests that the ability to tailor the app to meet the needs of each user could have an important effect on improving compliance. These analyses also suggest that apps should be selectively assigned to those who may present with certain indicators signaling a greater likelihood of benefiting from a pain app to cope with their pain.

The challenge with mobile health (mHealth) technology is to encourage and motivate participants to continue to use an app to track behavior, maintain contact with their provider, and make improvements in their condition. This is particularly important among individuals with chronic illnesses. The goal of innovative mHealth technology is to offer medical and psychological assistance remotely to reduce health care utilization by reducing clinic and emergency room visits and unnecessary expensive tests. This is a future direction for health care technology, but engaging individuals in ways that increase use of this technology continues to represent a challenge among app developers. It may be no surprise that those patients with pain who used the app more were more satisfied with the pain-related software program. It is interesting to speculate why those with more pain, greater self-reported disability, greater weight, more use of opioids, and more pain descriptors were more satisfied with the smartphone pain app. Quite possibly, those who were busy throughout the day found the app to be more bothersome. Subjective feedback suggests that some preferred not to focus on their pain and found the frequent monitoring to be more of a bother than helpful. Those who
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reported more limitations owing to their pain might have been more focused on their pain and welcomed the opportunity to share their experience with their providers. Some may have also wanted to verify their disability and document their limitations for others.

There are many challenges with pain apps going forward. Few physicians recommend pain apps because of lack of time, lack of information about which apps are reliable, concerns of liability, and insufficient evidence that the use of an app will improve outcomes [46]. Even if a physician recommends an app to a patient, there is no guarantee that the patient will download it, use it, and continue to use it. Patients need to have the desire to self-manage, and the role of patient engagement is vitally important. Monitoring data with stand-alone apps that collect data but make it difficult to share with providers will reduce the chance that the apps will be used. In addition, physicians do not have time to wade through raw data, so analytics are needed to help make the data digestible. Providers will also not spend time to open a website to view data; thus, there needs to be an easy way to incorporate pain app data into an EMR system.

There are a number of limitations of this analysis that should be highlighted. As with any new technology, we encountered some software and hardware difficulties that may have adversely affected the use of the app and consequently affected the outcome data. Some subjects did not receive reminders or push notifications to complete their daily assessments, which seemed to be reported mostly by Android smartphone owners. In addition, some encountered difficulties when they upgraded their smartphones, including problems downloading the program to their new device. They also reported minor problems with the app when software updates were made to either the iPhone or Android devices. Corresponding changes were needed in the software code of the pain app every time these changes were made to the iOS and Android platforms. The BWH-PMC staff also needed to make periodic changes to the administrative portal and server, which caused delays in capturing patient data. Thus, factors other than patient noncompliance, including technical difficulties with the software and the devices, may have accounted for the perceived benefit from the pain app. Not all users were able to participate owing to the limitations of their phone capabilities or them not owning a smartphone. Thus, these results may have been affected by selection bias. Patients were encouraged to use the app as part of a study, which may have influenced the use of the app more than what might have been done if patients were not involved in a study. We also could not determine how the availability of RA support was an influencing factor in engagement. It should also be pointed out that the results are correlational in nature, and no causal relationships can be assumed.

Conclusions
This retrospective analysis demonstrates that a smartphone pain app for persons with chronic pain can be perceived to be easy to use, but certain factors, including greater pain and disability, might have an increased influence in motivating individuals to use the app. It also highlights potential challenges in using mHealth technology. Future improvements are needed to make pain apps more adaptive and engaging and directly tailored to the individual user. This would likely have a positive impact on adherence and may lead to increased improvements among persons with chronic pain.
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Abstract

Background: Nonprofit organizations have always played an important role in health promotion. Social media is widely used in health promotion efforts. However, there is a lack of evidence on how decisions regarding the use of social media are undertaken by nonprofit organizations that want to increase their impact in terms of health promotion.

Objective: The aim of this study was to understand why and how nonprofit health care organizations put forth social media strategies to achieve health promotion goals.

Methods: A multiple case study design, using in-depth interviews and a content analysis of each social media strategy, was employed to analyze the use of social media tools by six North American nonprofit organizations dedicated to cancer prevention and management.

Results: The resulting process model demonstrates how social media strategies are enacted by nonprofit organizations to achieve health promotion goals. They put forth three types of social media strategies relative to their use of existing information and communication technologies (ICT)—replicate, transform, or innovate—each affecting the content, format, and delivery of the message differently. Organizations make sense of the social media innovation in complementarity with existing ICT.

Conclusions: For nonprofit organizations, implementing a social media strategy can help achieve health promotion goals. The process of social media strategy implementation could benefit from understanding the rationale, the opportunities, the challenges, and the potentially complementary role of existing ICT strategies.

(KEYWORDS: health promotion; nonprofit; social media; information technology; organizations; neoplasm; cancer)

Introduction

Background

Nonprofit organizations have always played an important role in health promotion, such as advertising campaigns using billboards [1], radio [2], or television [3]. However, many health promotion programs run by nonprofit organizations have difficulty achieving success. This can be attributed to challenges with disseminating information to the appropriate target group, often because the target audience is not easily identifiable [4], or individuals ignoring information and not feeling engaged [1].

As a complement to more traditional information and communication technologies (ICT), social media is creating opportunities to address these challenges. Social media “encompasses a wide range of online, word-of-mouth forums” [5] and is characterized by its interactive and digital nature [6]. Nonprofit organizations are increasingly relying on social media...
to effectively design health promotion strategies [7-9] and to facilitate the reach of word of mouth [10], although some such organizations are not necessarily leveraging all the power social media can offer [11].

To date, research has mainly examined patients’ and professionals’ motives, barriers, and facilitators to the use of social media [12-15], as well as its impacts, both positive and negative [16]. On the one hand, social media has positive impacts for patients, such as enabling them to share experiences, seek information and opinions, engage with peers and providers, and belong to a community [14,16-19]. This, in turn, can improve patients’ sense of participation, motivation, autonomy, empowerment, perceived self-efficacy engagement in decision making, emotional support, and self-care [14,16-18]. These factors associated with social media can contribute to a positive impact on patient health: if social media enables patients to be more engaged in their health, they will change their behavior more easily [17]. However, there is also the risk of unreliable and incorrect health information provided by the community for the community [20].

Objectives
What is not clear from this literature is how decisions regarding the use of social media are undertaken by nonprofit organizations that want to increase their impact in terms of health promotion. Our study, conducted in the context of cancer, aims at understanding why and how nonprofit organizations develop social media strategies, with the goal of eliciting how such organizations can successfully leverage social media. Looking at the use of social media from the organizational perspective allows us to understand the characteristics of the social media strategies that are utilized by nonprofit organizations and to identify how social media may help organizations attain their goals of health promotion. This understanding is critical in providing guidance on how such organizations can leverage social media and manipulate the factors or change the conditions of their social media use to ultimately increase their impact on health promotion.

Methods

Design
We conducted a multiple case study to examine how six North American nonprofit cancer organizations engage in the use of social media for health promotion.

Theoretical Framework

Our study is based on the organizing vision theoretical lens [21], which leverages the concept of mindfulness. In a learning organization, there is a commitment on learning and communication. The leadership of such organizations associate learning to organizational success and to sustaining a supportive learning culture [22]. Organizational mindfulness is “a combination of ongoing scrutiny of existing expectations, continuous refinement and differentiation of expectations based on newer experiences, willingness and capability to invent new expectations that make sense of unprecedented events” [23]. Hence, although a learning organization is focused on ensuring organizational memory, the construct of mindfulness embeds, in addition, a prospective and innovative perspective. The concept of mindfulness has proven to be useful to shed light not only on the organizational adoption of ICT innovations but also to inform how organizations can chart a successful course for ICT implementations, by remaining vigilant vis-à-vis ICT evolution [21,24-27]. To the best of our knowledge, this lens has not been used to examine social media.

Mindful behaviors of organizations mean openness to new information and awareness of multiple perspectives [28]. Mindful organizations are described as those that make appropriate interpretations of their nature and needs and respond adaptively to changes in their environment [29]. Rooted in this perspective, the organizing vision is a lens that helps explain how organizations can implement ICT innovations mindfully [30]. It shows how mindful organizations can become increasingly attentive to their idiosyncrasies and environment, to make the most of their ICT investments [31]. Mindfully innovating with ICT means that the organization “attends to an IT [Information Technology] innovation with reasoning grounded in its own organizational facts and specifics” [30], whereas innovating mindlessly with ICT refers to the instance where “a firm’s actions betray an absence of such attention and grounding” [30].

Leveraging on the organizing vision lens, we adopted a theory-building approach, based on a multiple case study design [32,33].

Cases

The six cases in this study were selected based on a maximum variation sampling strategy [34] and focused on organizations using social media for cancer prevention and management (Table 1), a major public health issue in our society [35]. A detailed description of the key characteristics of each case is provided in Multimedia Appendix 1, including the rationale of social media use and the ICT and social media tools used.
Data Sources and Data Collection

We triangulated our data sources: semistructured interviews with key informants, analysis of the documentation (eg, documentation describing the organization, reports, and newsletters), and qualitative content analysis of the websites and the social media tools used (eg, Facebook, Twitter, and YouTube). In each organization, we conducted semistructured interviews with the chief executive officer or the person responsible for the social media development and use (ie, the key informants) in winter 2008-2009 [34]. These respondents had a thorough knowledge of the origins, implementation, use, barriers, and enabling factors of ICT and social media usage in their respective organizations. Our interview guide (Multimedia Appendix 2) was validated and refined using four pilot interviews. The interviews lasted 1 hour on average and were recorded and transcribed verbatim in their entirety. In addition, we asked our participants to provide relevant documentation. We also collected data from the social media tools across 1 calendar year (2012), to minimize biases. In the end, for each organization, we created a data dossier that provides a structured summary of the characteristics of the organization, content of the website, and social media tools (Multimedia Appendix 2). The overall data collection process resulted in several hundred pages of transcripts and social media content data dossiers. The analysis followed an iterative process, from reading the data to the data analysis multiple times. This iteration allowed a progressive theory development process with an increasing level of abstraction [40], that is, the creation of a shared understanding that forms a coherent structure, a unified whole. This was repeated until theoretical saturation (ie, the point at which additional analysis repeatedly confirmed the interpretations already made) [41]. Following this iterative analysis process, we developed our process model of social media strategies for health promotion by nonprofit organizations.

Results

Overall Findings

Overall, the analysis allowed us to build upon the four pillars of our organizing vision theoretical lens. First, we saw how organizations need to comprehend how social media can—or cannot—apply to their needs and reality in terms of health promotion. Second, mindful ICT adoption signifies the ability “to anchor the decision in local particulars, rather than simply follow the lead and public rationales or prior adopters” [31]. Third, in implementing social media, organizations have to be sensitive to their reality and idiosyncrasies. Finally, the mindfulness challenge in assimilation is to decide how to optimally integrate social media into everyday operations to have a better impact on health promotion. We provide illustrative quotes in Multimedia Appendix 4 and examples from the data dossier in Multimedia Appendix 5.

The cross-case analysis—of the ICT and social media tools, interviews, and documents—revealed no major variation in the

Table 1. Case characteristics and social media tools used.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Characteristics</th>
<th>Social media tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: Breast Cancer Action</td>
<td>Country: United States, disease type: breast cancer, year founded: 1990, and number of employees: 8</td>
<td>Facebook, Twitter, YouTube, and blog</td>
</tr>
<tr>
<td>Case 2: Breast Cancer Society</td>
<td>Country: Canada, disease type: breast cancer, year founded: 1991, and number of employees: 5</td>
<td>Facebook, Twitter, LinkedIn, and YouTube</td>
</tr>
<tr>
<td>Case 3: Breast Cancer Foundation</td>
<td>Country: Canada, disease type: breast cancer, year founded: 1986, and number of employees: 197</td>
<td>Facebook, Twitter, LinkedIn, YouTube, Flickr, and blog</td>
</tr>
<tr>
<td>Case 4: Us Too International</td>
<td>Country: United States, disease type: prostate cancer, year founded: 1990, and number of employees: 5</td>
<td>Facebook, Twitter, LinkedIn, YouTube, Wikis, Groupon, and blog</td>
</tr>
<tr>
<td>Case 5: Prostate Cancer Foundation</td>
<td>Country: United States, disease type: prostate cancer, year founded: 1993, and number of employees: 30</td>
<td>Facebook, Twitter, LinkedIn, YouTube, and blog</td>
</tr>
<tr>
<td>Case 6: Pints for Prostate</td>
<td>Country: United States, disease type: prostate cancer, year founded: 2008, and number of employees: 2</td>
<td>Facebook, Twitter, Flickr, and Vimeo</td>
</tr>
</tbody>
</table>

existing ICT, and challenges). Finally, through selective coding, we linked the resulting categories to the main category (eg, strategies). The analysis of the documentation was used to provide additional information and to corroborate and validate the information gathered via the interviews and the social media data dossier. During the overall process of data coding, as a team, we reviewed and discussed the codification of data until we had reached a consensus; this helped eliminate any potential discrepancy. Examples of codes are provided in Multimedia Appendix 3. N’Vivo 9 (QRS International Pty Ltd) was used to support the coding and analysis of the transcripts.
results among cases based on the cancer type they were concerned with, the country the organization is based in, the nature of the social media tools the organization employed, or the organization size. Although some of the larger organizations were able to assign some nonspecialized personnel to their social media activities, these activities mainly consisted of feeding the social media platforms, not developing the social media strategy. The analysis of the data dossiers did not reveal any major differences in why and how nonprofit organizations develop social media strategies.

Comprehension

Organizations tend to have one or several of the five following rationales for the adoption of social media in health promotion:

1. Creating awareness: Organizations use social media tools to advertise about the disease and to promote healthy behaviors (eg, screening). Social media can be particularly useful to provide information that can be tailored to a specific audience and to reach people who are not voluntarily seeking the information (see quotes 1-3 in Multimedia Appendix 4).
2. Educating: Social media tools can provide up-to-date information on the disease (eg, risk factors) and can enable end users (patients, families, and significant others) to make better informed decisions (eg, about treatment options—see quotes 4 and 5).
3. Providing a forum to interact and support: Social media tools such as blogs, forums, or tweets allow users to get advice from the organization and to facilitate user interactions among themselves for support (see quotes 6-8).
4. Advocating: Social media tools are also, at times, used to play an activist role in relation to the organizations’ missions (see quotes 9 and 10).
5. Raising funds: Social media could be a way to facilitate communications and connections with donors (see quotes 11-13). Organizations may also track and report on social media metrics (eg, number of tweets and retweets), for the purposes of board and donor accountability.

In addition, six important opportunities associated with the use of the social media tools were identified:

1. Ease-of-use: Social media tools are perceived to be easy to use and provide the opportunity to easily reach a large number of individuals, as evidenced by the number of fans, followers, posts, and blogs (see quote 14 and Multimedia Appendix 5).
2. Low cost: Social media is seen as a low-cost tool compared with traditional marketing tools. For small organizations with limited budgets, such low-cost tools provide new opportunities to communicate and provide information (see quotes 15 and 16).
3. Interactivity with end users: Social media provides a forum for individuals to connect with each other and to engage in more personalized discussions in a timely manner (see quotes 17 and 18). Data show active participation of users (Multimedia Appendix 5) and better effectiveness. For example, end users can follow links and choose the path of information that they would like to explore deeper (see quotes 19 and 20).
4. Flexibility: Social media tools do not impose a strict structure on how the tools are used, how individuals choose to interact and access information using these tools, and how they are integrated with other media (see quotes 21 and 22). This was further evidenced by the links for YouTube videos that were found on many Facebook pages (Multimedia Appendix 5).
5. Status: The use of social media tools was associated with a desire for status differentiation and perceptions of popularity, trendiness, reputation, efficiency, etc (see quotes 23 and 24).
6. Virability: Social media’s increased ease in spreading information compared with more traditional ICT—what we call virability—was evidenced by the ability to repost information on Facebook and Twitter (Multimedia Appendix 5), sometimes through mobile devices (see quotes 25 and 26).

Adoption

To maximize the impact, all six organizations used social media tools in addition to some ICT tools (eg, webpages and electronic newsletters) and even more traditional communication tools (eg, posters, magazine, and television advertisements; see quotes 27, 28, and 29 and Multimedia Appendix 5). They saw social media as a way to add to what they were already doing, to give more strength to their activities, and to augment and expand the capabilities of the ICT tools (see quotes 30-32). Concretely, analysis revealed three specific social media strategies:

1. Replicate: Organizations essentially imitate their existing use of ICTs, but through a different channel to reach a different and broader audience (see quotes 33 and 34).
2. Transform: Organizations use social media for the same purpose as it uses ICT tools, but the message is transformed in the way it is formatted and delivered, to better engage end users (see quotes 35 and 36).
3. Innovate: To truly tap in the soul of social media, organizations modify the message or action for a new purpose, seeking different results. Such a strategy entails, for example, reposting a message, taking advantage of the virability of the media, and using blogs for press conferences or virtual billboards for advertising. Altogether such a strategy may ultimately enable the development of a community (see quotes 37 and 38).

Implementation

To better take into account the reality of their usage and context, organizations have had to deal with several challenges:

- Lack of control: Managing the openness in communication that is enabled through social media (Multimedia Appendix 5) and appropriately monitor the quality, quantity, and format of conversations individuals were having (see quotes 39 and 40). This difficulty concerns both the user contribution and the information that the organization and partners themselves provided (see quotes 41 and 42).
- Technology-related issues: Although user friendly, technology usage introduces challenges such as forced upon updates and characteristics that create limitations (see quotes 43 and 44).
• Diversity of audience: Reaching a wider audience creates challenges in tailoring the message to different communities (eg, an older population and less educated individuals; see quotes 45 and 46 and Multimedia Appendix 5).
• Availability of resources: Finding the resources to develop and manage social media was considered challenging, given the need to find individuals with the expertise in both the content (cancer) and the social media tool. Moreover, there is a need to maintain a social media presence at a high level of interactivity, which requires an extensive amount of time (see quotes 47-50).
• Difficulty in measuring impacts: It is difficult to define relevant indicators of success and objectively assess whether social media use truly helps meet goals (see quotes 51 and 52).

Assimilation
In assimilation, organizations decide how to optimally integrate the new social media tools into everyday operations.

1. Mindless/mindful: At the onset, organizations did not necessarily adopt or use social media in a well thought-out manner, with clear objectives in mind. Actually, the initial use of social media in most of the organizations was primarily mindless. This was particularly noticeable in the case of two organizations where the decision to use social media was not a planned event and where social media strategies were enacted to seize emergent opportunities (see quotes 53 and 54). The level of mindfulness of social media use by the organizations we studied evolved. With time, some organizations were beginning to reflect more about social media (see quotes 55 and 56). Interestingly, in the organization that was most mindful at the onset, social media usage continued to evolve in the same manner, maintaining a mindful stance (see quote 57).

2. Reactive/proactive: Above and beyond the mindful/mindless stance of the process, our results show that the social media strategies were at times enacted in a reactive manner and at other times in a proactive manner. Social media strategies were initially implemented mainly in a reactive manner (ie, in response to users’ explicit needs; see quote 58). Only one organization exhibited goal-directed behavior and demonstrated anticipation—a proactive orientation—that is, enabling change before such needs are overtly expressed (see quote 59).

Connecting the Dots
In summary, our data revealed that in addition to considering the level of mindfulness, it was important to consider the proactiveness, or lack thereof, exhibited by the organizations. We linked the strategies put forth by organizations to their overall level of mindfulness and proactive orientation (Figure 1).

Figure 1. Mindfulness and proactive orientation of the six cases. BCA: Breast Cancer Action; BCF: Breast Cancer Foundation; PCF: Prostate Cancer Foundation; PFP: Pints for Prostate; UsT: Us Too International.

We identified three clusters:

1. Cluster 1: The organization exhibits a low level of mindfulness and little proactiveness. The only strategy that was mobilized is this case was replicate. Hence, this organization mostly used social media to carry on the same activities but using social media (see quotes 60-62).

2. Cluster 2: One organization exhibited a fairly low level of mindfulness but a high proactive orientation; another
organization exhibited a low proactive orientation but a higher level of mindfulness. In both cases, these organizations leverage social media to transform their message, using the particularities of social media to better engage users (see quotes 63 and 64). Despite the fact that these organizations are not both proactive and mindful, they do appear to derive higher value from their social media strategies in terms of health promotion (see quotes 65 and 66) than organizations exhibiting a low level of mindfulness and little proactiveness (ie, cluster 1).

3. Cluster 3: Organizations exhibit a higher level of mindfulness compared with the other clusters. In all, three organizations did not use social media simply to replicate or to transform their message but most importantly to innovate by leveraging the potential offered by social media (see quote 67 and 68). Not surprisingly, these organizations appear to derive the most value from their involvement in social media (see quotes 69 and 70).

The Process Model of Social Media Strategies for Health Promotion by Nonprofit Organizations

On the basis of our data analysis and the organizing vision theoretical lens, we developed a process model that reveals the elements and patterns of relationships that underlie the enactment of social media strategies by organizations for health promotion (Figure 2).

Figure 2. Process model of social media strategies for health promotion by nonprofit organizations.

It first shows that the four pillars of social media strategy enactment—comprehension, adoption, implementation, and assimilation—are not necessarily observed sequentially. Instead, they are intertwined, can occur in any order, and are often iterative. As such, assimilation can occur anywhere in the social media enactment process.

Our model also shows that the organizations need to comprehend the rationales and opportunities linked with social media tools. They develop their social media strategies (replicate, transform, innovate) based on the complementarities they seek between existing ICT and social media, which will affect the content, the format, and the delivery of the message (Table 2). Our model also shows that to leverage their social media strategies, organizations also need to balance opportunities with the inherent challenges of social media.

This social media enactment process is also embedded in the orientation—proactive vs reactive—and the level of mindfulness vs mindlessness in which social media strategies are put in place, as illustrated in Table 3.
When organizations are mindless and reactive (type 1), they generally go with the flow, that is, they observe and follow what is happening in the field. When organizations are more proactive, although still mindless (type 2), they do not have a clear plan for their social media strategy. Regardless, they attempt to stay in the forefront of their social media use and iteratively adjust their subsequent social media decisions on a trial-and-error basis. When organizations are mindful and reactive (type 3), they are observing others’ usage of social media and assessing its potential value. They then decide whether and how to engage in implementing their social media strategy, thus making an informed decision but without a clear and definite plan of action. The final category (type 4) is when organizations are self-aware, staying on the edge, and create a clearly defined strategy. They then act with foresight, in a strategic and rational manner, which occurs when organizations are proactive and mindful.

**Discussion**

**Principal Findings**

Understanding how social media strategies are enacted and how social media can be strategically leveraged at the organizational level is an understudied area of research in health care. Recent work has established the importance of social media for patients and professionals to enable interactions and to access information [14]. We complement this work by looking at social media adoption by nonprofit cancer organizations—organizations that are central in health promotion. The goals of this study were to understand why and how six organizations put forth social media adoption process by organizations, a comprehensive understanding of opportunities and challenges associated with adoption of social media, and practical implications for managers who seek to use social media.

One of our key findings in this study is that to leverage their social media strategies, organizations need to balance opportunities with the inherent challenges of social media, such as lack of control [44], risk of misinformation, lack of privacy, limited audience, usability of social media programs, and the manipulation of identity [17]. With the recent attention to the spread of misinformation on the Web, organizations must understand and implement mechanisms to combat the risks associated with misinformation and privacy. It is critical that information is disseminated from credible sources, such as the organizations that we studied, using tools and technologies that end users, such as patients and their families, can access.

Furthermore, when studying organizational social media use, the question of how organizations should communicate with stakeholders is vital [45]. Results from our study suggest that it is imperative to consider the existing ICT when adopting a social media strategy. Our results shows that depending on the complementarity sought by the concomitant use of ICT and social media [46], organizations will seek to create the optimal synergy between the two strategies when interacting with users, which is consistent with current research findings that suggest that ICT provides most value when combined with other existing resources in the organization [46]. In developing social media strategies that take this complementarity into account, organizations must consider the capabilities of the tools along three dimensions: the content, the format, and the delivery [47,48]. Indeed, “…strategies do not need to be drastically overhauled to incorporate social media but merely retooled in framing messages and targeting audiences using the new media” [49].

Overall, although some organizations embrace social media to be at the forefront of innovation to provide health promotion, for others, social media adoption appears to be more of a bandwagon effect. Organizations feel pressure to use social media as they see their competitors and peers using it. In making decisions about social media, organizations face a highly
ambiguous environment because of its novelty. Indeed, at the organizational level, the impacts of social media strategies, and their benefits and risks, are still uncertain. Previous research indicates that under high-ambiguity conditions, bandwagon pressures tend to increase [28]. In addition, it has been said that the idea of “mindlessness in innovating with IT [Information Technologies] can reasonably be entertained whenever and wherever its likely rewards outweigh its risks” [30]. However, with time, as the understanding of social media and its role at the organizational level becomes clearer, it is to be expected that organizations would move toward enacting more mindful and proactive social media strategies. Indeed, “mindfulness is not something that an organization possesses: Instead, it is something that emerges in a process of becoming” [50]. Our results suggest that a proactive/mindful stance contributes to improve health promotion.

These results also pave the way for future research, such as testing the model using a larger sample to understand how this process may change depending on the type of organizations (eg, public health agencies, hospitals, private health care organizations, and bigger organization with dedicated staff for the social media activities). Moreover, it would be interesting to take into account the material properties of the social media tools themselves [51-53]. In that perspective, a study of the affordances of each social media tool could be insightful.

Conclusions

Our process model of social media strategies for health promotion by nonprofit organizations provides a means for managers of nonprofit organizations to understand the rationale of social media strategies and the role that social media can play in health promotion. Our process model can also be used as a guiding framework for nonprofit organizations engaging in social media use for health promotion. These organizations often face the challenge of effectively disseminating information to and engaging with the correct target group, all at low cost. This study provides these organizations with a mechanism for assessing how they can best exploit social media, taking into consideration the opportunities and challenges they face and the complementarities with their existing ICT. Using and understanding these mechanisms can help them create a well-defined strategy that will permit synergies between the existing ICT and social media, so that the use of both sets of tools together will bring in benefits that will surpass the simple sum of each.
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Abstract

Background: Stage 5 chronic kidney disease (CKD) presents a high risk for dialysis initiation and for complications such as uremic encephalopathy, uremic symptoms, gastrointestinal bleeding, and infection. One of the most common barriers to health care for patients with stage 5 CKD is poor continuity of care due to unresolved communication gaps.

Objective: Our aim was to establish a powerful care model that includes the use of a social networking service (SNS) to improve care quality for patients with CKD and safely delay dialysis initiation.

Methods: We used a retrospective cohort of CKD patients aged 20-85 years who received care between 2007 and 2017 to evaluate the efficacy of incorporating an SNS into the health care system. In 2014, author F-JY, a nephrologist at the National Taiwan University Hospital Yunlin Branch, started to use an SNS app to connect with stage 5 CKD patients and their families. In cases of emergency, patients and families could quickly report any condition to F-JY. Using this app, F-JY helped facilitate productive interactions between these patients and the health care system. The intention was to safely delay the initiation of dialysis therapy. We divided patients into four groups: group 1 (G1) included patients at the study hospital during the 2007-2014 period who had contact only with nephrologists other than F-JY; group 2 (G2) included patients who visited F-JY during the 2007-2014 period before he began using the SNS app; group 3 (G3) included patients who visited nephrologists other than F-JY during the 2014-2017 period and had no interactions using the SNS; and group 4 (G4) included patients who visited F-JY during the 2014-2017 period and interacted with him using the SNS app.

Results: We recruited 209 patients with stage 5 CKD who had been enrolled in the study hospital’s CKD program between 2007 and 2017. Each of the four groups initiated dialysis at different times. Before adjusting for baseline estimated glomerular filtration rate (eGFR), the G4 patients had a longer time to dialysis (mean 761.7 days, SD 616.2 days) than the other groups (G1: mean 403.6 days, SD 409.4 days, P=.011 for G4 vs G1; G2: 394.8 days, SD 318.8 days, P=.04; G3: 369.1 days, SD 330.8 days, P=.049). After adjusting for baseline eGFR, G4 had a longer duration for each eGFR drop (mean 84.8 days, SD 65.1 days) than the other groups (G1: mean 43.5 days, SD 45.4 days, P=.005; G2: mean 42.5 days, SD 26.5 days, P=.03; G3: mean 3.87 days, SD 33.5 days, P=.002).
Conclusions: The use of an SNS app between patients with stage 5 CKD and their physicians can reduce the communication gap between them and create benefits such as prolonging time-to-dialysis initiation. The role of SNSs and associated care models should be further investigated in a larger population.
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**Introduction**

**Background**

The incidence of end-stage renal disease (ESRD) in Taiwan is very high [1], with an estimated prevalence of 15.46% for all stages of chronic kidney disease (CKD) and 9.06% for CKD stages 3-5 [2]. Research has shown that patients with advanced CKD enrolled in a pre-ESRD pay-for-performance program had lower risks of progressing to ESRD as well as lower risks of mortality and a significantly longer time to initiation of dialysis therapy (430 versus 347 days; P<.001) [3]. In a review of 32 articles reporting on 19 trials, earlier initiation of dialysis therapy was not found to reduce mortality compared to later initiation [4]. Economic analyses based on findings from the Initiating Dialysis Early And Late (IDEAL) trial and the US Renal Data System suggest that significant cost savings could be achieved by reversing the trend toward early initiation [5].

The most common barriers to health care reported by patients with CKD include poor continuity of care (eg, seeing a different specialist each visit; 49.3%), inadequate understanding and education about CKD (43.5%), feeling unwell (42.6%), and having trouble maintaining dietary and fluid restrictions (40.1%) [6]. The Chronic Care Model (CCM) is a well-developed and validated framework that illustrates a comprehensive approach to caring for people with chronic illness in a way that supports improved functional and clinical outcomes [7]. The most important aspect of CCM for CKD patients is self-management support, because successful self-management requires CKD patients to know how to monitor their disease, to manage symptoms, to interpret the results of home-monitoring therapies, and to carry out daily treatment plans, including adhering to medication regimens and dietary and fluid restrictions and dealing with side effects.

Surprisingly, clinicians tend to overlook patient access to and use of information and communication technologies (ICTs) to manage their health [8,9]. One study reported that less than 25% of CKD patients obtained information about renal health care from the internet. The ICTs most preferred by their renal health care teams were telephone (56.5%), internet (50%), email (48.3%), and text messages (46%) [9].

However, health care systems and patients are increasingly turning to the internet—including websites as well as social media platforms—for health-related information and support. The US-based National Kidney Foundation, for example, designed a comprehensive and user-friendly digital ecosystem that contains content relevant to each audience and helps promote prompt interactions between CKD patients and their health care providers as envisioned by the CCM [10]. The ecosystem received high satisfaction scores (88%) on the ForeSee survey, a customer satisfaction survey administered on the US National Institute of Diabetes and Digestive and Kidney Diseases websites [10]. Results from a paper by Gee et al [11] showed that chronic care needs to reform to incorporate ICT tools. They concluded that (1) eHealth (electronic health) education has a critical role in self-care; (2) eHealth support should be put into the community, and patients should be empowered with the benefits of the e-community (electronic community) or virtual communities; and (3) productive technology-based interactions ensure feedback loop between the patient and the provider [11].

A randomized controlled trial found no difference in mean estimated glomerular filtration rate (eGFR) at baseline and the number of patients who progressed renal replacement regardless of use of a standardized self-management program (where patient education, telephone-based support, and support groups were delivered by a multidisciplinary team of management nurses, dietitians, peers, and volunteer) [12]. In another study, the University of Pittsburgh Medical Center instituted an impressive patient- and family-initiated rapid response system called Condition Help based out of a hospital [13]. Safety issues could be identified and prevented through the Condition Help system, although the majority (83.4%) of calls involved nonsafety issues. In one study looking at a cohort of Hispanic patients with CKD, lower patient-physician interaction scores were independently associated with a higher risk of hospitalization but not with incidence of ESRD or death [14].

Further testing of ICT interventions to improve self-management is necessary. Despite the potential benefits of ICTs for health care, few studies have addressed the usage and preferences regarding these technologies among patients with chronic diseases such as CKD and ESRD [10].

**Objectives**

A new model of physician-patient interaction, the eHealth Enhanced Chronic Care Model, was discussed by Gee et al [11] (Multimedia Appendix 1). Following this model, our study aimed to establish the value of a new kind of connection between patients and the hospital where they are receiving care—a connection that uses a social networking service (SNS) to encourage proactive action. Our study explores a smart care model with SNS to determine whether it improves how patients and providers connect across digital platforms and to advance our understanding of how an SNS might be able to improve health-related outcomes for patients with CKD.
Methods

Study Population
In 2002, Taiwan’s health care system, known as National Health Insurance, launched the Project of Integrated Care for CKD, a nationwide pre-ESRD pay-for-performance program providing more comprehensive care to patients with CKD (stages 3-5). The National Taiwan University Hospital (NTUH) Yunlin Branch, a regional teaching hospital in southern Taiwan, joined this program in 2004 and prospectively enrolled patients with CKD (stages 3-5) who were willing to participate. Patients were diagnosed with CKD according to the criteria of the National Kidney Foundation’s Kidney Disease Outcomes Quality Initiative (KDOQI) clinical practice guidelines [15] and received follow-up care at an outpatient department. Biochemical profiles including serum creatinine, blood urea nitrogen (BUN), and the spot urine protein to creatinine ratio (UPCR) were measured at least every 12 weeks. Our study followed all enrolled patients until initiation of long-term renal replacement therapy (hemodialysis, peritoneal dialysis, or transplantation) or until December 31, 2017, whichever occurred first.

Patient Selection
For our study, we selected a retrospective cohort of patients who had stage 5 CKD when they enrolled in the Project of Integrated Care for CKD. To further ensure that study patients were regularly treated for CKD, eligible patients were required to have had at least two outpatient visits within 3 months of their first date of diagnosis. In our final analysis, we included 209 patients aged 20 to 85 years with stage 5 CKD who had enrolled in the program and remained in it between 2007 and 2017.

Patient Grouping
Author F-JY is a nephrologist at the teaching hospital where this study took place. In 2015, he started using an SNS app to connect with his patients with stage 5 CKD and their families. In cases of emergency, patients and families could quickly report any condition to F-JY through this app. In this way, F-JY helped promote productive interactions and prompt responses between patients with stage 5 CKD and the health care system. In addition, family members and patients could exchange messages and photos with their health care providers via this platform. No medical decisions were made on this platform; if any risks emerged, clinic appointments were made. All nephrologists at the hospital acted in accordance with the guidelines of the KDOQI and the pay-for-performance program.

To examine the effect of the SNS intervention on care for patients with stage 5 CKD, we employed a quasi-experimental (single group pre-post) study design. We divided patients into four groups. Group 1 (G1) included patients who had contact only with hospital nephrologists other than F-JY during the 2007-2014 period; group 2 (G2) included patients who visited F-JY during the 2007-2014 period before he began using the SNS app; group 3 (G3) included patients who visited nephrologists other than F-JY during the 2014-2017 period and had no SNS interactions; and group 4 (G4) included patients who visited F-JY during the 2014-2017 period and used the SNS. The number of patients per group is shown in Multimedia Appendix 2.

Social Networking Service
The SNS used by F-JY was Line, a mobile app operated by Naver Corporation. Users can use texts, images, video, and audio for contact, and have free voice conversations and video conferences at any time. In Taiwan, the Line app has become increasingly popular since 2014 [16].

Measurement of Kidney Function
A serum creatinine level of <15 ml/min/1.73 m2 was used to define the baseline eGFR and establish the patient’s CKD stage as 5 at enrollment. eGFR was calculated with the Modification of Diet in Renal Disease equation:

\[
eGFR = 175 \times \text{creatinine}^{-1.154} \times \text{age}^{-0.203} \times 1.212 \text{ (if black)} \times 0.742 \text{ (if female)}
\]

The value of eGFR was recorded by every 3 months until dialysis. The rate of decline in daily eGFR was defined as baseline eGFR divided by time to dialysis in days.

Data Collection
Blood samples were collected before every clinic visit. Hematological and biochemical tests were conducted in the central laboratory of the hospital. Baseline comorbidities and clinical laboratory data were recorded by taking medical histories and conducting detailed chart reviews. All medical histories were recorded, including diabetes, hypertension, and cardiovascular disease (defined as coronary artery disease, myocardial infarction, stroke, and heart failure), after reviewing the electronic medical records.

Statistical Analyses
Continuous variables were reported as means and standard deviations, or medians with interquartile ranges if distributions were skewed. Categorical variables, such as cardiovascular risk factors (eg, hypercholesterolemia, hypertension, and smoking), were reported as frequencies and percentages.

Baseline characteristics, including demographics (age and gender), laboratory data (sodium, potassium, calcium, phosphate, BUN, creatinine, and albumin), and presence of comorbid disease (coronary artery disease, congestive heart failure, hypertension, diabetes mellitus, and malignancy) were compared between the groups. Baseline patient characteristics were compared using chi-square tests for categorical variables and the Mann–Whitney U test for continuous variables.

We performed multiple linear regression analysis to evaluate the associations between time to dialysis, duration of each eGFR drop, and daily eGFR decline rate with baseline covariables. We combined difference in differences with matching on pretreatment outcomes to address nonparallel trends between the treatment and control groups. The covariables included care model, age, diabetes mellitus (yes vs no), albumin, and hemoglobin. A multiple logistic regression analysis was performed to determine the factors associated with time to dialysis, duration of each eGFR drop, and daily eGFR decline rate. Statistical analyses were performed using SPSS Version 25 (IBM) and Prism 7.0d (GraphPad).
Ethics Statement

The study was approved by the NTUH ethical review board (NTUH 201901030RINB and 201903005RINA). To maintain confidentiality, all data sets in the study were pseudonymized, and personal IDs, birth dates, and names were encrypted. This deidentification process was supervised by NTUH’s Institutional Review Board (IRB), which verified the anonymity of data analysis performed in this study. Because the data were analyzed anonymously and in accordance with IRB guidelines, informed consent was not obtained from the study participants. All research procedures followed the directives of the Declaration of Helsinki.

Results

Baseline Measurements

We investigated the differences in demographics and clinical and laboratory data among the four study groups. There were no differences between groups in terms of gender, age, diabetes, hypertension, hemoglobin (g/dL), baseline eGFR, BUN (mg/dL), creatinine (mg/dL), sodium (mmol/L), potassium (mmol/L), calcium (mg/dL), phosphorus (mg/dL), or uric acid (mg/dL). As shown in Table 1, patients in the four groups did show differences in time to dialysis, albumin, and calcium levels, all of which were statistically significant.

Table 1. Baseline demographic, clinical, and laboratory measurements by group.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
<th>Total</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>39 (44)</td>
<td>18 (55)</td>
<td>40 (56)</td>
<td>8 (47)</td>
<td>105 (50)</td>
<td>209 .46</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>66.8 (13.0)</td>
<td>67.2 (12.7)</td>
<td>66.9 (13.9)</td>
<td>63.1 (10.2)</td>
<td>66.6 (13.0)</td>
<td>209 .72</td>
</tr>
<tr>
<td>Diabetes mellitus (yes), n (%)</td>
<td>45 (51)</td>
<td>18 (48)</td>
<td>37 (52)</td>
<td>10 (59)</td>
<td>109 (52)</td>
<td>209 .92</td>
</tr>
<tr>
<td>Hypertension (yes), n (%)</td>
<td>58 (66)</td>
<td>20 (61)</td>
<td>51 (72)</td>
<td>12 (71)</td>
<td>140 (67)</td>
<td>209 .69</td>
</tr>
<tr>
<td>Albumin (g/dL), mean (SD)</td>
<td>3.7 (0.4)</td>
<td>4.0 (0.5)</td>
<td>3.6 (0.5)</td>
<td>3.8 (0.5)</td>
<td>3.7 (0.5)</td>
<td>207 .005</td>
</tr>
<tr>
<td>Hemoglobin (g/dL), mean (SD)</td>
<td>9.0 (1.5)</td>
<td>9.5 (1.6)</td>
<td>9.4 (1.4)</td>
<td>8.8 (1.5)</td>
<td>9.2 (1.5)</td>
<td>208 .26</td>
</tr>
<tr>
<td>eGFR (mL/min/1.73 m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>9.2 (2.9)</td>
<td>9.1 (3.1)</td>
<td>9.8 (3.0)</td>
<td>9.1 (2.0)</td>
<td>9.4 (2.9)</td>
<td>209 .44</td>
</tr>
<tr>
<td>Time to dialysis (days), mean (SD)</td>
<td>403.6 (409.4)</td>
<td>394.8 (318.8)</td>
<td>369.1 (330.8)</td>
<td>761.7 (616.2)</td>
<td>419.6 (403.0)</td>
<td>209 .003</td>
</tr>
<tr>
<td>BUN (mg/dL), mean (SD)</td>
<td>86.4 (24.3)</td>
<td>93.7 (39.8)</td>
<td>94.9 (35.4)</td>
<td>88.6 (31.5)</td>
<td>90.6 (31.7)</td>
<td>208 .37</td>
</tr>
<tr>
<td>Creatinine (mg/dL), mean (SD)</td>
<td>9.4 (3.9)</td>
<td>9.7 (3.9)</td>
<td>8.8 (3.5)</td>
<td>9.7 (3.8)</td>
<td>9.3 (3.8)</td>
<td>209 .66</td>
</tr>
<tr>
<td>Sodium (mmol/L), mean (SD)</td>
<td>137.5 (4.3)</td>
<td>137.7 (4.6)</td>
<td>136.9 (4.7)</td>
<td>137.1 (3.8)</td>
<td>137.3 (4.4)</td>
<td>166 .84</td>
</tr>
<tr>
<td>Potassium (mmol/L), mean (SD)</td>
<td>4.7 (0.7)</td>
<td>4.5 (0.7)</td>
<td>4.6 (0.7)</td>
<td>4.9 (0.6)</td>
<td>4.6 (0.7)</td>
<td>209 .29</td>
</tr>
<tr>
<td>Calcium (mg/dL), mean (SD)</td>
<td>8.8 (0.9)</td>
<td>9.1 (1.0)</td>
<td>8.3 (1.4)</td>
<td>8.7 (0.7)</td>
<td>8.7 (1.1)</td>
<td>208 .001</td>
</tr>
<tr>
<td>Phosphorus (mg/dL), mean (SD)</td>
<td>5.9 (1.7)</td>
<td>5.9 (1.6)</td>
<td>5.8 (1.5)</td>
<td>6.2 (1.4)</td>
<td>5.9 (1.6)</td>
<td>208 .80</td>
</tr>
<tr>
<td>Uric acid (mg/dL), mean (SD)</td>
<td>8.4 (1.9)</td>
<td>8.4 (2.1)</td>
<td>7.5 (2.8)</td>
<td>7.1 (2.2)</td>
<td>8.1 (2.2)</td>
<td>172 .05</td>
</tr>
</tbody>
</table>

<sup>a</sup>Measurements are for patients with stage 5 CKD at time of enrollment.

<sup>b</sup>Groups are stratified by physician and care model. Group 1: patients who had contact only with hospital nephrologists other than author F-JY, 2007-2014; group 2: patients who visited F-JY before he began using the SNS app, 2007-2014; group 3: patients who visited nephrologists other than F-JY, 2014-2017 (no SNS interactions); group 4: patients who visited F-JY and used the SNS app, 2014-2017.

<sup>c</sup>P values express differences in data between groups. P values less than .05 are marked in italics.

Age and Time to Dialysis

Aging—but not age—presented a risk for dialysis initiation. As shown in Table 2, age did not increase with daily eGFR decline rate in late-enrolled patients with stage 5 CKD. Decline in daily eGFR, albumin, hemoglobin, care model, and eGFR at enrollment were not associated with age, but age showed a positive association with eGFR at the last outpatient visit ($r_{e}$ .36, $P_{e}$ .049). In addition, time to dialysis was associated positively with age, albumin, and eGFR at enrollment but negatively with diabetes.
Table 2. Pearson correlations ($r$) between age and other risk factors, and time to dialysis and other risk factors, among enrolled patients with stage 5 chronic kidney disease.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$r$</th>
<th>$P$ value $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily eGFR $^b$ decline rate</td>
<td>$-.065$</td>
<td>.35</td>
</tr>
<tr>
<td>Albumin</td>
<td>$0.063$</td>
<td>.37</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>$-0.026$</td>
<td>.71</td>
</tr>
<tr>
<td>Diabetes mellitus (yes)</td>
<td>$-0.046$</td>
<td>.51</td>
</tr>
<tr>
<td>Care model</td>
<td>$-0.058$</td>
<td>.41</td>
</tr>
<tr>
<td>eGFR at enrollment</td>
<td>$0.081$</td>
<td>.25</td>
</tr>
<tr>
<td>eGFR at last outpatient visit</td>
<td>$0.136$</td>
<td>.049</td>
</tr>
<tr>
<td><strong>Time to dialysis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>$0.166$</td>
<td>.02</td>
</tr>
<tr>
<td>Diabetes mellitus (yes)</td>
<td>$-0.183$</td>
<td>.008</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>$0.016$</td>
<td>.82</td>
</tr>
<tr>
<td>Albumin</td>
<td>$0.254$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blood urea nitrogen</td>
<td>$0.094$</td>
<td>.18</td>
</tr>
<tr>
<td>eGFR at enrollment</td>
<td>$0.268$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Creatinine</td>
<td>$0.104$</td>
<td>.14</td>
</tr>
<tr>
<td>Sodium</td>
<td>$0.080$</td>
<td>.31</td>
</tr>
<tr>
<td>Potassium</td>
<td>$-0.081$</td>
<td>.24</td>
</tr>
<tr>
<td>Calcium</td>
<td>$0.113$</td>
<td>.11</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>$-0.015$</td>
<td>.83</td>
</tr>
</tbody>
</table>

$^a$P values less than .05 are marked in italics.

$^b$eGFR: estimated glomerular filtration rate.

**Time to Dialysis and Duration of Each eGFR Drop**

Time to dialysis differed among the four groups of patients. Before adjusting for baseline eGFR, patients in G4 had a longer time to dialysis initiation (mean 761.7 days, SD 616.2 days) than patients in the other groups (G1: mean 403.6 days, SD 409.4 days, $P=.011$; G2: mean 394.8 days, SD 318.8 days, $P=.04$; G3: mean 369.1 days, SD 330.8 days, $P=.049$; Figure 1). Each patient showed differences in renal function at baseline.

As shown in Table 3, we adjusted time to dialysis according to baseline eGFR. The duration of each eGFR drop is defined by time to dialysis (days) divided by the baseline eGFR (mL/min/1.73 m$^2$). G4 had longer durations for each eGFR drop (mean 84.8 days, SD 65.1 days) compared to the other groups (G1: mean 43.5 days, SD 45.4 days, $P=.005$; G2: mean 42.5 days, SD 26.5 days, $P=.03$; G3: mean 38.7 days, SD 33.5 days, $P=.002$; Figures 2 and 3).
Figure 1. Trends in time to dialysis were compared between the four groups. The lines indicate median values. Statistical calculation of \( P \) values was performed using the nonparametric Mann-Whitney \( U \) test.

Table 3. Comparison of clinical and laboratory measurements by group, adjusted for baseline estimated glomerular filtration rate (eGFR).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
<th>( P ) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>66.8 (13.0)</td>
<td>67.2 (12.7)</td>
<td>66.9 (13.9)</td>
<td>63.1 (10.2)</td>
<td>.72</td>
</tr>
<tr>
<td>Diabetes mellitus (yes), n (%)</td>
<td>45 (51)</td>
<td>16 (48)</td>
<td>37 (52)</td>
<td>10 (59)</td>
<td>.92</td>
</tr>
<tr>
<td>Albumin (g/dL), mean (SD)</td>
<td>3.7 (0.4)</td>
<td>4.0 (0.5)</td>
<td>3.6 (0.5)</td>
<td>3.8 (0.5)</td>
<td>.005</td>
</tr>
<tr>
<td>Hemoglobin (g/dL), mean (SD)</td>
<td>9.0 (1.5)</td>
<td>9.5 (1.6)</td>
<td>9.4 (1.4)</td>
<td>8.8 (1.5)</td>
<td>.26</td>
</tr>
<tr>
<td>eGFR (mL/min/1.73 m(^2)), mean (SD)</td>
<td>9.2 (2.9)</td>
<td>9.1 (3.1)</td>
<td>9.8 (3.0)</td>
<td>9.1 (2.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Time to dialysis (days), mean (SD)</td>
<td>403.6 (409.4)</td>
<td>394.8 (318.8)</td>
<td>369.1 (330.8)</td>
<td>761.7 (616.2)</td>
<td>.003</td>
</tr>
<tr>
<td>Duration of each eGFR drop, (days/(\text{mL/min}/1.73 \text{m}^2)), mean (SD)</td>
<td>43.5 (45.4)</td>
<td>42.5 (26.5)</td>
<td>38.7 (33.5)</td>
<td>84.8 (65.1)</td>
<td>.010</td>
</tr>
</tbody>
</table>

\(^a\)Measurements are for patients with stage 5 CKD at time of enrollment.
\(^b\)\(P\) values less than .05 are marked in italics.
Difference in Differences in the Care Model

Finally, we tested the independent association of the new care model and time to dialysis, and combined difference in differences with matching on pretreatment outcomes to address nonparallel trends between groups. We measured two factors: factor A was the individual physician factor (ie, “team” versus F-JY, where “team” refers to the involvement of any nephrologist other than F-JY); and factor B refers to the intervention phase (ie, the control phase, 2007-2014, versus the experimental phase, 2014-2017). Multivariable-adjusted logistic regression models, including age, diabetes mellitus, albumin, and hemoglobin, were used to investigate the independent association between factor A, factor B, and time to dialysis.

As shown in Table 4, the interaction of factor A with factor B was independently associated with time to dialysis in regression models after adjustment for age, diabetes mellitus, albumin, and hemoglobin. We found that the new care model driven by SNS had increased time to dialysis to 459.38 days. Similar results were found when the duration of each eGFR drop was used in the regression model instead of time to dialysis (Table 5). The SNS care model increased the duration of each eGFR drop to 52.7 days. In addition, in Table 6, we showed results in comparison with a reference group of adult patients less than 50 years of age. Multivariable-adjusted logistic regression models, including three other age groups (50-59 years, 60-69 years, and >70 years), diabetes mellitus, gender, albumin, and hemoglobin, were used to investigate the independent association between factor A (team vs F-JY), factor B (control vs experimental), and time to dialysis. Using difference in differences, our new care model had an increased time to dialysis of approximately 417.6 days.
Table 4. Associations between time to dialysis and care model using difference in differences.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized coefficients</th>
<th>Standardized coefficients</th>
<th>95% CI</th>
<th>P value(^b)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>-569.77</td>
<td>_c</td>
<td>-1.95</td>
<td>.053</td>
<td>-1147.27 to 7.72</td>
</tr>
<tr>
<td>Age</td>
<td>5.60</td>
<td>0.18</td>
<td>2.77</td>
<td>.006</td>
<td>1.62 to 9.58</td>
</tr>
<tr>
<td>Diabetes</td>
<td>-117.53</td>
<td>-0.15</td>
<td>-2.16</td>
<td>.03</td>
<td>-224.89 to -10.17</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>10.51</td>
<td>0.039</td>
<td>0.60</td>
<td>.55</td>
<td>-24.14 to 45.16</td>
</tr>
<tr>
<td>Albumin</td>
<td>155.07</td>
<td>0.19</td>
<td>2.73</td>
<td>.007</td>
<td>42.92 to 267.22</td>
</tr>
<tr>
<td>Factor A: team vs author F-JY</td>
<td>-67.08</td>
<td>-0.07</td>
<td>-0.86</td>
<td>.39</td>
<td>-220.78 to 86.63</td>
</tr>
<tr>
<td>Factor B: control vs experimental</td>
<td>-30.32</td>
<td>-0.04</td>
<td>-0.50</td>
<td>.62</td>
<td>-150.19 to 89.56</td>
</tr>
<tr>
<td>Factor A x Factor B</td>
<td>459.38</td>
<td>0.31</td>
<td>3.58</td>
<td>&lt;.001</td>
<td>206.36 to 712.40</td>
</tr>
</tbody>
</table>

\(^a\)Multivariable-adjusted logistic regression models, including age, diabetes mellitus, albumin, and hemoglobin, were used to investigate the independent association between factor A, factor B, and time to dialysis.

\(^b\)P values less than .05 are marked in italics.

\(^c\)Not applicable.

Table 5. Associations between the duration of each drop in estimated glomerular filtration rate and the care model using difference in differences.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized coefficients</th>
<th>Standardized coefficients</th>
<th>95% CI</th>
<th>P value(^b)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>-50.55</td>
<td>_c</td>
<td>-1.64</td>
<td>.10</td>
<td>-111.30 to 10.21</td>
</tr>
<tr>
<td>Age</td>
<td>0.43</td>
<td>0.13</td>
<td>2.03</td>
<td>.044</td>
<td>0.01 to 0.85</td>
</tr>
<tr>
<td>Diabetes</td>
<td>-14.54</td>
<td>-0.17</td>
<td>-2.54</td>
<td>.012</td>
<td>-25.83 to -3.24</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>1.18</td>
<td>0.04</td>
<td>0.64</td>
<td>.53</td>
<td>-2.47 to 4.82</td>
</tr>
<tr>
<td>Albumin</td>
<td>16.98</td>
<td>0.20</td>
<td>2.84</td>
<td>.005</td>
<td>5.18 to 28.78</td>
</tr>
<tr>
<td>Factor A: team vs author F-JY</td>
<td>-7.17</td>
<td>-0.07</td>
<td>-0.88</td>
<td>.38</td>
<td>-23.34 to 9.00</td>
</tr>
<tr>
<td>Factor B: control vs experimental</td>
<td>-4.16</td>
<td>-0.05</td>
<td>-0.65</td>
<td>.52</td>
<td>-16.77 to 8.45</td>
</tr>
<tr>
<td>Factor A x factor B</td>
<td>52.71</td>
<td>0.34</td>
<td>3.91</td>
<td>&lt;.001</td>
<td>26.09 to 79.33</td>
</tr>
</tbody>
</table>

\(^a\)Multivariable-adjusted logistic regression models, including age, diabetes mellitus, albumin, and hemoglobin, were used to investigate the independent association between factor A, factor B, and duration of each eGFR drop.

\(^b\)P values less than .05 are marked in italics.

\(^c\)Not applicable.
They additionally stated that the three necessary relational commitment, and (4) competence and character of the physician.

Razzaghi and Afshar [18] reported on the four key components of the physician-patient healing relationship: (1) valuing the patient as a person, (2) effective management of the power imbalance between the physician and the patient, (3) commitment, and (4) competence and character of the physician. They additionally stated that the three necessary relational elements of physician-patient relationship are trust, peace and hope, and acknowledgment [18].

Patient adherence to treatment is highly influenced by the quality of communication patients receive during medical care [19]. Physicians must be trained in efficient communication to enhance this adherence. The physician-patient relationship, therefore, plays a central role in patient health-related outcomes. The components of this relationship may impact the patient’s experience of the health system.

Our study addressed the potential of a primary physician–led care model with an SNS in delaying dialysis initiation for patients with stage 5 CKD. This SNS-integrated care practice showed a significant effect in the intervention group compared with the control group in slowing the daily reduction in eGFR, and there was significant improvement in time to initiation of dialysis among patients in the intervention group compared with patients in the control group (with an imbalance between groups resulting from their relatively small sample size). This is a quasi-experimental design that suggests that SNSs in primary care can increase patient awareness, delay dialysis initiation, and provide patients with more mental health support from their physician.

### Discussion

**Principal Findings**

This study is significant in that it is the first study to combine an SNS with standard care for patients with stage 5 CKD. Other studies of SNSs and CKD recruited patients with CKD stages 3-4 only or patients with an unknown CKD stage. In this study, the physician, not the case manager, played the central role in integrated care.

Our study demonstrates the effectiveness of a new care model that includes use of an SNS for patients with stage 5 CKD and their physicians. After introducing the model, patients using the SNS care model saw benefits such as a longer time to dialysis, a longer duration of each eGFR drop, and a daily decline in eGFR, perhaps because they gained more real-time mental health–related and other support from their physicians.

### Comparison With Prior Work

The IDEAL trial, a randomized controlled trial, showed a median time to initiation of dialysis of 1.80 months (95% CI 1.60 to 2.23) in its early-start group and 7.40 months (95% CI 6.23 to 8.27) in its late-start group, but showed no significant difference between the groups in terms of adverse events (cardiovascular events, infections, or complications of dialysis) [17]. This trial has demonstrated it can be safe to wait for lower eGFR levels or specific symptoms before beginning dialysis.

Razzaghi and Afshar [18] reported on the four key components of the physician-patient healing relationship: (1) valuing the patient as a person, (2) effective management of the power imbalance between the physician and the patient, (3) commitment, and (4) competence and character of the physician. Our study demonstrates the effectiveness of a new care model with an SNS in delaying dialysis initiation for patients with stage 5 CKD. This SNS-integrated care practice showed a significant effect in the intervention group compared with the control group in slowing the daily reduction in eGFR, and there was significant improvement in time to initiation of dialysis among patients in the intervention group compared with patients in the control group (with an imbalance between groups resulting from their relatively small sample size). This is a quasi-experimental design that suggests that SNSs in primary care can increase patient awareness, delay dialysis initiation, and provide patients with more mental health support from their physician.

### Future Directions

To our knowledge, this is the first study of SNS that took place in a real-world primary care practice that measured outcomes for patients with stage 5 CKD longitudinally. To confirm the usefulness of the SNS care model, more data and objective results regarding efficacy are needed. The role of SNSs and associated care models should be further investigated in a larger population. Observational studies, clinical trials, systematic reviews, and meta-analyses should aim to further establish the role of digital health technologies in patient care.

---

**Table 6.** Associations between time to dialysis and care model using difference in differences compared with the reference group (age <50 years)\(^a\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized coefficients</th>
<th>Standardized coefficients</th>
<th>P value(^b)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>−158.05</td>
<td>268.87</td>
<td>.56</td>
<td>−688.32 to 372.22</td>
</tr>
<tr>
<td>SE</td>
<td>268.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.59</td>
<td></td>
<td>.0075</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−0.59</td>
<td></td>
<td>.0075</td>
<td></td>
</tr>
<tr>
<td>Age (50-59.9 years)</td>
<td>−30.66</td>
<td>95.51</td>
<td>.75</td>
<td>−219.03 to 157.70</td>
</tr>
<tr>
<td>SE</td>
<td>95.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.03</td>
<td></td>
<td>.75</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−0.03</td>
<td></td>
<td>.75</td>
<td></td>
</tr>
<tr>
<td>Age (60-69.9 years)</td>
<td>−14.67</td>
<td>92.97</td>
<td>.88</td>
<td>−198.02 to 168.69</td>
</tr>
<tr>
<td>SE</td>
<td>92.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.02</td>
<td></td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−0.02</td>
<td></td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Age (&gt;70 years)</td>
<td>88.57</td>
<td>84.02</td>
<td>.29</td>
<td>−77.15 to 254.28</td>
</tr>
<tr>
<td>SE</td>
<td>84.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>0.11</td>
<td></td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>1.05</td>
<td></td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>−176.07</td>
<td>52.94</td>
<td>.001</td>
<td>−280.47 to −71.67</td>
</tr>
<tr>
<td>SE</td>
<td>52.94</td>
<td></td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.22</td>
<td></td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−3.33</td>
<td></td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>−107.57</td>
<td>53.68</td>
<td>.046</td>
<td>−213.44 to −1.70</td>
</tr>
<tr>
<td>SE</td>
<td>53.68</td>
<td></td>
<td>.046</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.13</td>
<td></td>
<td>.046</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−2.00</td>
<td></td>
<td>.046</td>
<td></td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>9.94</td>
<td>17.22</td>
<td>.56</td>
<td>−24.02 to 43.90</td>
</tr>
<tr>
<td>SE</td>
<td>17.22</td>
<td></td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>0.04</td>
<td></td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>0.58</td>
<td></td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Albumin</td>
<td>155.03</td>
<td>55.78</td>
<td>.006</td>
<td>45.03 to 265.03</td>
</tr>
<tr>
<td>SE</td>
<td>55.78</td>
<td></td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>0.19</td>
<td></td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>2.78</td>
<td></td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>Factor A: team vs author F-JY</td>
<td>−32.56</td>
<td>77.01</td>
<td>.67</td>
<td>−184.44 to 119.32</td>
</tr>
<tr>
<td>SE</td>
<td>77.01</td>
<td></td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.04</td>
<td></td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−0.42</td>
<td></td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>Factor B: control vs experimental</td>
<td>−5.31</td>
<td>59.98</td>
<td>.93</td>
<td>−123.60 to 112.98</td>
</tr>
<tr>
<td>SE</td>
<td>59.98</td>
<td></td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>−0.007</td>
<td></td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>−0.09</td>
<td></td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Factor A × factor B</td>
<td>417.61</td>
<td>126.71</td>
<td>.001</td>
<td>167.72 to 667.50</td>
</tr>
<tr>
<td>SE</td>
<td>126.71</td>
<td></td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>0.29</td>
<td></td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>3.30</td>
<td></td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Multivariable-adjusted logistic regression models, including age, diabetes mellitus, albumin, and hemoglobin, were used to investigate the independent association between factor A (team vs F-JY), factor B (control vs experimental), and duration of each eGFR drop. The dependent variable was time to dialysis.

\(^b\)P values less than .05 are marked in italics.

\(^c\)Not applicable.
Limitations
This study is retrospective to review the quality of care with SNS in a teaching hospital. The sample size is relatively small and only few physicians are involved in the study.

Conclusions
Use of SNSs by patients with stage 5 CKD and their physicians could resolve important communication gaps and create better conditions for treatment of CKD. In our study, we demonstrated that use of an SNS in a physician-led care model was associated with a significant delay in dialysis initiation for stage 5 CKD patients. SNSs can act as a communication bridge and assist in improving the connection between the health care system and the community. Patient adherence is highly correlated to communication between the medical caregiver and the patient. Better communication skills improve patient adherence and outcomes [19]. Consistent with other works, we found that high-quality communication and interpersonal support can improve care quality.
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Abstract

Background: Patient engagement with diabetes self-care is critical to reducing morbidity and mortality. Social media is one form of digital health that is available for diabetes self-care, although its use for peer-to-peer communication has not been systematically described, and its potential to support patient self-care is unclear.

Objective: The primary aim of this systematic review was to describe the use of social media among patients (peer-to-peer) to manage diabetes and cardiovascular disease (CVD). The secondary aim was to assess patients’ clinical outcomes, behavioral outcomes, quality of life, and self-efficacy resulting from peer-to-peer social media use.

Methods: We conducted a literature search in the following databases: PubMed, EMBASE, Web of Science, CINAHL, and PsycINFO (January 2008 through April 2019). The inclusion criteria were quantitative studies that included peer-to-peer use of social media for self-care of diabetes mellitus (with all subtypes) and CVD, including stroke.

Results: After an initial yield of 3066 citations, we selected 91 articles for a full-text review and identified 7 papers that met our inclusion criteria. Of these, 4 studies focused on type 1 diabetes, 1 study included both type 1 and 2 diabetes, and 2 studies included multiple chronic conditions (eg, CVD, diabetes, depression, etc). Our search did not yield any individual studies on CVD alone. Among the selected papers, 2 studies used commercial platforms (Facebook and I Seek You), 3 studies used discussion forums developed specifically for each study, and 2 surveyed patients through different platforms or blogs. There was significant heterogeneity in the study designs, methodologies, and outcomes applied, but all studies showed favorable results on either primary or secondary outcomes. The quality of studies was highly variable.

Conclusions: The future landscape of social media use for patient self-care is promising. However, current use is nascent. Our extensive search yielded only 7 studies, all of which included diabetes, indicating the most interest and demand for peer-to-peer interaction on diabetes self-care. Future research is needed to establish efficacy and safety in recommending social media use among peers for diabetes self-care and other conditions.

(J Med Internet Res 2020;22(4):e14209) doi:10.2196/14209

KEYWORDS
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Introduction

Background

Diabetes is one of the most prevalent chronic conditions in the United States and worldwide [1-3], associated with high morbidity and mortality, mainly as a result of complications from cardiovascular disease (CVD) [4-8]. In 2016, the World Health Organization estimated that diabetes was the seventh leading cause of death [9]. Evidence indicates that managing blood glucose and diabetes risk factors (including CVD) can prevent or delay mortality because of CVD by 33% [10-13].

Patient engagement is critical to successfully managing diabetes and thereby reducing morbidity and mortality [14,15].

Self-care has been described as a vital component in diabetes prevention and management in addition to other chronic conditions such as CVD [16-19]. Defined as a “naturalistic decision-making process addressing both the prevention and management of chronic illness” [16], self-care for chronic disease is a complex, multi-factorial endeavor with few effective intervention strategies to help patients manage their conditions [20]. Patients spend very little time each year with their providers and therefore need to independently build skills, knowledge, and motivation to improve individual outcomes. Several meta-analyses and reviews of multiple self-care intervention trials found lifestyle modification programs were more effective than usual care in improving clinical outcomes for diabetes and CVD [21-23].

Despite the known benefits, patients face many barriers in meeting the necessary lifestyle changes involved in self-care, including depression, poor self-efficacy, and cognitive decline [16]. Given the exponential rise in digital technology use among all age groups in the United States [24], mobile technologies are now frequently employed with lifestyle interventions to promote prevention, management, and self-care of chronic diseases [25-27]. Other technology-based programs such as telehealth and home-based rehabilitation have been successful for older patients and reflect their ability to adapt to the use of technology to support their health [28-30].

Peer-to-peer engagement [31], which is communicating with other people experiencing the same chronic condition to learn more about controlling and managing their condition, was found helpful to overcome some of these barriers [16] and has been shown to facilitate self-care, resulting in improved health behaviors [32]. Peer-to-peer communication through engagement on social media offers a convenient venue that is easily accessible for addressing patients’ educational needs and providing real-time interaction with others who share many of the challenges in disease management [33]. In a scoping review of social media use between patients and caregivers, researchers found that social media was used to facilitate self-care in 77.1% (219/284) studies identified. Among these studies, the majority of conclusions were positive about social media use [34]. Although younger age and ease with technology use have been shown to affect the likelihood of using social media for disease-related support [35], the number of older adults who engage in social media has continued to climb and offers significant potential to affect self-care [24]. In addition, more capable social media users have recognized the potential for providing support to others who are managing chronic conditions [35].

Innovative strategies and effective interventions are required to improve self-care and health outcomes for patients with diabetes and CVD. A recent systematic review found supplementing usual health care services using social media platforms can satisfy patients’ social support needs with managing their CVD, which health providers cannot easily accommodate [36]. Therefore, leveraging social media may be a viable strategy to help improve self-care for diabetes. Understanding how patients use social media to manage their chronic disease is a first step in validating social media platforms as a potentially effective intervention strategy to provide peer-to-peer support and improve diabetes self-care.

Study Aims

The primary aim of this systematic review was to summarize the available evidence on the peer-to-peer use of social media for managing diabetes. A secondary aim was to assess patients’ clinical outcomes, behavioral outcomes (ie, self-care and patient activation), quality of life, and self-efficacy resulting from patients’ social media use.

Methods

Overview

In this systematic review, we conducted a comprehensive search to capture all of the relevant quantitative studies that were published on the use of a social media platform as a communication tool between patients (peer-to-peer) on health-related topics pertaining to diabetes and CVD self-care. The outcome of interest included any change in clinical outcomes, behavioral outcomes, quality of life, and self-efficacy in participating individuals who used social media for peer-to-peer communication. This systematic review was conducted using the Preferred Reporting Items for Systematic Reviews and Meta-Analysis guidelines [37]. The protocol of this review was registered on the International Prospective Register of Systematic Reviews on November 13, 2018, using the same name as this study’s review title.

The inclusion criteria included quantitative studies that addressed the use of social media as a communication tool between patients (ie, not between patients and providers). An 11-year interval (January 2008 to April 2019) was used to search for eligible studies as most studies with social media began in the late 2000s [38]. All US and international studies were included if they were available in the English language. We included studies that provided blogs, chats, and discussion forums from their Web-based platforms, but we excluded studies that were solely Web-based interventions (eg, education-based without interactions between participants). We limited our paper to describe the peer-to-peer use of social media and did not include studies describing the effect of health care provider-to-patient interactions on social media. We also excluded articles that did not mention which disease was studied. We excluded studies that were duplicates, book chapters, systematic or meta-analysis reviews, qualitative studies, and reviews or meta-analyses.
editorials, and meeting abstracts. No studies were excluded on the basis of quality.

A systematic methodology was developed to capture all the relevant data from the selected articles. We ensured our included studies had a clear research question on the basis of population, intervention, comparator, outcomes, and study design criteria (Textbox 1) [39]. This paper presents a narrative synthesis as it was not possible to pool results for a meta-analysis.

Textbox 1. Outline of research questions on the basis of the population, intervention, comparator, outcomes, and study design criteria (PICOS framework).

<table>
<thead>
<tr>
<th>Population:</th>
<th>Intervention:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients with diabetes</td>
<td>Use of all social media platforms (e.g., discussion forum, blogs, microblogs, and group chatting) for peer-to-peer communication for health-related reasons including support, advice, and education</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comparator:</th>
<th>Outcome:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients receiving the same sort of treatment without social media exposure</td>
<td>Clinical outcomes (e.g., biological measures)</td>
</tr>
<tr>
<td>No comparator</td>
<td>Behavioral outcomes (e.g., self-care and patient activation)</td>
</tr>
<tr>
<td></td>
<td>Quality of life and self-efficacy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study design:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomized controlled trials</td>
<td></td>
</tr>
<tr>
<td>Cohort</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td></td>
</tr>
</tbody>
</table>

Search Strategy
The search terms were developed on the basis of our research question with the assistance of a health sciences librarian. The selected terms were intended to capture studies that used the most popular social media platforms in all major languages. These terms were adjusted to fit each database to avoid missing any articles (Multimedia Appendix 1). The literature search was conducted in PubMed, EMBASE, Web of Science (including all the databases included in it), CINAHL, and PsycINFO to identify potential articles. We then conducted a manual review of published articles and their bibliographies to assess eligibility for inclusion. In addition, we conducted a hand search of possible relevant articles in the Journal of Medical Internet Research and JMIR Diabetes.

Study Selection
Initial screening of the studies was done by 2 independent reviewers (AE and MB). Primary screening and data extraction were done using the Cochrane Covidence primary screening and data extraction tool to import all the search results from databases followed by preliminary screening, which included titles and abstracts. If the preliminary screening of the abstract was not conclusive, the full text was screened (AE, MB, and VP). On the basis of the abovementioned criteria, studies were selected for a full-text review, with disagreements resolved by 2 other reviewers (LP and VP) who assessed the eligibility of the studies and approved the final selection of all included studies.

Data Extraction and Analysis
We developed data extraction guidelines. One reviewer (AE) performed data extraction for each eligible article, which was subsequently verified by a second reviewer (MB). The following variables were extracted from the selected studies: name of the first author, year of publication, country, target condition and age of participants, study design and sample size, exposure or intervention, form of social media and purpose, outcome measures, and results. We conducted a descriptive analysis with a summary of the studies.

Results
Study Characteristics
The initial database search applying our terms yielded 3066 citations. After removing duplicates, the remaining 1923 titles and abstracts were screened. On the basis of the inclusion and exclusion criteria, 91 articles were identified as eligible for a full-text review. Of these 91 articles, 84 did not meet the criteria and were eliminated as displayed in Figure 1, leaving 7 studies for inclusion that were related to diabetes and multiple chronic conditions, including CVD. We did not identify any studies focused on CVD alone.

The 7 selected studies for this review included 1 pilot randomized controlled trial (RCT) [40], 1 prospective cohort study [41], 3 cross-sectional studies [42-44], and 2 hybrid cross-sectional/cohort studies [45,46]. Of these, 1 study used
Facebook [46], 1 study used a chat line platform [41], 3 studies used discussion forums that were developed specifically for each study [40,43,45], and 2 studies used surveys to assess the use of social networking sites/blogs [42,44]. As presented in Table 1, a total of 2 studies included patients with multiple chronic diseases (including diabetes) and the other 5 studies focused solely on diabetes—4 studies focused on type 1 diabetes (T1D) [40,41,44,46], whereas 1 study included both T1D and type 2 diabetes [42]. The other studies included all adults, but some did not specify the mean age of those who participated, as shown in Table 1. With regard to the country of origin, 3 studies were conducted in the United States, with 4 out of the 7 studies originating from Israel, Macedonia, and Italy. The studies were published between 2011 and 2019.

**Figure 1.** Flow chart of study selection process.
### Table 1. Studies on the use of social media among patients for self-care.

<table>
<thead>
<tr>
<th>References and country</th>
<th>Target condition and age group (years) of participants</th>
<th>Study design and sample size</th>
<th>Exposure/intervention of experimental groups</th>
<th>Form of social media used and purpose</th>
<th>Outcome measures</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grosberg et al [45]; Israel</td>
<td>DM, chronic pain, hypertension, and depression (15-60)</td>
<td>Cross-sectional and prospective cohort (3 months), N=686</td>
<td>Active participation in a Hebrew-only website designed for chronic conditions</td>
<td>Discussions and blogs: Camoni (a Web-based social health network) for advice, consults with experts, and chats with other patients</td>
<td>Personal Involve-ment in Health Care Related to Site Use, PAM</td>
<td>At baseline, experienced users had higher PAM scores (mean 69.3, SD 19.1; PAM level 4; P&lt;.001) than new users (mean 62.8, SD 18.7; PAM level 3). At follow-up, there was a positive correlation between the frequency of visits or time spent and 3 indices of health empowerment (confidence from knowledge acquired about the disease, a sense of shared support, and personal involvement in treatment). PAM scores were higher among experienced users compared with new users (mean 62.8 vs 69.3, respectively; Z=-4.197; P&lt;.001)</td>
</tr>
<tr>
<td>Iafusco et al [41]; Italy</td>
<td>T1D (10-18), mean age: 13.6 (SD 2.7) chat group, 14.1 (SD 2.3) control</td>
<td>Prospective cohort (2 years), N=396</td>
<td>Online group messaging once a week for 90 min</td>
<td>Group chatting: I Seek You program for educational purposes and social support</td>
<td>DQOLY and HbA1c</td>
<td>The intervention group showed significant improvements in all 3 subscales of DQOLY compared with the control; impact of diabetes (mean 75, SD 7 vs mean 81, SD 14; P&lt;.001), worries about diabetes (mean 27, SD 3 vs mean 49, SD 2; P=.01), and satisfaction with life (mean 68, SD 13 vs mean 35, SD 13; P&lt;.001). No statistically significant difference (P=.06) was observed in HbA1c values between the chat and nonchat groups</td>
</tr>
<tr>
<td>Magnezi et al [43]; Israel</td>
<td>DM, CVD, kidney disease, spinal cord injury, depression/anxiety (20- ≥ 65)</td>
<td>Cross-sectional, N=296</td>
<td>Active participation in a Hebrew-only website designed for chronic conditions</td>
<td>Discussions and blogs: Camoni for advice, consults with experts, and chats with other patients</td>
<td>Perceived Usefulness of Online Groups, PAM-13</td>
<td>Perceived usefulness was significantly higher in the 20-29 age group (mean 2.26, SD 1.24) than 50-64 age group (mean 1.43, SD 1.18; P=.04) and ≥ 65 age group (mean 1.38, SD 1.00; P&lt;.05), PAM-13 was significantly lower in the 20-29 age group (mean 48.44, SD 21.25) compared with the 30-39 age group (mean 62.28, SD 19.78; P=.01) and the 50-64 age group (mean 57.50, SD 17.66; P&lt;.05)</td>
</tr>
<tr>
<td>Nelakurthi et al [42]; United States</td>
<td>Type 1, type 2, and unspecified type DM, ≥18 (mean age 57, SD 14)</td>
<td>Cross-sectional, N=212</td>
<td>Visiting DM—specific social networking websites</td>
<td>DM—specific social networking websites</td>
<td>Following advice regarding eating habits, exercise habits, and lifestyle changes related to diabetes</td>
<td>Website users showed a significant correlation between offering advice and applying it to their own eating habits (r=0.29; P=.005), exercise (r=0.41; P&lt;.001), and lifestyle modification (r=0.38; P=.001)</td>
</tr>
</tbody>
</table>

Notes:
- DM: Diabetes Mellitus
- T1D: Type 1 Diabetes
- CVD: Cardiovascular Disease
Form of Social Media Used and Purpose

Out of the 7 studies, 4 used discussion forums or blogs, either through websites developed especially for the targeted population [40,43-45] or through commercially available platforms (eg, Facebook and I Seek You) [41,46]; 2 studies did not use a platform or website but instead evaluated respondents’ social networking site behaviors [42,44]; 2 studies used social media as a form of social support [40,46]; 3 studies assessed the usefulness of the platforms for educational purposes [41,43,45]; 2 studies used social media as a tool to improve blood sugar control through educating participants on the technicalities of blood glucose measurement and management, especially for the youth [40,46]; and 1 study assessed the accessibility and usefulness of Web-based medical information [42].

Clinical Outcomes

Concerning clinical outcomes, 3 of the 7 studies reviewed reported glycated hemoglobin (HbA1c). Petrovski and Zivkovic [46] and Iafusco et al [41] focused on the adolescent age group, whereas Oser et al [44] targeted adults (≥18 years) with T1D. Petrovski and Zivkovic [46] sought to evaluate a Facebook group as a communication tool to interact with questions, answers, and comments to improve glucose control among adolescents and young people with T1D. Using a retrospective cohort design, Petrovski and Zivkovic [46] reported on data that were collected about Facebook users via electronic medical records and a cross-sectional analysis via social media (both [46]).
Patients from the Facebook group had a mean of 1.5 (SD 3.5) posts per day [46]. Among 728 members in their diabetes center, they found significantly lower levels of HbA1c among Facebook group users compared with nonusers 1 year after joining the closed Facebook group (users mean 7.1, SD 3.2; nonusers mean 7.6, SD 2.8; P<.05; N=728) [46].

Iafusco et al [41] evaluated the effectiveness of a chat line for T1D education among the youth using a prospective cohort design. In contrast to the study above, Iafusco et al [41] did not find a statistically significant difference in HbA1c levels between 2 groups after adjusting for therapy choice, although the differences approached significance (P=.05). HbA1c was assessed on each participant (N=396) at baseline, year 1, and year 2 (N=193) [41]. One important consideration of this study is that children mature physically, mentally, and emotionally over the course of 2 years. It is possible that HbA1c changed similarly for both groups because blood glucose control was an issue of maturity and not necessarily related to the chat line.

Oser et al [44] focused on adults with T1D to assess HbA1c differences between blog readers and blog nonusers [44]. This cross-sectional study also looked at differences in technology use (insulin pump and continuous glucose monitors) in these 2 groups and self-reported HbA1c differences in blog use and technology subgroups [44]. Among 214 blog readers and 68 blog nonusers who completed their survey, the authors found HbA1c was lower for blog readers (7.0%) compared with blog nonusers (7.5%; P=.006) [44]. The difference between blog users vs blog nonusers was compared with the clinically significant difference in HbA1c seen among those who used continuous glucose monitors (compared with nonusers) and insulin pump use (compared with multiple daily injections) [44]. These results show that reading and communicating through blogs with other individuals with diabetes leads to learning pertinent information and thereby is associated with lower HbA1c values [44].

**Behavioral Outcomes**

Magnezi et al [43] and Grosberg et al [45], in 2 separate studies, evaluated *patient activation* (defined as a patient’s level of active participation in his or her health care) with chronic care management as a result of using social media. In particular, they examined the use of an online health-related social network called *Camoni*, a platform that was developed for individuals with a variety of chronic diseases to assist them in finding others with similar conditions [43,45]. The website provided advice about their common condition through blogs, discussion forums, online support groups, chats, and a secure channel to communicate with experts. Magnezi et al [43] included individuals with 5 chronic conditions: diabetes mellitus, CVD, renal disease, and depression/anxiety (N=296), whereas Grosberg et al [45] focused on individuals with diabetes, chronic pain, hypertension, and depression (N=696). The purpose of the studies was to evaluate the effects and benefits of participating in an online health-related social network on patient activation and to determine which variables predict the perceived usefulness of the site [43,45]. They found that the usefulness of the website was negatively correlated with age, and it was perceived as being more useful among participants who were less involved in their own care [43]. In addition, the level of activity on the website correlated with the perceived usefulness [43], and those with at least six months experience on the site had the highest patient activation scores (level 4) compared with new visitors (P<.001) [45]. There was a significant positive association among experienced users between both the frequency and duration of website visits and self-reported personal empowerment in health [45]. Gender differences were documented as men browsed the website for more than 30 min, whereas the average time for women was 10 to 30 min [45].

Using a cross-sectional study design, 2 separate studies conducted by Nelakurthi and colleagues [42] and Iafusco and colleagues [41] sought to evaluate the reasons behind the use of social networking sites among patients with diabetes and its impact on self-care. Nelakurthi et al [42] used surveys distributed through clinics and websites, whereas Iafusco et al [41] used a chat line moderated by a supervised physician, although it was unclear in the paper by Nelakurthi et al [42] which clinics and health websites were used and accessed by the patients. The top 2 reported reasons for the use of social networking sites were either to offer support or to share personal experiences [42]. Self-reported insulin therapy was significantly higher among users of social media (P=.01) [42]. Respondents were more likely to follow the advice received from the website about lifestyle changes and diabetes care compared with advice that was received from their health care provider, 69% and 65% of the time, respectively [42]. However, Iafusco et al [41] revealed that most of the patients thought that sharing HbA1c readings on the group page was motivational for the other members of the group (64%) with the use of both Facebook and Viber.

**Quality of Life and Self-Efficacy Factors**

We found 2 other themes among 2 of the studies in this review: self-efficacy and quality of life. In a pilot RCT, Newton and Ashley [40] recruited adolescents (13-18 years of age) with T1D to assess the efficacy of a website, *DiabetesTeenTalk.com*, which provided blogs, chat rooms, and discussion forums to improve adherence to treatment protocols. All of the components were designed using Bandura’s self-efficacy theory [47]. Although 81 participants were recruited, 59 completed the pretests, and 50 (85%) completed the posttests at 7 weeks [40]. In addition to standard medical care, the experimental group participated in the intervention through logging into the website at least three times weekly over 7 weeks, updated their blogs, and participated in the discussion forums and chats; the control group received standard medical care only [40]. Blinding of subjects was not feasible considering the intervention. However, the assessors of outcomes were not blinded. Differences in characteristics between experimental and control patients were not compared with statistical analyses, although there appeared to be differences in age groups and gender between the intervention and control groups.

Newton and Ashley [40] assessed the effectiveness of the intervention using Diabetes Quality of Life for Youths (DQOLY), Self-Efficacy of Diabetes Self-Management, and Outcome Expectations of Diabetes Self-Management.
Comparatively, Iafusco et al [41] examined DQOLY (N=396) at baseline, year 1, and year 2 (N=193). Newton and Ashley [40] found no significant differences between treatment groups on quality of life scores ($P=.63$), self-efficacy scores ($P=.53$), or negative outcome expectations ($P=.31$). However, the control group had higher positive outcome expectations (mean 48.1, SD 6.3) than those in the experimental group (mean 44.5, SD 6.9; $P=.03$) [40]. A large majority (78%) of the participants in the intervention group indicated that social support was the most helpful component of the website [40]. Iafusco et al [41] identified significant positive improvements in all subscales of DQOLY in the intervention (chat) group compared with controls who were randomly selected because they refused to participate in chat sessions [41]. At year 2, these included impact of diabetes (chat: mean 75, SD 7; nonchat: mean 81, SD 14; $P<.001$), worries about diabetes (chat: mean 27, SD 3; nonchat: mean 49, SD 2; $P=.001$), and satisfaction with life (chat: mean 68, SD 3; nonchat: mean 35, SD 13; $P<.001$) [41].

**Discussion**

**Principal Findings**

To our knowledge, this paper is the first to systematically review the literature for quantitative studies on the use of social media by patients with diabetes to communicate with peers for self-care. We identified 7 studies that examined the use of social media in managing various types of diabetes and reported on participants' change in clinical outcomes, behavioral outcomes, quality of life, and self-efficacy factors as the study outcomes. The studies were diverse, utilizing various social media platforms (eg, discussion forums, blogs, and group chats), research designs and methodologies (eg, RCT, feasibility, prospective and retrospective cohort, and cross-sectional), outcomes (eg, questionnaires and clinical/laboratory measures), and patient populations (eg, adolescents, young adults). Although there is no consensus among experts on the best form of social media platform to connect patients with each other, there is a promising benefit of using Facebook groups, blogs, and mobile phone apps for connecting patients with chronic conditions to their peers.

Both commercially available and customized social media platforms were used by patients in our review. Facebook groups have been found to be a useful tool as they provide a multimodal platform to access content, deliver skills, monitor progress, and organize online and live groups [48,49]. In addition, these groups could be a useful tool for patients and their caregivers to learn about blood glucose devices and receive technological assistance. Through closed private groups, members provided assistance to the community by spreading awareness, technical assistance, and emotional support. Furthermore, members put a high level of trust in their peers and followed their advice in many health situations about lifestyle changes for their chronic conditions, although almost all patients reported no harm using Facebook [46,50]. Similarly, establishing online connections with other individuals experiencing a similar chronic condition through blogging was shown to decrease the sense of isolation and increase the sense of purpose. In addition, active engagement in blogs was shown to be associated with a higher sense of self-accountability and provided a greater opportunity for patients to gain knowledge about their conditions [51,52].

Among the studies we included in this review, users' interactions with one another in the platforms were structured by 4 elements: (1) seeking support or encouragement from individuals with similar conditions, (2) seeking information and advice about clinical diabetes care, (3) obtaining advice about lifestyle changes, and (4) providing a sense of companionship [42,53]. Although obtaining information was the primary motive behind using these platforms rather than seeking relationships, several studies demonstrated that social support and motivation were the most helpful components of these platforms. For instance, a few studies demonstrated that most of the patients shared their last HbA$_1c$ level with a social media group, which was used as a motivational and supportive tool for other patients [40,42,46]. Similarly, some were motivated to make other contributions in various forms, such as informational, technical, emotional, or financial support [51].

Our findings are consistent with a recent scoping review by Litchman et al [54] who assessed the potential or actual benefits and consequences of using a diabetes online community (DOC) by analyzing different study designs (cohort, cross-sectional, social network analysis, and text mining). They found that DOC use was highly beneficial with minimal risk or negative consequences [54]. Our review updates this earlier review, which analyzed patients' communication with each other by focusing on quantitative studies. In addition, unlike our study that focused on peer-to-peer interactions, previous reviews have reported on studies between patients and health care providers and showed positive outcomes with using social media and improvement in patient care to provide social, emotional, or experiential support in chronic diseases [48,49].

**Potential Impact of Social Media in Diabetes**

The benefit of peer-to-peer use is that social ties formed on online platforms provide support for self-care activities that can improve an individual's perceived illness experience, a particularly difficult area to address otherwise [55-60]. Social media platforms provide social support with practical options for facilitating self-care and emotional support to those living with chronic conditions [61-63], which is preferred by patients except when information on prescription medications is needed. In addition, there is no liability to the health care provider with peer-to-peer communication. Health care providers need to assess their capacity to monitor and any potential risks before encouraging widespread use of social media as a communication tool for patients and families [46] and include the communication as a part of the patient's health record. The American Association of Diabetes Educators emphasized in their most recent guidelines about the various benefits of online peer support, which included clinical, behavioral, psychosocial, and educational support [64]. This adds to the potential benefit of incorporating social media use for the management of chronic conditions such as diabetes mellitus.

**Consideration of Potential Risks**

Accuracy and creditability of medical information obtained from social media platforms remains to be one of the primary...
concerns to patients. A number of studies have found that DOCs have beneficial effects with minimal risk [50,65-67]. Although there were positive results in this review with social media use overall, one should consider the risks that may emerge from using these platforms. These risks include access to misinformation, difficulty interpreting medical or scientific outcomes for the average reader, threats to individuals’ privacy, and distraction by advertisements on the blogs [57,67-69]. There are limited data on the potential negative outcomes resulting from such activities to warn against using social media with chronic conditions. In addition, there are currently no rigorous quantitative or qualitative data to support the use of social media within the domains of diagnosis or education.

Limitations
There are limitations to be considered in our study. A systematic approach was used to select the relevant articles in the literature; however, we were unable to assess the methodological quality across studies because of the various study designs and some studies using a hybrid approach of cross-sectional surveys with cohort studies. A noted limitation is the small number of studies that fit the inclusion criteria of peer-to-peer communication for this systematic review paper. However, this strengthens the argument that many more clinical research opportunities exist in this area. In addition, because an inclusion criterion for this review paper included the specific mention of a chronic condition (ie, CVD, stroke, or diabetes), it is plausible that there may have been papers that were inadvertently excluded that did include these chronic conditions. Although some of the studies did not include a mean age, the majority of participants were adolescents or young adults, thus our conclusions cannot be generalized to older populations. Finally, this review only included studies published in the English language. Therefore, it is possible some relevant studies may have been excluded.

Future Research
Future research opportunities and current gaps have been identified in this review. There is a clear need to conduct more rigorous RCTs on patients using social media to manage their chronic disease through peer-to-peer communication as we only identified 1 pilot study. By providing a strong evidence base for applying social media for self-care, we will be able to determine the efficacy of using these platforms. We must also improve our outreach to diverse populations (ie, age, types of chronic disease, and race/ethnicity) and geographic locations to establish generalizability. Social media interventions need to be tested with the overall goal of engaging patients, caregivers, and providers to improve health and psychosocial outcomes. Given the limited studies that were included in this systematic review paper, some questions require future research: What type of social media platforms are the most effective and feasible? Which is better in the self-care of chronic conditions: commercially available or customized social media platforms? Which populations benefit the most from the use of social media for the self-care of chronic conditions?

Conclusions
This review contributes to our limited understanding of the impact of using contemporary social media platforms as a peer-to-peer communication tool among patients with diabetes to enhance self-care. Findings from this review may serve as a resource for researchers and clinicians to tailor their interventions in the way social media is currently used between patients and/or diversify their social media platforms according to the communities that they serve. There is a paucity of published research on social media use for peer-to-peer communication among patients with diabetes, which provides a ripe opportunity for clinicians and scientists to explore this digital means of communication among patients with chronic diseases. Social media platforms provide a cost-effective tool that may improve patient self-care and knowledge [54], thereby increasing patient activation, improving problem solving, and providing social support.
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Abstract

Background: Stigma related to schizophrenia is considered to be the primary focus of antistigma campaigns. Accurate and efficient detection of stigma toward schizophrenia in mass media is essential for the development of targeted antistigma interventions at the population level.

Objective: The purpose of this study was to examine the psycholinguistic characteristics of schizophrenia-related stigma on social media (ie, Sina Weibo, a Chinese microblogging website), and then to explore whether schizophrenia-related stigma can be distinguished from stigma toward other mental illnesses (ie, depression-related stigma) in terms of psycholinguistic style.

Methods: A total of 19,224 schizophrenia- and 15,879 depression-related Weibo posts were collected and analyzed. First, a human-based content analysis was performed on collected posts to determine whether they reflected stigma or not. Second, by using Linguistic Inquiry and Word Count software (Simplified Chinese version), a number of psycholinguistic features were automatically extracted from each post. Third, based on selected key features, four groups of classification models were established for different purposes: (a) differentiating schizophrenia-related stigma from nonstigma, (b) differentiating a certain subcategory of schizophrenia-related stigma from other subcategories, (c) differentiating schizophrenia-related stigma from depression-related stigma, and (d) differentiating a certain subcategory of schizophrenia-related stigma from the corresponding subcategory of depression-related stigma.

Results: In total, 26.22% of schizophrenia-related posts were labeled as stigmatizing posts. The proportion of posts indicating depression-related stigma was significantly lower than that indicating schizophrenia-related stigma ($\chi^2 = 2484.64, P < .001$). The classification performance of the models in the four groups ranged from .71 to .92 (F measure).

Conclusions: The findings of this study have implications for the detection and reduction of stigma toward schizophrenia on social media.

(J Med Internet Res 2020;22(4):e16470) doi:10.2196/16470
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Introduction

Stigma is a destructive phenomenon that undermines efforts to improve mental health and well-being in people with mental illness. A high perception of stigma is associated with reduced self-disclosure to psychotherapists and others, leading to delayed treatment. Schizophrenia is among the most stigmatized mental illnesses; it can be considered a paradigm for mental illness [1,2]. Therefore, it is essential to maintain schizophrenia-related stigma as the main focus of antistigma campaigns [3-5].

Enhancing public knowledge and beliefs about mental illnesses is foundational for stigma reduction. Because information distributed through mass media is an important contributor to the dissemination of materials that may increase mental illness stigma [6-11], mass media campaigns, especially social media campaigns, are effective in raising public awareness of mental health literacy. Social media enables users to bring personal experience into the public domain with the potential to influence public perceptions of mental illness [12]. It also allows users to create their own social networks, which can be leveraged to facilitate the acceptance of received knowledge and then accelerate changes in individual attitudes and behaviors [13-15]. However, such campaigns should be carefully planned and target knowledge deficits, suggesting a need for monitoring mental illness–related stigma on social media. To address this concern, a number of content analysis studies have been performed by human coders on social media to examine stigma related to different mental illnesses, including schizophrenia, depression, suicide, eating disorder, and obsessive-compulsive disorder [2,16-19]. However, the sheer volume of information available on social media makes it difficult for human coders to keep track of all information. For example, in China, Sina Weibo (a free social media site that is similar to Twitter) has over 500 million registered users and produces more than 100 million microblogs (Weibo posts) per day. Therefore, in order to develop more effective strategies to challenge stigma, there is a need for accurate and efficient detection of mental illness–related stigma on social media.

The way people use words provides insight into their psychological profiles [20]. By using computerized text analysis tools (eg, Linguistic Inquiry and Word Count [LIWC]), psycholinguistic analysis can be automatically performed on texts to characterize language use patterns in terms of psychologically meaningful categories, making it easier to keep track of social media data. Recent studies have concluded that psycholinguistic analysis methods can be used to discover characteristics of stigmatizing expressions in social media posts (eg, suicide- and depression-related stigma) [21,22]. However, to date, no research has investigated psycholinguistic characteristics of stigma related to schizophrenia. To our knowledge, there is no convincing evidence for the lack of psycholinguistic differences in the expression of stigma across different mental illnesses. Therefore, additional analysis is necessary to examine the ways in which stigma associated with schizophrenia is presented on social media.

To address this concern, this study aims to investigate psycholinguistic characteristics of schizophrenia-related stigma on social media (ie, Sina Weibo), and then attempts to explore whether schizophrenia-related stigma can be distinguished from stigma related to other mental illnesses (ie, depression-related stigma). Stigma associated with depression was selected for the comparison since it is considered to be one of the most stigmatized mental illnesses, particularly among social media users [2,21].

Methods

Overview

This protocol was reviewed and approved by the Institutional Review Board at the Institute of Psychology, Chinese Academy of Sciences. Participant consent was not obtained, as it is not required for analyzing publicly available data [17,18,21,22]. To protect the privacy of participants, personally identifiable information (including usernames, real names, and other personal information) was excluded from data analysis.

The research process included the following three steps: (a) data collection, (b) data preprocessing, and (c) data modeling.

Data Collection

First, a participant pool was created for data collection. Similar to Twitter, Sina Weibo is a free social media site that enables users to communicate and interact with others by posting digital messages (Weibo posts). Although some users opt to privatize their accounts, the majority of Weibo posts are publicly available for viewing and downloading. According to a previous study [23], a total of 1,953,485 Sina Weibo users were identified as potential participants. However, due to restrictions on data access imposed by Sina Weibo, of these potential participants, Weibo posts from only 1.06 million users were available for download.

Second, data from these participants were downloaded to construct a database of Weibo posts. By using an application programming interface (API), on April 2012, Weibo posts were downloaded automatically from 1.06 million users since the beginning of their registration. After that, the database of Weibo posts was maintained and updated regularly, with the latest update occurring in June 2017.

Third, relevant Weibo posts were identified from the database. To identify posts that are highly relevant to the topics of schizophrenia and depression, all downloaded posts should be searched using schizophrenia- and depression-related keywords, respectively. In this study, in order to make sure that identified posts refer to schizophrenia or depression as mental illnesses, two sets of keywords were selected, including “depressive disorder” (↓) and “schizophrenia” (↑). Therefore, posts with such keywords were included for further analysis. A total of 15,879 depression-related posts were obtained from 10,130 distinct users (time period: September 21, 2009, to June 9, 2017); a total of 19,224 schizophrenia-related posts were obtained from 15,676 distinct users (time period: September 24, 2009 to June 11, 2017). More details about the gender and location of these users can be found in Table 1.
### Table 1. Demographics of included users.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Users, depression-related posts (n=10,130), n (%)</th>
<th>Users, schizophrenia-related posts (n=15,676), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3208 (31.67)</td>
<td>7152 (45.62)</td>
</tr>
<tr>
<td>Female</td>
<td>6457 (63.74)</td>
<td>8425 (53.74)</td>
</tr>
<tr>
<td>Not specified</td>
<td>465 (4.59)</td>
<td>99 (0.63)</td>
</tr>
<tr>
<td><strong>Location (provinces)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anhui</td>
<td>97 (0.96)</td>
<td>187 (1.19)</td>
</tr>
<tr>
<td>Aomen</td>
<td>13 (0.13)</td>
<td>24 (0.15)</td>
</tr>
<tr>
<td>Beijing</td>
<td>1138 (11.23)</td>
<td>2039 (13.01)</td>
</tr>
<tr>
<td>Chongqing</td>
<td>143 (1.41)</td>
<td>205 (1.31)</td>
</tr>
<tr>
<td>Fujian</td>
<td>283 (2.79)</td>
<td>458 (2.92)</td>
</tr>
<tr>
<td>Gansu</td>
<td>27 (0.27)</td>
<td>66 (0.42)</td>
</tr>
<tr>
<td>Guangdong</td>
<td>1732 (17.10)</td>
<td>2789 (17.79)</td>
</tr>
<tr>
<td>Guangxi</td>
<td>134 (1.32)</td>
<td>201 (1.28)</td>
</tr>
<tr>
<td>Guizhou</td>
<td>62 (0.61)</td>
<td>115 (0.73)</td>
</tr>
<tr>
<td>Hainan</td>
<td>31 (0.31)</td>
<td>78 (0.50)</td>
</tr>
<tr>
<td>Hebei</td>
<td>122 (1.20)</td>
<td>217 (1.38)</td>
</tr>
<tr>
<td>Henan</td>
<td>208 (2.05)</td>
<td>285 (1.82)</td>
</tr>
<tr>
<td>Heilongjiang</td>
<td>86 (0.85)</td>
<td>124 (0.79)</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>46 (0.45)</td>
<td>121 (0.77)</td>
</tr>
<tr>
<td>Hubei</td>
<td>206 (2.03)</td>
<td>323 (2.06)</td>
</tr>
<tr>
<td>Hunan</td>
<td>157 (1.55)</td>
<td>241 (1.54)</td>
</tr>
<tr>
<td>Inner Mongolia</td>
<td>40 (0.39)</td>
<td>74 (0.47)</td>
</tr>
<tr>
<td>Jilin</td>
<td>64 (0.63)</td>
<td>86 (0.55)</td>
</tr>
<tr>
<td>Jiangsu</td>
<td>421 (4.16)</td>
<td>680 (4.34)</td>
</tr>
<tr>
<td>Jiangxi</td>
<td>68 (0.67)</td>
<td>111 (0.71)</td>
</tr>
<tr>
<td>Liaoning</td>
<td>185 (1.83)</td>
<td>273 (1.74)</td>
</tr>
<tr>
<td>Ningxia</td>
<td>19 (0.19)</td>
<td>38 (0.24)</td>
</tr>
<tr>
<td>Qinghai</td>
<td>6 (0.06)</td>
<td>8 (0.05)</td>
</tr>
<tr>
<td>Shandong</td>
<td>752 (7.42)</td>
<td>1146 (7.31)</td>
</tr>
<tr>
<td>Shanxi</td>
<td>63 (0.62)</td>
<td>122 (0.78)</td>
</tr>
<tr>
<td>Shaanxi</td>
<td>134 (1.32)</td>
<td>235 (1.50)</td>
</tr>
<tr>
<td>Shanghai</td>
<td>1073 (10.59)</td>
<td>1524 (9.72)</td>
</tr>
<tr>
<td>Sichuan</td>
<td>271 (2.68)</td>
<td>489 (3.12)</td>
</tr>
<tr>
<td>Taiwan</td>
<td>18 (0.18)</td>
<td>55 (0.35)</td>
</tr>
<tr>
<td>Tianjin</td>
<td>125 (1.23)</td>
<td>180 (1.15)</td>
</tr>
<tr>
<td>Tibet</td>
<td>11 (0.11)</td>
<td>16 (0.10)</td>
</tr>
<tr>
<td>Xinjiang</td>
<td>49 (0.48)</td>
<td>61 (0.39)</td>
</tr>
<tr>
<td>Yunnan</td>
<td>80 (0.79)</td>
<td>161 (1.03)</td>
</tr>
<tr>
<td>Zhejiang</td>
<td>555 (5.48)</td>
<td>740 (4.72)</td>
</tr>
<tr>
<td>International</td>
<td>634 (6.26)</td>
<td>1112 (7.09)</td>
</tr>
<tr>
<td>Not specified</td>
<td>1077 (10.63)</td>
<td>1092 (6.97)</td>
</tr>
</tbody>
</table>
Data Preprocessing

After data collection, data preprocessing was performed on raw data to prepare it for data modeling.

First, to obtain predicted class labels for data modeling, a content analysis was performed on collected Weibo posts to determine whether they reflected stigma or not. The coding framework was developed on the basis of expert consensus and available evidence. Specifically, a researcher reviewed relevant studies [17,24-27], and conducted an inductive analysis of all collected posts to construct an initial framework. After that, two human coders were recruited and received training on the content of the initial framework and gave suggestions for its amendment. Finally, the initial framework was amended accordingly, and the formal framework was established. As a result, the formal framework of schizophrenia-related stigma included 11 subcategories while the formal framework of depression-related stigma included 9 subcategories [21]. There was a high degree of overlap in stigma subcategories between the two frameworks. Specifically, the framework of schizophrenia-related stigma was quite similar to that of depression-related stigma, but two additional subcategories (ie, weird and stupid) were added to make a set of eleven. By using the formal frameworks, two independent human coders were instructed to analyze all Weibo posts with keywords (15,879 depression-related posts and 19,224 schizophrenia-related posts). Levels of consistency of coding were evaluated by computing Cohen kappa coefficients. If cases of inconsistency, input from a third researcher was used to resolve the issue. The coding results were considered as the ground truth for data modeling validation.

Second, to obtain predictors for data modeling, LIWC software (Simplified Chinese version) was used to automatically extract psycholinguistic features from each post. This is a reliable and valid text analysis tool for the automatic estimation of word frequency in multiple psychologically meaningful categories, including linguistic processes (eg, personal pronouns), psychological processes (eg, affective processes), personal concerns (eg, achievement), and spoken categories (eg, assent) [28]. For example, values of features indicating personal pronouns, affective processes, achievement, and assent refer to frequencies of words associated with personal pronouns (eg, them), affective processes (eg, abandon), achievement (eg, hero), and assent (eg, agree), respectively. To remove the effects of keywords on data modeling, keywords, including “depressive disorder” and “schizophrenia”, were deleted from each post before feature extraction. Therefore, a number of psycholinguistic features can be obtained for each post. Finally, standardized values of psycholinguistic features were computed as potential predictors.

Data Modeling

In this study, the Waikato Environment for Knowledge Analysis software (Weka, version 3.8.1) was used to build four groups of classification models.

The first group of classification models was built to differentiate schizophrenia-related stigma from nonstigma. To solve the class imbalance problem, a certain number of posts were randomly selected from the majority class to obtain a well-balanced data set. After that, to improve the performance of data modeling, psycholinguistic features that were valid for differentiating between posts with and without stigma toward schizophrenia were selected as key features. Specifically, for each psycholinguistic feature, an independent sample t test was performed to compare values between two groups (schizophrenia-related stigma and nonstigma), and then the effect size value (Cohen d, which is one of the most common ways to measure effect size and can be used to indicate the standardized difference between two means) was calculated using the estimated t value. In this study, features that were statistically significant at .05 and had a Cohen d >0.20 or <–0.20 were considered as key features. Finally, by using four different algorithms (support vector machine [SVM]; naive Bayes [NB]; multilayer perceptron neural network [MPNN]; logistic model trees [LMT]), four classification models (SVM, NB, MPNN, and LMT models) were established based on selected key features. Each model was tested by 10-fold cross-validation. Specifically, the data set was randomly divided into ten subgroups with the same sample size. Each subgroup was used to test the model that was built on the other nine subgroups. After 10 rounds of model training, the modeling results were integrated into a final model. The classification performance was evaluated by three indicators: precision (number of true positives / number of instances predicted to be positive), recall (number of true positives / number of positive instances), and F measure (a tradeoff between precision and recall).

The second group of classification models was built to differentiate a certain subcategory of schizophrenia-related stigma from other subcategories. In this study, two major subcategories of stigma related to schizophrenia (unpredictable and dangerous stigma) were examined (unpredictable stigma / other subcategories; dangerous stigma / other subcategories). The balanced classification data sets, key features, and classification models were obtained using the same method outlined above.

The third group of classification models was built to differentiate schizophrenia-related stigma from depression-related stigma. The balanced classification data set, key features, and classification models were obtained using the same method outlined in the section on the first group of classification models. For the third group of classification models, the reason for good classification performance may be attributed to marked differences in amount and distribution of stigma subcategories between schizophrenia and depression rather than actual existence of differences in psycholinguistic style between schizophrenia- and depression-related stigma. To clarify this issue, the fourth group of classification models was built to differentiate a certain subcategory of schizophrenia-related stigma from the corresponding subcategory of depression-related stigma. To obtain enough data for further analysis in this study, two subcategories of stigma (unpredictable and glorified stigma) were examined (unpredictable stigma related to schizophrenia / unpredictable stigma related to depression; glorified stigma related to schizophrenia / glorified stigma related to depression). The balanced classification data sets, key features, and classification models were obtained using the same method outlined in the section on the first group of classification models.
Results

Coding

The coding results for stigma related to schizophrenia are shown in Table 2 (see Multimedia Appendix 1 for posts in Chinese). The Cohen kappa coefficients for schizophrenia-related stigma and its subcategories reached .77 and .78, respectively, reflecting a satisfying level of agreement [29]. Of all schizophrenia-related posts, 26.22% (5041/19,224) were labeled as stigmatizing posts. Of these posts, 41.14% (n=2074) and 26.86% (n=1354) reflected the view that “people with schizophrenia are unpredictable” (unpredictable stigma) and “people with schizophrenia are dangerous” (dangerous stigma), respectively.

Table 2. Coding framework for schizophrenia-related stigma.

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Definition</th>
<th>Representative Weibo post (English translation)</th>
<th>Posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>It is best to avoid people with schizophrenia so that you do not become vulnerable to schizophrenia</td>
<td>Beliefs that schizophrenia is an infectious disease</td>
<td>“It is said that schizophrenia is highly infectious...”</td>
<td>26 (0.52)</td>
</tr>
<tr>
<td>Schizophrenia is a sign of personal weakness</td>
<td>Beliefs that people with schizophrenia show a lack of strength and cannot sustain pressure</td>
<td>“…A mentally weak person is so vulnerable to schizophrenia...”</td>
<td>39 (0.77)</td>
</tr>
<tr>
<td>People with schizophrenia are dangerous</td>
<td>Beliefs that people with schizophrenia are likely to cause harm or injury</td>
<td>“When you need to talk to a person with schizophrenia, it is very important to pay attention to your safety!”</td>
<td>1354 (26.86)</td>
</tr>
<tr>
<td>People with schizophrenia are unpredictable</td>
<td>Beliefs that people with schizophrenia behave in a way that cannot be not easily predicted</td>
<td>“People with schizophrenia can suddenly turn crying into laughing (still with snots and tears of sadness)...”</td>
<td>2074 (41.14)</td>
</tr>
<tr>
<td>Schizophrenia is not a real medical illness</td>
<td>Beliefs that schizophrenia is a made up, rather than a medical disease</td>
<td>“Schizophrenia is really just an excuse to get a lesser sentence or to get out of prison”</td>
<td>21 (0.42)</td>
</tr>
<tr>
<td>People with schizophrenia could snap out of it if they wanted</td>
<td>Beliefs that people with schizophrenia can recover from their illness at will</td>
<td>“As you pray to the Buddha, your schizophrenia will be recovered soon...”</td>
<td>13 (0.26)</td>
</tr>
<tr>
<td>People would not tell anyone if they had schizophrenia</td>
<td>Beliefs that people should be ashamed of their own schizophrenia</td>
<td>“…Schizophrenia is God's punishment for family sins...”</td>
<td>115 (2.28)</td>
</tr>
<tr>
<td>People with schizophrenia are glorified</td>
<td>Beliefs that schizophrenia is a sign of noble souls or a quality of being graceful</td>
<td>“I think those with schizophrenia are charming...”</td>
<td>281 (5.57)</td>
</tr>
<tr>
<td>People with schizophrenia are self-centered</td>
<td>Beliefs that people with schizophrenia only think of their own advantage</td>
<td>“…Schizophrenia is the same as narcissism.”</td>
<td>48 (0.95)</td>
</tr>
<tr>
<td>People with schizophrenia are weird</td>
<td>Beliefs that people with schizophrenia behave in an unsettling way that is strikingly odd or unusual</td>
<td>“…Someone is throwing money like paper towels. Could this person have schizophrenia?”</td>
<td>929 (18.43)</td>
</tr>
<tr>
<td>People with schizophrenia are stupid</td>
<td>Beliefs that people with schizophrenia are silly or unwise</td>
<td>“The schizophrenia patients, the idiot people”</td>
<td>141 (2.80)</td>
</tr>
</tbody>
</table>

The coding results for stigma associated with depression showed that 6.09% (967/15,879) of depression-related posts were labeled as stigmatizing posts. Further details on coding results can be found in a previous study [21]. The proportion of posts indicating depression-related stigma (967/15,879) was significantly lower than that indicating schizophrenia-related stigma (5041/19,224) (χ² =2484.64, P <.001).

Differentiating Schizophrenia-Related Stigma From Nonstigma

A total of 13 key features were selected for data modeling (Multimedia Appendix 2). Within each predicted class (schizophrenia-related stigma and nonstigma), there existed 5041 posts. The LMT model had the best classification performance (precision=.89, recall=.89, F measure=.89) (Table 3).
Differentiating a Certain Subcategory of Schizophrenia-Related Stigma From Other Subcategories

A total of 28 and 27 key features were selected for building two subgroups of classification models respectively: one for differentiating between unpredictable stigma and other subcategories, and one for differentiating between dangerous stigma and other subcategories (Multimedia Appendix 2). For the first subgroup, within each predicted class (unpredictable stigma and other subcategories), there existed 2074 posts, while for the second subgroup, within each predicted class (dangerous stigma and other subcategories), there existed 1354 posts. For both of the two subgroups, the SVM model had the best classification performance (subgroup 1: precision=.72, recall=.72, F measure=.72; subgroup 2: precision=.76, recall=.76, F measure=.76) (Table 3).

Differentiating Schizophrenia-Related Stigma From Depression-Related Stigma

A total of 30 key features were selected for data modeling (Multimedia Appendix 2). Within each predicted class (depression- and schizophrenia-related stigma), there existed 967 posts. The SVM model had the best classification performance (precision=.80, recall=.79, F measure=.79) (Table 3).

Differentiating a Certain Subcategory of Schizophrenia-Related Stigma From the Corresponding Subcategory of Depression-Related Stigma

A total of 52 and 19 key features were selected for building two subgroups of classification models, respectively: one for differentiating the expression of unpredictable stigma between depression and schizophrenia, and one for differentiating the expression of glorified stigma between depression and schizophrenia (Multimedia Appendix 2). For the first subgroup, within each predicted class (unpredictable stigma related to depression and that related to schizophrenia), there existed 380 posts, while for the second subgroup, within each predicted class (glorified stigma related to depression and that related to schizophrenia), there existed 114 posts. Furthermore, for the first subgroup, the SVM model had the best classification performance (precision=.93, recall=.92, F measure=.92), while for the second subgroup, the MPNN model had the best classification performance (precision=.71, recall=.71, F measure=.71) (Table 3).

Discussion

Principal Findings

According to our knowledge, this is the first study to investigate the psycholinguistic characteristics of schizophrenia-related stigma on social media and characterize psycholinguistic differences in the expression of stigma between two different mental illnesses (depression and schizophrenia). The findings of this study have a number of implications for the detection and reduction of stigma associated with schizophrenia on social media.
First, it is necessary for campaigns to reduce stigma associated with schizophrenia on social media. Results showed that schizophrenia-related stigma was prevalent on Chinese social media. According to this study, 26.22% of relevant Weibo posts indicated stigmatizing attitudes toward schizophrenia, which is higher than that reported by previous studies on Twitter (5%-9.7%) [17,30]. Such inconsistency may be partly due to the role of anonymity in increasing the likelihood of users to express stigmatizing attitudes on Sina Weibo (an anonymous social media site) rather than on Twitter (an open public forum), and partly due to a low level of schizophrenia literacy among people in China [31-33]. In addition, stigmatization of schizophrenia was significantly higher than stigmatization of depression ($\chi^2_{1}=2484.64, P<.001$), suggesting the essential role of schizophrenia-related stigma in antistigma campaigns on social media. Moreover, people with schizophrenia were more frequently perceived as unpredictable and dangerous (41.14% and 26.86%), which should be the targets of stigma reduction campaigns. It is worth noting that these results are largely consistent with relevant studies [2,24,26,34-38], supporting the use of social media to monitor mental illness–related stigma.

Second, the use of psycholinguistic analysis methods facilitates automatic detection of stigma toward schizophrenia on social media. Results showed that, by using psycholinguistic analysis methods, the best performance for detecting schizophrenia-related stigma and its subcategories ranged from .72 to .89 (F measure). Compared with the results of other studies (F measure=.66 to .86) [21,22], this performance is satisfactory. It is worth noting that, in this study, no single algorithm achieved the best performance in all six classification tasks (Table 3). Although it is still unclear why the performance of algorithms varied considerably across tasks, the results of this study imply that it is necessary to select appropriate algorithms for solving different tasks.

More importantly, the use of psycholinguistic analysis methods may provide insight into the ways in which schizophrenia-related stigma is presented on social media. Multimedia Appendix 2 showed that the expression of schizophrenia-related stigma was associated with increased use of words related to social processes (eg, mate), humans (eg, adult), death (eg, kill), and anger (eg, hate). Such language use patterns indicate a preference for more social comparisons and a higher level of negative emotion, which may fit into two elements of stigma processes, including cognitive separation (comparisons between people with and without a stigmatizing label) and emotional reactions (negative emotional reactions to people with a stigmatizing label) [39]. In addition, there existed psycholinguistic differences between subcategories of schizophrenia-related stigma as well. For example, compared with other subcategories, the expression of unpredictable stigma was associated with more frequent use of words related to cognitive processes (eg, ought) and personal pronouns (eg, them), which may be due to sustained confusion about patient behavior and the belief that people with schizophrenia have multiple personalities. Unlike unpredictable stigma, the expression of dangerous stigma was associated with an increased use in words related to death (eg, kill) and health (eg, clinic), which may be because of the expectation that patients with schizophrenia are likely to cause harm or injury.

Third, the development of an accurate tool for measuring stigma should be disease-specific. Results showed that stigma associated with schizophrenia can be distinguished from depression-related stigma in terms of psycholinguistic style. These significant differences existed not only at the level of general stigma (depression- or schizophrenia-related stigma as a whole), but also at the level of stigma subcategories (eg, unpredictable and glorified stigma) (Multimedia Appendix 2). The classification performance of the corresponding models ranged from .71 to .92 (F measure) (Table 3). These results can be explained by the fact that the reason for good classification performance may not be solely attributed to differences in amount and distribution of stigma subcategories between schizophrenia and depression, but also to the actual existence of differences in psycholinguistic style between stigma related to schizophrenia and depression. Therefore, in order to improve stigma detection performance, it is necessary to develop disease-specific measurement tools.

Limitations

There are a number of limitations. First, it is unknown whether all relevant posts can be searched by keywords that were used in this study. Therefore, it is unclear whether any additional language use patterns are associated with stigmatizing expressions. In addition, it is uncertain whether the current keywords selection may bias estimations of the number of stigmatizing posts. Second, social media users are not representative of the general population. For example, in China, Sina Weibo users are more likely to be aged between 20 to 29 years old, well educated, and located in urban areas [40]. Therefore, the findings of this study might have limited generalizability. Third, in this study, all analyzed social media posts were written in Chinese. Therefore, it is uncertain whether the findings of this study will be applicable to other languages. Fourth, although all established models were validated using the method of cross-validation, they should be further tested on other data sets in the future.

Conclusions

In this study, a nonintrusive method was used to collect and analyze data under nonexperimental conditions. As a result, the current research should have high ecological validity and could investigate actual attitudes toward people with schizophrenia. The results of this study may facilitate the automatic detection of stigma on social media and improve social media campaigns related to stigma reduction.
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Abstract

Background: A limited number of studies have examined the differences in suicide-related social media use behaviors between suicide ideators and suicide attempters or have sought to elucidate how these social media usage behaviors contributed to the transition from suicidal ideation to suicide attempt.

Objective: Suicide attempts can be acquired through suicide-related social media use behaviors. This study aimed to propose 3 suicide-related social media use behaviors (ie, attending to suicide information, commenting on or reposting suicide information, or talking about suicide) based on social cognitive theory, which proposes that successive processes governing behavior transition include attentional, retention, production, and motivational processes.

Methods: We aimed to examine the mediating role of suicide-related social media use behaviors in Chinese social media users with suicidal risks. A sample of 569 Chinese social media users with suicidal ideation completed measures on suicidal ideation, suicide attempt, and suicide-related social media use behaviors.

Results: The results demonstrated that suicide attempters showed a significantly higher level of suicidal ideation ($t_{567}=5.04$; $P<.001$; two-tailed) and more suicide-related social media use behaviors, which included attending to suicide information ($t_{567}=1.94$; $P=.05$; two-tailed), commenting on or reposting suicide information ($t_{567}=2.12$; $P=.03$; two-tailed), or talking about suicide ($t_{542.22}=5.12$; $P<.001$; two-tailed). Suicidal ideation also affected suicide attempts through the mediational chains.

Conclusions: Our findings thus support the social cognitive theory, and there are implications for population-based suicide prevention that can be achieved by identifying behavioral signals.

(Keywords: suicidal ideation; suicide; attempted; social media; suicide-related social media use behaviors)

Introduction

Background

Suicide has been a critical public health problem, with approximately 1 million people committing suicide worldwide annually [1]. Although significant efforts have been made in the field of suicide prevention, suicide rates have seen an increase in recent decades [2]. In fact, it was reported that one-third of people with suicidal ideation would take actions to kill themselves [3]. Although a large amount of evidence has been reported in relation to risk factors (eg, depression, alcohol...
use disorders, and hopelessness) that can be associated with suicidal ideation, little is known regarding how suicide ideators become suicide attempters [4]. As such, to facilitate precise suicide risk assessment and prevention, it is crucial to identify the mechanism that illustrates how suicide ideators progress into suicide attempters.

The ideation-to-action framework states that the development of suicidal ideation and the progression from ideation to suicide attempt are two distinct processes [5]. Pain and hopelessness account for suicidal ideation, whereas suicide capabilities transform suicidal ideation into suicide attempt. Suicide capabilities include acquired (eg, habituation to fear and pain involved in death), dispositional (eg, genetic fearlessness and pain tolerance), and practical (eg, access to means and knowledge of attempted lethality) capabilities that may serve in attempting suicide. Indeed, existing research about the progression from ideation to suicide attempt has mainly focused on disorders such as posttraumatic stress disorder, depression disorder, and anxiety disorder [4]. To elucidate how suicide capabilities can turn suicidal ideation into suicide attempt, studies investigating observable behaviors as warning signals that foreshadow how suicidal ideation turns into suicide attempt are warranted, and such information would enhance population-based suicide screening and improve the efficiency of suicide prevention [6].

Today, the internet can provide new data sources because people record their lives in varying degrees on the website, and it has become an active interaction platform for young people, where they sometimes exchange thoughts portraying a susceptibility to suicidality [7]. Live streams of suicides are found on social media [8], and people often use such media to share their distress [7]. Indeed, young people are reluctant to disclose their suicidal signs in medical visits, but they are somehow willing to share these on social media platforms such as Facebook and Twitter [9]. This aforementioned research indicates the possibility of using web-based behaviors in social media as helpful markers for suicide risk assessment. Although web suicidal behaviors may be a proxy for suicidal ideation, the web behavioral pattern of suicide attempters is not clear [10]. Researchers found that factors such as high levels of internet use, internet addiction, and exposure to websites with self-harm or suicidal content were particularly associated with suicidal behavior [11]. However, we are still unclear as to how web social media use behaviors contribute to the progression of suicidal ideation to suicide attempt [10,12].

People like to create and exchange user-generated content on social media [13]. In Sina Weibo (similar to Twitter), people can post microblogs (ie, tweets); can search, read, comment on, and repost others’ microblogs; and would also be able to join in the groups they are interested in [14]. O’Connor and Kirtley found that exposure to suicide or suicidal behavior can turn suicide ideators into suicide attempters [15]. As such, social media platforms can function like a hatchery for suicidal behaviors in certain ways. Indeed, social cognitive theory suggests that people can acquire new behaviors through observing others. The theory proposes that successive processes governing observational learning include attentional, retention, production, and motivational processes [16]. Thus, suicidal behaviors can be seen as modeled behaviors, which are acquired through observing others’ suicidal behaviors on social media. Consequently, the social cognitive theory has been used to examine the effect of mass media on suicide [16,17]. Fu et al [17] found a positive association between media influences and suicidal ideation based on social cognitive theory. However, they only took the internet as a traditional form of media, akin to television, and neglected the interactions that people made on the website. Therefore, we extended the existing study by using the social cognitive theory in this analysis to illustrate the effects of suicide-related social media use behaviors on the process from suicidal ideation to suicide attempt. On the basis of previous research [14], we mainly focused on 3 suicide-related social media use behaviors: (1) attending to suicide information (attending to), (2) commenting on or reposting suicide information (commenting-reposting), or (3) talking about suicide (talking about).

Attentional process is the first step of observational learning. The attentional process revolves around what people selectively pay attention to about the observed models and what message they procure from a wealth of information. Preconceptions, value preferences, and other factors determine this process [16]. People with suicidal ideation would have preconceptions of suicide, and they may inadvertently come across or actively seek suicidal posts on the website because social networking sites are important sources of suicide stories [18]. It has been confirmed that suicidal ideation was found to be significantly associated with the accessing of suicide or self-injury information on the website [19]. The reciprocal relationship between suicidal ideation and suicide-related information is thus an upward spiral feedback loop [17], particularly when the personalized recommender system works. Suicidal posts often include evocative words and images, which have been proven to be a risk factor for suicide behaviors [20]. Considerable evidence has indicated that exposure to stories of others’ suicides can influence young people at suicide risk to attempt the same act [17,18]. Therefore, attending to is the first suicide-related social media use behavior we suggested that would be related to suicide attempts.

The processes for observational learning are retention and production. Retention involves the process of remembering the modeled activities. This process would involve not only simply copying but also proactively reconstructing the observed events. Production would be the deep processing of retention when learned behavior is generated through a “conception-matching process” (ie, through a production process, cognitive activities are developed into corresponding explicit behaviors) [16]. These two processes are closely linked. As we focus on warning behaviors in this study, we joined these two processes together. When compared against traditional media, social networking sites offer additional opportunities for transmission of suicide portrayals and knowledge of suicide among friends [18], which means that the internet offers a large number of opportunities to retain and produce suicide information the users can attend to through functions such as commenting or reposting. Through commenting or reposting, people with suicidal ideation may process suicide information more deeply than they would by just attending to suicide information. The suicide news would
become part of their memory, and they would put themselves into the suicide stories they saw, imagining how the stories could happen to them. This process may then accelerate the progression from suicidal ideation to suicide attempt. Adolescents use public websites to display comments about their attitude toward these suicide stories or their own suicidal ideation or suicide plan, actions that have been confirmed to have a close relation to suicide attempts [15]. Therefore, commenting-reposting is the second suicide-related social media use behavior we suggested that would be related to suicide attempts.

Finally, the motivational process is the final stage to make the decision on whether one would act out on the acquired modeled behaviors. Social cognitive theory differentiates internal acquisition from external behaviors because people would not show all the things that they have ever learned. They would have a higher possibility of performing the modeled behaviors that they felt were similar to their situation, and they value the outcomes [16]. By attending to suicide-related information on social media, suicidal social media users may adore what the models did to end a miserable life by committing suicide, particularly when this practice is shared by similar people. They may participate in online suicide groups to discuss with like-minded individuals about successful suicide cases, general issues associated with suicide, or their own suicide plan [21,22]. Moreover, they could directly talk about their own substantial suicide plan on the website publicly. Those explicit expressions of suicidal behaviors can not only send out signals that the subjects have a strong mind for suicide but also obtain feedback from others, who may in turn encourage them to commit suicide because the interaction can diminish the fear about death through further mental imagery or the normalizing, reinforcing, and even glorification of suicide [23]. In particular, the interactions may foster peer pressure to die by suicide or facilitate suicide pacts [22]. Such pacts are not rare globally in today’s society because they improve the possibility of successful death by suicide [24-26]. It has been demonstrated that talking about suicidal ideation on Twitter can be significantly associated with having a suicide plan and attempting suicide [20,27]. Therefore, talking about is the final suicide-related social media use behavior we proposed that would be related to suicide attempt.

Objectives

In summary, the mechanism of the progression from suicide ideators to suicide attempters among social media users is unclear. On the basis of earlier research [14], we focused on 3 suicide-related social media use behaviors in sequence (i.e., attending to, commenting-reposting, and talking about) according to social cognitive theory [16], as behavioral warning signals that may serve to illuminate the transmitting path.

There are 2 hypotheses for suicidal social media users:

H1: Compared with suicide ideators, suicide attempters would report a higher level of suicide-related social media use behaviors, including attending to, commenting-reposting, and talking about.

H2: Suicidal ideation would predict suicide attempt through the mediating chains of attending to, commenting-reposting, and talking about.

Methods

Participants

As the most popular social media platform in China, Sina Weibo has nearly 300 million users, and most of them are younger than 30 years [28,29], which makes it a perfect platform to prevent Chinese youth from committing suicide. We found a blogger on Weibo who committed suicide because of depression, and many people follow her suicide note even though she died 7 years ago. Until October 1, 2019, over 1 million comments were posted on her web suicide note. This unique post has become a “secret garden” to attract many people who suffer from depression or suicidal ideation. We manually annotated the comments for this post from March 2016 to June 2016, and 4616 social media users were identified as suicidal. The reason why we chose those comments is that it is nearly impossible to search suicidal posts randomly from Weibo, as, on average, 100 million new posts are generated every day on this platform [28]. We took this web suicide note as a breakthrough to trace suicidal social media users.

We sent a direct message that provided social support, referrals, and a link to questionnaires to these 4616 suicidal users. More details can be found in the study by Liu et al [30]. We reported the results according to the Checklist for Reporting Results of Internet E-Surveys [31]. A total of 725 individuals completed the questionnaires after signing informed consent, with no compensation being provided. Ethical approval was obtained from the Institute of Psychology, Chinese Academy of Sciences.

Measures

The demographic information of participants was collected, including their sex, age, education level, marital status, and living status (living alone, with family or partner, with friends, or with others).

Suicidal ideation was measured by the 4-item version of the Adult Suicidal Ideation Questionnaire (ASIQ) [32]. Each item is rated on a 7-point scale rating from 0 (I never have this thought) to 6 (almost everyday life) to measure the severity of suicidal ideation. A sample item was “I thought about killing myself.” We used the total average score of the 4 items to represent suicidal ideation as a continuous variable. Both the original [32] and Chinese version [33] of the scale displayed good psychometric properties. The internal consistency, indicating whether items measure a unidimensional concept and whether a value higher than 0.70 is desirable [34], in this study was high (alpha=.91).

Suicide attempt was measured by one item “Have you ever tried to kill yourself?” Participants responded with binary choices (yes or no). As suicide attempt is a binary dependent variable, participants responded no (0) or yes (1) for suicide attempt. Participants who responded no to the suicide attempt item were grouped as suicide ideators, and those who responded yes to the suicide attempt item were categorized as suicide attempters [35].
Suicide-related social media use behaviors were developed by our team. This measure consists of attending to (2 items: “Attending to suicide news” and “Attending to friends who said they wanted to commit suicide”), commenting-reposting (2 items: “Commenting on or reposting suicide news” and “Commenting on or reposting other people’s posts about killing themselves”), and talking about (2 items: “Talking about suicide in online suicide communities” and “Talking on the website about one’s own concrete plan to commit suicide”). Participants indicated how often it had occurred in the last year based on a 5-point Likert scale that ranged from 1 (never) to 5 (mostly). The internal consistency values of the 3 subscales were 0.64, 0.74, and 0.72, respectively, in this study. The measurement items can be found in Multimedia Appendix 1.

Data Analysis
Mplus7 (Muthen and Muthen, Beijing, China) and SPSS21 (SPSS Inc, Beijing, China) were used for the statistical analysis. Descriptive statistics for demographic characteristics and study variables were also tabulated. Exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) were conducted to examine the psychometric properties of the self-developed measure of suicide-related social media use behaviors. t test was used to compare the differences between suicide ideators and suicide attempters. In addition, bivariate correlations were assessed. To evaluate the mediation model, structural equation modeling (SEM) was used to estimate latent variables because the latent variables can decrease measurement error and consider measurement and equation modeling at the same time [36]. Model fit was evaluated using several fit indices: (1) the chi-square ($\chi^2$) test of model fit, (2) the root mean square error of approximation (RMSEA), (3) the comparative fit index (CFI), (4) the Tucker Lewis Index (TLI), and (5) the weighted root mean square (WRMR) because of the presence of binary data; that is, participants received 0 or 1 for suicide attempt. An RMSEA value of less than 0.06, a CFI at or above 0.90, a TLI at 0.90 or higher, and a WRMR value less than 1.00 indicate a relatively good fit [37,38]. Finally, the Monte Carlo method was used to further test the indirect effect in the mediation. Rather than testing new models with different constellations of the listed variables, the Monte Carlo method showed the estimated sizes of different indirect effects in the original model, so the model fit statistics were the same as those in the original model [39] (Figure 1).

Results
Descriptive Statistics Results
After excluding respondents that reported conflicting or missing data (146/569, 20.1%) and no suicidal ideation (the ASIQ score=0; 10/569, 1.4%), there were 569 valid participants who reported a certain degree of suicidal ideation. This number exceeds the required sample size to test the study question, as the minimum sample size is 295 (power=0.80; alpha=.05; H0: RMSEA=0, H1: RMSEA=0.05; and df=36) [40]. The demographic characteristics of participants are displayed in Table 1. We grouped the participants into suicide ideators and suicide attempters according to their reports as to whether they had previously attempted suicide. The mean ages for all participants, suicide ideators, and suicide attempters were 21.94
There was no difference in demographic variables between the 2 groups. Most participants were unmarried young females with college degrees, and most of them were living with others (friends or families).

Table 1. Demographic characteristics of participants by suicidal status (N=569).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=569), n (%)</th>
<th>Suicide ideators (n=277), n (%)</th>
<th>Suicide attempters (n=292), n (%)</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>0.25 (1)</td>
<td>.62</td>
</tr>
<tr>
<td>Male</td>
<td>78 (13.7)</td>
<td>40 (14.4)</td>
<td>38 (13.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>491 (86.3)</td>
<td>237 (85.6)</td>
<td>254 (87.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
<td></td>
<td>2.46 (2)</td>
<td>.29</td>
</tr>
<tr>
<td>Primary</td>
<td>28 (4.9)</td>
<td>11 (4.0)</td>
<td>17 (5.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>97 (17.1)</td>
<td>53 (19.1)</td>
<td>44 (15.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>444 (78.0)</td>
<td>213 (76.9)</td>
<td>231 (79.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td>1.43 (2)</td>
<td>.49</td>
</tr>
<tr>
<td>Single</td>
<td>531 (93.3)</td>
<td>256 (92.4)</td>
<td>275 (94.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>24 (4.2)</td>
<td>12 (4.3)</td>
<td>12 (4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced or others</td>
<td></td>
<td>14 (2.5)</td>
<td>9 (3.3)</td>
<td>5 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Living status</td>
<td></td>
<td></td>
<td></td>
<td>4.95 (4)</td>
<td>.29</td>
</tr>
<tr>
<td>With families</td>
<td>201 (35.3)</td>
<td>90 (32.5)</td>
<td>111 (38.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>33 (5.8)</td>
<td>16 (5.8)</td>
<td>17 (5.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>With friends</td>
<td>231 (40.6)</td>
<td>115 (41.5)</td>
<td>116 (39.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>75 (13.2)</td>
<td>44 (15.9)</td>
<td>31 (10.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>29 (5.1)</td>
<td>12 (4.3)</td>
<td>17 (5.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results to Test Hypothesis 1

To examine its psychometric properties, we split the sample (n=569) into two random and equal halves. We randomly used half of the sample to conduct EFA and the other half to conduct CFA. See Table 2 for the results of the EFA; the factor number was set to 3. The 3 factors, in total, explained 77.4% of the total variance. The construct validity was supported by the EFA results.

The CFA model showed a good fit to the data: $\chi^2 = 5.04 (P<.001; \text{two-tailed})$, RMSEA=0.06, CFI=0.99, TLI=0.97, and SRMR=0.02. Both the EFA and CFA results indicated that the scale had good psychometric properties.

On the basis of whether the participants attempted suicide or not, they were grouped as suicide ideators or suicide attempters as mentioned above. The group differences on study variables by suicide status are shown in Table 3. The attempters group showed a significantly higher level of suicidal ideation ($t_{563.64}=5.04 \ P<.001; \text{two-tailed}$) than that shown by the ideators group. Consistent with hypothesis 1, the attempters reported more attending to ($t_{567}=1.94; \ P=.05; \text{two-tailed}$), commenting-reposting ($t_{567}=2.12; \ P=.03; \text{two-tailed}$), and talking about ($t_{542.22}=5.12; \ P<.001; \text{two-tailed}$) behaviors than those reported by suicide ideators.

Descriptive statistics and correlations of study variables are shown in Table 4. As shown, suicidal ideation ($r=0.21; \ P<.001$) was significantly correlated with suicide attempt. The 3 suicide-related social media use behaviors (i.e., attending to: $r=0.08; \ P=.05$; commenting-reposting: $r=0.09; \ P=.03$; and talking about: $r=0.21; \ P<.001$) were significantly correlated with suicide attempt. Therefore, we conducted subsequent mediation analysis with path analysis.
Table 2. Exploratory factor analysis of 6-item suicide-related social media use behaviors.

<table>
<thead>
<tr>
<th>Items</th>
<th>Attending to&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Commenting-reposting&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Talking about&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attending to suicide news</td>
<td>0.88</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Attending to friends who said they wanted to commit suicide</td>
<td>0.74</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Commenting on or reposting suicide news</td>
<td>-&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.71</td>
<td>N/A</td>
</tr>
<tr>
<td>Commenting on or reposting other people’s posts about killing themselves</td>
<td>N/A</td>
<td>0.90</td>
<td>N/A</td>
</tr>
<tr>
<td>Talking about suicide in online suicide communities</td>
<td>N/A</td>
<td>N/A</td>
<td>0.85</td>
</tr>
<tr>
<td>Talking on the website about one’s own concrete plan to commit suicide</td>
<td>N/A</td>
<td>N/A</td>
<td>0.82</td>
</tr>
</tbody>
</table>

<sup>a</sup> Attending to suicide information.  
<sup>b</sup> Commenting on or reposting suicide information.  
<sup>c</sup> Talking about suicide.  
<sup>d</sup> N/A: not applicable.  
<sup>e</sup> Loading <0.04 was not shown in the table.

Table 3. Group differences on study variables by suicidal status (N=569).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Suicide ideators (n=277), mean (SD)</th>
<th>Suicide attempters (n=292), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicidal ideation</td>
<td>2.34 (1.69)</td>
<td>3.10 (1.92)</td>
<td>−5.04 (563.64)</td>
<td>&lt;.001</td>
<td>0.42</td>
</tr>
<tr>
<td>Attending to&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.86 (0.77)</td>
<td>3.00 (0.91)</td>
<td>−1.94 (567)</td>
<td>.05</td>
<td>0.17</td>
</tr>
<tr>
<td>Commenting-reposting&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.41 (0.95)</td>
<td>2.59 (1.04)</td>
<td>−2.12&lt;sup&gt;c&lt;/sup&gt; (567)</td>
<td>.03</td>
<td>0.18</td>
</tr>
<tr>
<td>Talking about&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.70 (0.88)</td>
<td>2.14 (1.15)</td>
<td>−5.12&lt;sup&gt;a&lt;/sup&gt; (542.22)</td>
<td>&lt;.001</td>
<td>0.43</td>
</tr>
</tbody>
</table>

<sup>a</sup> Attending to suicide information.  
<sup>b</sup> Commenting on or reposting suicide information.  
<sup>c</sup> Talking about suicide.
Table 4. Descriptive statistics and bivariate correlations of the study variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Correlation coefficient (r)</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Suicidal ideation</td>
<td>Suicide attempt</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>0.21</td>
<td>N/A</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Attending to</td>
<td>0.31</td>
<td>0.08</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Commenting-reposting</td>
<td>0.30</td>
<td>0.09</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Talking about&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.46</td>
<td>0.21</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Attending to suicide information.
<sup>b</sup>Commenting on or reposting suicide information.
<sup>c</sup>N/A: not applicable.
<sup>d</sup>Talking about suicide.

Results to Test Hypothesis 2

Results of SEM are depicted in Figure 2. Model indices were acceptable, with $\chi^2_{36}=2.1$ ($P<.001$), RMSEA=.05, CFI=0.94, TLI=0.90, and WRMR=0.48. When considering the attending to, commenting re-posting, and talking about variables, the association between suicidal ideation and suicide attempt was found to be no longer significant ($\beta=.33; P=.14$). Suicidal ideation was associated with a higher level of attending to ($\beta=.44; P<.001$) and talking about ($\beta=.32; P<.001$) behaviors. Only the talking about behavior ($\beta=1.17; P<.001$) was associated with suicide attempt. The relation between attending to and talking about behaviors was mediated by the commenting-reposting behavior. These associations supported hypothesis 2, which states that suicidal ideation predicted suicide attempts through the mediating chains of attending to, commenting-reposting, and talking about behaviors.
Further mediation analysis with the Monte Carlo method found significant indirect effects of (1) attending to, commenting-reposting, and talking about behaviors as the mediators between suicidal ideation and suicide attempt and (2) attending to and commenting-reposting behaviors as the mediators between suicidal ideation and the talking about behavior. In addition, attending to and commenting-reposting behaviors did not show significant mediation effects in the association between suicidal ideation and suicide attempt. The estimated mediation effects are shown in Table 5, which provide support for hypothesis 2.

Table 5. Estimated mediation effects of attending to, commenting-reposting, and talking about behaviors in the association between suicidal ideation and suicide attempt.

<table>
<thead>
<tr>
<th>Mediation effect</th>
<th>Indirect effect</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicidal ideation→Attending to → Commenting-reposting → Talking about</td>
<td>0.19</td>
<td>0.11 to 0.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Suicidal ideation→Attending to → Suicide attempt</td>
<td>−0.10</td>
<td>−0.50 to 0.31</td>
<td>.64</td>
</tr>
<tr>
<td>Suicidal ideation→Attending to → Commenting-reposting → Suicide attempt</td>
<td>−0.16</td>
<td>−0.48 to 0.16</td>
<td>.32</td>
</tr>
<tr>
<td>Suicidal ideation→Attending to → Commenting-reposting → Talking about → Suicide attempt</td>
<td>0.22</td>
<td>0.09 to 0.36</td>
<td>.001</td>
</tr>
</tbody>
</table>

a Attending to suicide information.

b Commenting on or reposting suicide information.

c Talking about suicide.

Discussion

Principal Findings

On the basis of the social cognitive theory, this study aimed to identify web-based behavioral markers in social media that could distinguish suicide ideators from suicide attempters and illuminate the transition mechanisms that led from suicidal ideation to suicide attempt. Our findings demonstrated that when compared with Chinese social media users who were suicide ideators, suicide attempters reported more suicide-related social media use behaviors. More importantly, the effect of suicidal ideation on suicide attempt was mediated by suicide-related social media use behaviors. Our findings, therefore, make a theoretical contribution to the field by providing behavioral markers in the progression from suicidal ideation to suicide attempt with the Chinese social media user population that has suicidal ideation. To our knowledge, this is the first study to focus on the identification of suicide-related social media use behaviors and illustration of the progression from suicidal ideation to suicide attempt.

Consistent with previous studies [4], no difference in sex, marital status, or educational level between suicide ideators and suicide attempters among Chinese social media users was found. Our findings also indicated that demographic characteristics are not helpful in distinguishing suicide ideators from suicide attempters.
in Chinese social media users, and there would be a need to use behavioral or other markers to differentiate between these 2 groups [6]. Interestingly, suicide attempters demonstrated more suicide-related social media active use behaviors than suicide ideators. Specifically, although they showed a marginal significance in the attending to behavior, they did report significantly more commenting-reposting and talking about behaviors as compared with suicide ideators. Our findings are also consistent with a Japanese study, which demonstrated that talking about one’s own suicidal ideation on Twitter was positively associated with suicide attempt [27]. Moreover, previous evidence has indicated that social media may exacerbate suicidal behaviors because social media users could receive descriptions of how to kill oneself in pro-suicide groups [22]. Owing to the fact that the behavioral patterns among social media users that contribute to the transition from suicidal ideation to suicide attempt are unclear, more research is required to investigate how these 2 groups are different in terms of attending to, commenting-reposting, talking about, and other suicide-related social media use behaviors (eg, logging in to suicide-related blogs or clicking “like” for suicidal posts). Our findings indicate that behavioral risks of suicide attempters will pave the way for the identification of high-risk cases based on the web-based surveillance of social media use behaviors. For example, a few useful programs have been using a similar approach to prevent suicide online, such as “Psymap” in China [41] and Facebook’s suicide-prevention tools [42]. These programs are helpful in detecting suicidal social media users through their suicide-related social media use behaviors, such as commenting on suicide notes. These existing programs have demonstrated feasibility and effectiveness in identifying suicidal cases with an attempt at monitoring their social media use behaviors. Our findings also provide empirical evidence as a rationale behind conducting these preventive measures. That being said, our study calls for more big-data studies on behavioral patterns of social media use among suicide attempters with interdisciplinary research involving psychology, psychiatry, computer science, and linguistics.

Interestingly, our findings demonstrated that suicidal ideation predicted suicide attempt through the mediating chains of social media use behaviors, which included the attending to, commenting-reposting, and talking about behaviors. Our results indicate that suicide-related social media use behaviors are a social learning process, which turns suicide ideators into suicide attempters through the process of attention (what people selectively notice, eg, attending to suicide information), retention, and production (what people constructively remember and what people externally acquire, eg, commenting on or reposting these posts) before finally moving to motivation (what people perform into action, eg, talking about their own suicide plan), as depicted in the social cognitive theory. Furthermore, our study demonstrated that the associations of attending to and commenting-reposting behaviors with suicide attempt were mediated by the talking about behavior. Talking about behavior made the biggest contribution in the mediating role in predicting suicide attempt. This result indicates that an individual may have a higher chance of committing suicide when he or she directly talks about suicide on the website compared with those who attend to suicide news and simply comment on or repost suicide information. This finding supports the social cognitive theory, which states that the attentional process, as well as the retention and production processes, contribute to behavioral acquisition, whereas the motivational process determines behavioral performance. From the attentional process to the motivational process, more processing and input are involved [16]. As the motivational process, talking about suicide, which requires an initiative with explicit expression, may involve more input and deeper processing than the attending to behavior, which is implicit, and the commenting-reposting behavior, which is responsive, do [17]. Our finding is consistent with previous results, which state that talking about suicide on the website is one of the most important warning signals for suicide [43]. Moreover, researchers have pointed out that suicide is only possible insofar as it is meaningful [44]. By talking about suicide on the website, suicidal people may complete the process of meaning-making, which leads to a higher possibility of suicide attempt. It is also worth noting that the association between suicidal ideation and the talking about behavior is significant. One possible explanation is that by being different from traditional media, such as newspaper and television [17], the internet provides a unique platform for direct interaction, thereby accelerating the social cognitive process to skip the beginning components (eg, attention, retention, and production) and reach the terminal component (ie, motivation).

Our mediation findings also provide insight into explaining how suicide capacity is acquired in social interaction online, potentially complementing the ideation-to-action framework [4]. This theory states that suicide capability is acquired through a habituation to fear and pain involved in death, access to means of committing suicide, knowledge of attempting deadlines, and so on [5]. Reading, commenting on, and reposting suicidal posts on the website, which often include evocative words and images [20], may also enhance one’s suicide capability by eliminating the fear of death and increasing the knowledge of how to die. The “upward spiral” feedback loop between suicide-related information and suicidal ideation [17] would be boosted in the online interaction, and suicide capability is, therefore, enhanced in a web-based context. Moreover, talking about one’s own suicidal ideation in social media may aggravate the situation because it may attract similar minds to attempt suicide together or normalize, reinforce, and even glorify suicide [23]. Hence, suicide capability may efficiently turn into action. Our study expands the ideation-to-action framework to a web-based situation by providing empirical evidence to confirm that attending to, commenting-reposting, and talking about behaviors are alarm signals that indicate the suicide ideators’ intent to commit suicide.

Limitations

Although the study has made several contributions to the existing research, there are several limitations to this work. First, participants in this study were mainly suicidal, unmarried young females with college degrees. Our results are consistent with previous studies showing that single young females with a higher education were more inclined to talk about their suicidal ideation and seek help [30, 45]. At the same time, because all those participants were recruited from one single social media blogging site, there is a possibility that they may differ from
other suicidal social media users who do not comment on this post. For example, they may have a higher level of suicidal ideation or use Weibo more frequently. In addition, they may be affected by other users who also left comments on this post while they interact through comments [46]. Caution should be taken in generalizing our findings to a larger sample size in other blogging sites, social media platforms, and social media users with different demographic characteristics and suicidal status. Moreover, although the suicide-related social media use behaviors examined in this study (ie, attending to, commenting-reposting, and talking about) seem to occur widely, these results need to be replicated in different cultures. Second, a previous study reported that there are potential risks of online suicide intervention programs because of the possibility of increasing contagion among the participants [47]. In addition, the frequency of social media use was positively associated with suicide risk [46]. We only examined 3 suicide-related social media use behaviors in this study. Future research should consider investigating other suicide-related social media use behaviors, such as logging in to suicide blogs, following suicide-provoking or suicide-preventing public accounts, and clicking “like” for suicidal posts. Third, even though Weibo is popular in China, there are still some drawbacks; for example, the accuracy of a web-based suicide claim needs to be further confirmed [48]. Chinese people even use various metaphors to describe death [49]. These phenomena make identification more difficult. In addition, not like Facebook or Twitter, in which the users are globally distributed and use different languages, Weibo bloggers are mainly Chinese and most use Chinese. Moreover, Sina Weibo’s message limit to 140 characters may impede expression. Future study may pay attention to these language limitations to understand their impacts. We also suggest a combination of online logs and offline data such as school performance or health profile to identify suicide. Fourth, because of the cross-sectional study design, the associations presented in this study are correlational in nature. The effect of suicide-related social media use behaviors found in this study would need to be examined with longitudinal designs over various time frames (minutes, hours, days, weeks, and even months) [50]. Finally, this work relied on self-report data of suicidal issues, and this method is subject to potential biases. Future studies can consider adopting more objective indicators such as public log data because social media use behaviors can be recorded and observed from one’s account history. Of course, ethics, real-world implementation, and legal liability are complex issues that cannot be overlooked [51].

Conclusions
This study aimed to investigate the behavioral markers available for distinguishing suicide ideators from suicide attempters and elucidate the behavioral process that transits from suicidal ideation to suicide attempt. Our findings demonstrated that suicide attempters showed a significantly higher level of suicidal ideation and more suicide-related social media use behaviors, including attending to, commenting-reposting, and talking about behaviors. Moreover, attending to, commenting-reposting, and talking about behaviors are chain mediators that convert suicidal ideation into suicide attempt. Talking about behavior mediates the relation between suicidal ideation and suicide attempt. These findings support the social cognitive theory and expand the ideation-to-action framework by clarifying the pathways of how suicide ideators turn into suicide attempters via the mediation role of suicide-related social media use behaviors. This study, therefore, paves the way for future research to focus on more behavioral markers that can serve in the identification of suicide attempters, subsequently contributing to the development of efficient and effective population-based suicide prevention.
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Abstract

Background: Given the extensive time needed to conduct a nationally representative household survey and the commonly low response rate of phone surveys, rapid online surveys may be a promising method to assess and track knowledge and perceptions among the general public during fast-moving infectious disease outbreaks.

Objective: This study aimed to apply rapid online surveying to determine knowledge and perceptions of coronavirus disease 2019 (COVID-19) among the general public in the United States and the United Kingdom.

Methods: An online questionnaire was administered to 3000 adults residing in the United States and 3000 adults residing in the United Kingdom who had registered with Prolific Academic to participate in online research. Prolific Academic established strata by age (18-27, 28-37, 38-47, 48-57, or ≥58 years), sex (male or female), and ethnicity (white, black or African American, Asian or Asian Indian, mixed, or “other”), as well as all permutations of these strata. The number of participants who could enroll in each of these strata was calculated to reflect the distribution in the US and UK general population. Enrollment into the survey within each stratum was on a first-come, first-served basis. Participants completed the questionnaire between February 23 and March 2, 2020.

Results: A total of 2986 and 2988 adults residing in the United States and the United Kingdom, respectively, completed the questionnaire. Of those, 64.4% (1924/2986) of US participants and 51.5% (1540/2988) of UK participants had a tertiary education degree, 67.5% (2015/2986) of US participants had a total household income between US $20,000 and US $99,999, and 74.4% (2223/2988) of UK participants had a total household income between £15,000 and £74,999. US and UK participants’ median estimate for the probability of a fatal disease course among those infected with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) was 5.0% (IQR 2.0%-15.0%) and 3.0% (IQR 2.0%-10.0%), respectively. Participants generally had good knowledge of the main mode of disease transmission and common symptoms of COVID-19. However, a substantial proportion of participants had misconceptions about how to prevent an infection and the recommended care-seeking behavior. For instance, 37.8% (95% CI 36.1%-39.6%) of US participants and 29.7% (95% CI 28.1%-31.4%) of UK participants thought that wearing a common surgical mask was “highly effective” in protecting them from acquiring COVID-19, and 25.6% (95% CI 24.1%-27.2%) of US participants and 29.6% (95% CI 28.0%-31.3%) of UK participants thought it was prudent to refrain from eating at Chinese restaurants. Around half (53.8%, 95% CI 52.1%-55.6%) of US participants and 39.1% (95% CI 37.4%-40.9%) of UK participants thought that children were at an especially high risk of death when infected with SARS-CoV-2.

Conclusions: The distribution of participants by total household income and education followed approximately that of the US and UK general population. The findings from this online survey could guide information campaigns by public health authorities, clinicians, and the media. More broadly, rapid online surveys could be an important tool in tracking the public’s knowledge and misperceptions during rapidly moving infectious disease outbreaks.
Introduction

When faced with rapidly moving infectious disease outbreaks, such as the coronavirus disease 2019 (COVID-19), assessing knowledge and perceptions of relevant populations has to be accomplished in a short time frame if the findings are to be informative to the public health response. Population-representative household surveys generally take many months of preparation and data collection [1]. Phone surveys are faster to conduct but have increasingly suffered from low response rates (typically well below 10% [2]), which can be a major source of bias even when extensive weighting adjustments are made [3]. In addition, unless they use interactive voice response (which tends to further decrease the response rate [4]), phone surveys require substantial human resources to conduct the interviews. Given these limitations, rapid online surveys, which demand minimal human resources (beyond those needed to design the questionnaire) and could reach large numbers of respondents in a short time frame, may be a valuable tool to assess (and monitor over time) knowledge and perceptions of an infectious disease in the midst of an outbreak.

COVID-19 was first reported in Wuhan, China, in December 2019 [5]. On March 11, 2020, the World Health Organization (WHO) declared COVID-19 a pandemic [6], and by March 17, 2020, there were more than 200,000 confirmed cases and over 8000 reported deaths from COVID-19 worldwide [7]. The course of the COVID-19 epidemic in the United States and the United Kingdom will likely be strongly impacted by how the population behaves, which is in turn influenced by what people know and believe about this disease [8]. A particular concern in this regard is the spread of dis- and misinformation about COVID-19 on social media sites, which has led the WHO to host a page with “myth busters” on their website and engage in discussions with social media companies [9]. Understanding what the general public knows about COVID-19 and which misperceptions they hold about the condition is important for US and UK public health authorities as well as the media to design effective information campaigns.

The speed with which COVID-19 is spreading across the world calls for rapid assessments of the population’s knowledge and perceptions of this infection [7]. This study tests a rapid online survey methodology to determine knowledge and misperceptions of COVID-19 among the general adult population in both the United States and the United Kingdom.

Methods

Sampling Participants

This is a cross-sectional online survey conducted on the research platform created and managed by Prolific Academic Ltd. Prolific is an online platform that connects researchers with individuals around the world who are interested in participating in online research studies [10]. The platform’s pool of participants consists of approximately 80,000 individuals, of whom about 43% reside in the United Kingdom and 33% reside in the United States [11]. Researchers are required to pay participants a minimum of US $6.50 per hour.

For this study, Prolific established strata by age group (18-27, 28-37, 38-47, 48-57, or ≥58 years), sex (male or female) and ethnicity (white, black or African American, Asian or Asian Indian, mixed, or “other”) as well as all combinations of these strata. Using numbers from the latest census in the United States and the United Kingdom, a given number of places for taking the questionnaire were opened on the Prolific platform in each stratum to achieve the same distribution of participants by age, sex, and ethnicity as those in the general population. The targeted total sample size in each country was 1500 people. Participants’ eligibility for the open places in a particular stratum was determined based on the information they had entered in their profile when registering with Prolific. Eligible participants enrolled in the study on a first-come, first-served basis. The study was implemented in two rounds of 1500 participants each in the United States and the United Kingdom, such that the total target sample size in each country was 3000. Participants had to have indicated that they are fluent in English when registering with Prolific to be eligible for this study.

Data Collection

Data were collected using the online questionnaire shown in Multimedia Appendix 1. Participants received US $1.50 (equivalent to £1.17 on March 1, 2020) for completing the questionnaire. Following an informed consent form, the questionnaire asked participants about the cause, current state, and future development of the COVID-19 epidemic; the risk of a fatal disease course; knowledge of symptoms and recommended health care–seeking behavior; measures to prevent an infection with SARS-CoV-2; and their perception of the risk posed by individuals of East-Asian ethnicity in their community. In order to investigate to what degree dis- and misinformation about COVID-19 has affected the general public’s beliefs about the condition, participants were directly asked whether they believed several falsehoods listed on the WHO’s “myth busters” website [12], which the WHO selected because these myths were circulating on social media [13]. Specifically, the questionnaire asked whether receiving a letter or package from China poses a risk of infection and whether using hand dryers, rinsing your nose with saline, eating garlic, applying sesame oil to the skin, taking antibiotics, and vaccinating against pneumonia are effective in preventing a SARS-CoV-2 infection. The questionnaire was built using Qualtrics software. Participants had to answer a question to reach the next question. Numerical entry questions did not allow for nonsensical inputs (eg, percentage questions were restricted to inputs between 0 and 100).
Data Analysis

For binary and categorical response options, the percentage of participants who selected each response was computed. For binomial proportions, two-sided 95% confidence intervals using the Wilson score interval were calculated [14]. No sampling weights were used, given that this was not a probabilistic sample of adults and that the survey was already self-weighting by the age, sex, and ethnicity groups used to establish the strata for sampling.

Three types of data quality checks were performed. First, participants who took less than 2 minutes to complete the questionnaire were excluded from the analysis because this indicated random clicking. This resulted in the exclusion of 2 participants. Second, if some respondents used random clicking to obtain the US $1.50 reward as fast as possible, a bimodal distribution in the time taken to complete the survey might be expected (with one group clicking as fast as possible and one reading the questions). I, therefore, plotted a histogram of the time taken to complete the survey. Third, participants were asked, at the end of the questionnaire, whether they looked up any answers online (“It is natural to be tempted to look up the answer to a question, especially when it’s only a click away. For approximately how many of the questions did you first look up the answer on Google or somewhere else before responding? The answer to this question will not affect your payment in any way.”) and if so, for which question. Those who self-reported looking up an answer online for a question were excluded from the analysis for that particular question. This was the case for 81 US participants and 63 UK participants who reported looking up the answer online for a median of 1 (IQR 1-5) and 1 (IQR 1-2.5) questions, respectively.

Results

Data Collection Time

Figure 1 shows that each of the two rounds of the survey took 2-3 days to conduct. There was no evidence of a bimodal distribution in the time taken to complete the survey (Multimedia Appendix 1).

![Figure 1](http://www.jmir.org/2020/4/e18790/)  
*Figure 1. Time at which participants started the questionnaire. Dates and times are given in Pacific Standard Time. Bins have a width equal to 30 minutes.*

Participant Characteristics

Of 3000 adults residing in the United States and 3000 adults residing in the United Kingdom who could participate, 2986 and 2988, respectively, completed the questionnaire. Approximately two-thirds (1924/2986, 64.4%) of US participants and half (1540/2988, 51.5%) of UK participants had a tertiary education degree (Table 1). In addition, 67.5% (2015/2986) of US participants had a total household income between US $20,000 and US $99,999, and 74.4% (2223/2988) of UK participants had a total household income between £15,000 and £74,999. Furthermore, 17.3% (516/2986) of US participants and 13.7% (409/2988) of UK participants were currently students.
Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>US</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>2986</td>
<td>2988</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>1519 (50.9)</td>
<td>1531 (51.2)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-27</td>
<td>655 (21.9)</td>
<td>550 (18.4)</td>
</tr>
<tr>
<td>28-37</td>
<td>687 (23.0)</td>
<td>557 (18.6)</td>
</tr>
<tr>
<td>38-47</td>
<td>531 (17.8)</td>
<td>563 (18.8)</td>
</tr>
<tr>
<td>48-57</td>
<td>493 (16.5)</td>
<td>480 (16.1)</td>
</tr>
<tr>
<td>≥58</td>
<td>620 (20.8)</td>
<td>838 (28.0)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than a high school diploma/A-levels</td>
<td>24 (0.8)</td>
<td>396 (13.3)</td>
</tr>
<tr>
<td>High school degree/Completed A-levels</td>
<td>334 (11.2)</td>
<td>682 (22.8)</td>
</tr>
<tr>
<td>Some undergraduate education (no degree)</td>
<td>704 (23.6)</td>
<td>370 (12.4)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>322 (10.8)</td>
<td>N/A*</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1068 (35.8)</td>
<td>1030 (34.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>405 (13.6)</td>
<td>330 (11.0)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>63 (2.1)</td>
<td>100 (3.3)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>66 (2.2)</td>
<td>80 (2.7)</td>
</tr>
<tr>
<td>Total household income, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $10,000/&lt;£7500</td>
<td>165 (5.5)</td>
<td>172 (5.8)</td>
</tr>
<tr>
<td>US $10,000-US $19,000/£7500-£14,999</td>
<td>222 (7.4)</td>
<td>333 (11.1)</td>
</tr>
<tr>
<td>US $20,000-US $29,000/£15,000-£22,499</td>
<td>342 (11.5)</td>
<td>463 (15.5)</td>
</tr>
<tr>
<td>US $30,000-US $39,000/£22,500-£29,999</td>
<td>325 (10.9)</td>
<td>473 (15.8)</td>
</tr>
<tr>
<td>US $40,000-US $49,000/£30,000-£37,499</td>
<td>280 (9.4)</td>
<td>358 (12.0)</td>
</tr>
<tr>
<td>US $50,000-US $59,000/£37,500-£44,999</td>
<td>304 (10.2)</td>
<td>312 (10.4)</td>
</tr>
<tr>
<td>US $60,000-US $69,000/£45,000-£52,499</td>
<td>230 (7.7)</td>
<td>242 (8.1)</td>
</tr>
<tr>
<td>US $70,000-US $79,000/£52,500-£59,999</td>
<td>242 (8.1)</td>
<td>156 (5.2)</td>
</tr>
<tr>
<td>US $80,000-US $89,000/£60,000-£67,499</td>
<td>138 (4.6)</td>
<td>121 (4.0)</td>
</tr>
<tr>
<td>US $90,000-US $99,000/£67,500-£74,999</td>
<td>154 (5.2)</td>
<td>98 (3.3)</td>
</tr>
<tr>
<td>US $100,000-US $149,000/£75,000-£99,999</td>
<td>401 (13.4)</td>
<td>168 (5.6)</td>
</tr>
<tr>
<td>≥US $150,000/£100,000</td>
<td>183 (6.1)</td>
<td>92 (3.1)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2269 (76.0)</td>
<td>2540 (85.0)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>392 (13.1)</td>
<td>110 (3.7)</td>
</tr>
<tr>
<td>Asian or Asian Indian</td>
<td>191 (6.4)</td>
<td>227 (7.6)</td>
</tr>
<tr>
<td>Mixed</td>
<td>74 (2.5)</td>
<td>62 (2.1)</td>
</tr>
<tr>
<td>Other</td>
<td>60 (2.0)</td>
<td>49 (1.6)</td>
</tr>
<tr>
<td>Current student, n (%)</td>
<td>516 (17.3)</td>
<td>409 (13.7)</td>
</tr>
<tr>
<td>Chinese descent, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Born in China</td>
<td>11 (0.4)</td>
<td>15 (0.5)</td>
</tr>
<tr>
<td>Parents or grandparents born in China</td>
<td>57 (1.9)</td>
<td>27 (0.9)</td>
</tr>
<tr>
<td>Works as a health care provider, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>33 (1.1)</td>
<td>44 (1.5)</td>
</tr>
</tbody>
</table>
Characteristics | US | UK  
|----------------|-----|-----  
| Physician      | 5 (0.2) | 15 (0.5)  
| Pharmacist     | 10 (0.3) | 6 (0.2)  
| Other          | 102 (3.4) | 118 (3.9)  

Associate degrees are not awarded in the UK.

**Cause, Current State, and Future Development of the COVID-19 Epidemic**

On a 7-point Likert scale ranging from “extremely unlikely” to “extremely likely,” 23.9% (95% CI 22.4%-25.5%) of US participants and 18.4% (95% CI 17.1%-19.9%) of UK participants selected “slightly likely,” “moderately likely,” or “extremely likely” when asked whether SARS-CoV-2 is a bioweapon developed by a government or terrorist organization (Multimedia Appendix 1). The US and UK participants estimated that a median of 100 (IQR 20-500) and 40 (IQR 13-200) individuals in their respective country were currently infected with COVID-19. In addition, a mean of 61.0% (95% CI 59.3%-62.8%) of US and 71.7% (95% CI 70.1%-73.3%) of UK participants thought that the number of fatalities from COVID-19 in their country will be ≤500 people by the end of 2020 (Figure 2).

**Figure 2.** Proportion of participants who selected each category for their estimate of the number of COVID-19 deaths in their country by the end of 2020.

**Case Fatality Rate**

When asked what percent of individuals infected with COVID-19 experience a fatal disease course, the median estimate given by participants was 5.0% (IQR 2.0%-15.0%) among US participants and 3.0% (IQR 2.0%-10.0%) among UK participants. The full distribution of responses as well as a magnification of the distribution of responses among those who estimated a risk of death ≤10% is shown in Figure 3.

When asked “when they have been infected, what age groups are most likely to die from the illness caused by the new coronavirus” and presented with the option to select “children,” “young adults,” or “older adults” (selecting more than one option was possible), 96.3% (95% CI 95.6%-96.9%) of participants in the United States and 98.3% (95% CI 97.7%-98.7%) of participants in the United Kingdom selected “older adults.” However, 53.8% (95% CI 52.1%-55.6%) in the United States and 39.1% (95% CI 37.4%-40.9%) in the United Kingdom also thought that children were at a high risk of death when infected. Almost all participants in both countries (96.3%, 95% CI 95.6%-97.0% in the United States and 97.5%, 95% CI 96.9%-98.0% in the United Kingdom) responded that adults with other health problems were more likely to experience a fatal disease course than those without any other health problems.
Figure 3. Distribution of responses to the question, “What percent of people who get infected with the new coronavirus die from this infection?”.

Symptoms of COVID-19 and Recommended Health Care–Seeking Behavior

Most participants in both the United States and the United Kingdom recognized fever, cough, and shortness of breath as three common symptoms and signs of COVID-19 (Figure 4).

When asked “if you have a fever or cough and recently visited China, or spent time with someone who did, what would be the best course of action?” 64.2% (95% CI 62.4%-65.9%) of US participants and 79.0% (95% CI 77.5%-80.5%) of UK participants responded with the recommended care-seeking option of staying home and contacting their health system. About a third of respondents stated that they would either delay care-seeking, attend the hospital emergency department unannounced, or take a taxi or public transport to their primary care provider (Figure 5).
Figure 5. Responses to the question “If you have a fever or cough and recently visited China, or spent time with someone who did, what would be the best course of action?” GP: general practitioner; A&E: accident and emergency (department).

Preventing SARS-CoV-2 Infection

A total of 92.6% (95% CI 91.6%-93.4%) of US participants and 86.0% (95% CI 84.7%-87.2%) of UK participants selected each of the following three responses as effective measures for preventing infection with SARS-CoV-2: washing your hands; avoiding close contact with people who are sick; and avoiding touching your eyes, nose, and mouth with unwashed hands (Figure 6). However, a substantial proportion of participants also thought that using a hand dryer, rinsing your nose with saline, taking antibiotics, and gargling with mouthwash were effective prevention measures: 43.5% (95% CI 41.7%-45.2%) and 36.0% (95% CI 34.3%-37.8%) of US and UK participants, respectively, selected at least one of these options. Furthermore, 37.8% (95% CI 36.1%-39.6%) of US participants and 29.7% (95% CI 28.1%-31.4%) of UK participants agreed with the following statement: “Consistently wearing a face mask is highly effective in protecting you from getting infected with the new coronavirus. For the purpose of this question, ‘highly effective’ is defined as reducing your risk of getting infected by >95% and a ‘face mask’ is a common medical mask.”

A total of 74.8% (95% CI 73.2%-76.4%) of US participants and 81.2% (95% CI 79.8%-82.6%) of UK participants correctly selected “droplets of saliva that land in the mouths or noses of people who are nearby when an infected person sneezes or coughs” as the main mode of SARS-CoV-2 transmission (Multimedia Appendix 1). Virtually all participants disagreed with the statement that “only older adults can become infected with the new coronavirus” (96.5%, 95% CI 95.8%-97.1% of US participants and 97.1%, 95% CI 96.5-97.7% of UK participants) and thought that there is currently no vaccine available that protects against COVID-19 (96.0%, 95% CI 95.3%-96.7% of US participants and 97.5%, 95% CI 96.9%-98.0% of UK participants). More than 20% of participants in both the United States and the United Kingdom thought that their government should quarantine everyone coming in from abroad for 14 days and suspend all air travel to their country (Figure 7).
Figure 6. Proportion of participants who replied with “yes” to whether each of 11 actions help prevent an infection with SARS-CoV-2. The horizontal black bars represent the 95% CIs calculated using the Wilson method [14].

Figure 7. Proportion of participants who replied with “yes” to each government action in response to the question “At this point in the coronavirus epidemic, do you think your government should implement the following measures to prevent spreading of the virus?” The horizontal black bars represent the 95% CIs calculated using the Wilson method [14].
Perceptions of the Risk Posed by Community Members of East-Asian Ethnicity

When asked about the prevalence of an infection with SARS-CoV-2 among East-Asian individuals in their country, the median estimate among US and UK participants was 0.5% (IQR 0.0%-2.0%) and 0.5% (IQR 0.0%-1.0%), respectively (Figure 8). The median increased to 1.0% (IQR 0.0%-5.0%) among both US and UK participants when asking about the prevalence of COVID-19 among “adults of East-Asian ethnicity in your neighborhood who wear a face mask.”

A total of 25.6% (95% CI 24.1%-27.2%) of US participants and 29.6% (95% CI 28.0%-31.3%) of UK participants responded with “yes” to the question, “Do you think it would be prudent for you to not eat at Chinese restaurants for the next few weeks to reduce the risk of getting infected with the new coronavirus?” Approximately a quarter of participants (29.0%, 95% CI 27.4%-30.7% of US participants and 24.4%, 95% CI 22.9%-26.0% of UK participants) thought one may become infected with SARS-CoV-2 by receiving a package from China. When asked “If you were an Uber driver today, would you try to reject ride requests from people with East Asian-sounding names (or a profile photo of East-Asian ethnicity) to reduce your risk of getting infected with the new coronavirus?” 29.7% (95% CI 28.1%-31.3%) of US participants and 40.8% (95% CI 39.0%-42.5%) of UK participants responded with “sometimes,” “often,” or “always” (Figure 9).

Figure 8. Distribution of the responses to questions on COVID-19 prevalence among individuals of East-Asian ethnicity. Of the total, 32 and 129 participants estimated a prevalence greater than 50% for the prevalence among East-Asian individuals in their country and East-Asian individuals wearing a face mask in their community, respectively. The responses from these individuals are not shown in the histogram below.
**Discussion**

It was possible to conduct an in-depth online assessment of knowledge and perceptions of COVID-19 among the general public in the United States and the United Kingdom in a short time frame. It took 2-3 days to obtain a completed questionnaire of 22 knowledge and perception questions from 1500 adults in each the United States and the United Kingdom, when allowing enrollment only in relatively granular strata by age, sex, and ethnicity (and each of these variables’ combinations). Importantly, the distribution of participants by education and household income in this sample, although not part of the enrollment criteria, was similar to that of the general population in the United States and the United Kingdom [15,16]. In terms of data quality, there was no indication that participants randomly clicked on responses to earn the monetary reward as quickly as possible; only 2 participants took less than 2 minutes to complete the questionnaire and there was no evidence of a bimodal distribution in the time taken to complete the questionnaire. The direct cost to Prolific of administering the questionnaire was merely US $8961 (US $1.50 per completed questionnaire for a total of 5974 participants).

Regarding the survey findings, the general public in both the United States and the United Kingdom held several important misconceptions about COVID-19. Participants in both countries likely overestimated the probability of a fatal disease course among those infected with SARS-CoV-2 (while plagued by uncertainty, the case fatality rate is currently believed to lie below 1% [17]), thought that children were at an especially high risk of death from COVID-19 (which is currently not believed to be the case [5,17-19]), and believed that common surgical masks are highly effective in protecting them from SARS-CoV-2 infection. Participants also likely overestimated the prevalence of COVID-19 among East-Asian individuals in their communities. Likely as a result of this perception, a substantial proportion thought that they should refrain from frequenting Chinese restaurants, stated that they would refuse Uber rides to individuals of East-Asian ethnicity, and thought that receiving a package from China poses a risk of a SARS-CoV-2 infection. In general, differences in knowledge and misperceptions between US and UK participants were small.

This study’s findings on the levels of knowledge and prevalence of misconceptions regarding COVID-19 could inform relevant information campaigns by public health authorities and the media as well as communication of health care workers with patients. For instance, such information provision may highlight the comparatively low case fatality rate, the low risk posed by individuals of East-Asian ethnicity living in the United States and the United Kingdom, and that children do not appear to be at a heightened risk of dying from COVID-19. In addition, a substantial proportion of participants appeared to believe that common surgical masks are highly effective in protecting the wearer from infection with SARS-CoV-2. Information campaigns may, therefore, want to emphasize the comparative effectiveness of common surgical masks versus other methods of prevention, particularly frequent and thorough handwashing and avoiding close contact with people who are sick. Lastly, it is important to note that while the general public appeared to be well informed about the common symptoms of COVID-19, over one-fourth of the participants selected a health care–seeking option that could lead to further transmission of SARS-CoV-2. Thus, clear messaging on the recommended care-seeking action when experiencing some of the core symptoms of COVID-19 will be crucial.

Public health information campaigns may also want to directly target some of the mis- and disinformation that has circulated on social media [9,12,20]. Such measures could include information that rinsing your nose with saline, using a hand dryer, taking antibiotics, and gargling with mouthwash are not effective prevention measures and that receiving a letter or package from China does not pose a great risk of SARS-CoV-2 infection. These are all falsehoods listed on the WHO’s “myth busters” website, which a substantial proportion of participants in this study believed [12]. More broadly, this study underscores the need for the WHO and other public health bodies to continue working with social media campaigns to minimize the circulation of inaccurate information about COVID-19. In line with recent media reporting that this conspiracy theory has been actively spread on Twitter [20], about 1 in 5 participants believed it to be “slightly likely,” “moderately likely,” or “extremely likely” that SARS-CoV-2 is a bioweapon developed by a government or terrorist organization.
Participants did not expect a large number of individuals to die from COVID-19 in their country by the end of 2020. This finding may be surprising considering that fear-inducing headlines in the media may (at least up to a certain extent [21]) result in more attention by readers than more emotionally neutral ones, which could result in a catastrophizing of the epidemic. Moving forward, information campaigns on COVID-19 may need to balance the messaging of two important facts about the COVID-19 epidemic that could be interpreted by the general public to stand in direct conflict with each other: (1) The case fatality rate of COVID-19 appears to be lower than that of other recent infectious disease outbreaks such as Ebola infection [22], SARS [23], and the Middle East respiratory syndrome (MERS) [23,24]. On the other hand, however, the epidemic could cause a large number of fatalities, which implies that actions by governments and the general public to reduce transmission of SARS-CoV-2 could save many lives.

This study has several limitations. First, although the sample of participants is representative of the US and UK general population by age, sex, and ethnicity, and the distribution of participants by household income and education was similar to that in the US and UK general population, participants may still differ from the general population on a variety of other characteristics. These characteristics may be both correlated with their knowledge and perceptions of COVID-19 as well as with their decision to participate in the study or to create a profile with Prolific. Second, the estimates of discrimination against individuals of East-Asian ethnicity may be an underestimation because some participants may not have wanted to volunteer their discriminating tendencies to themselves or the researcher. However, I, as the researcher, had no access to any identifying information about the research participants, and participants were reminded of this fact prior to answering the question. In addition, such social desirability bias has been found to be lower in online surveys than in telephone or in-person surveys [25,26]. Third, it was possible for participants to randomly click responses in order to devote the least amount of time to earn the US $1.50 reward. In my view, this issue is unlikely to have caused major bias in this study because (1) there was no evidence of a bimodal distribution in the time taken to complete the survey (Multimedia Appendix 1); (2) while it was physically possible to complete the survey in under 90 seconds when randomly clicking on responses, only 2 participants completed the survey in under 2 minutes; and (3) the monetary reward (US $1.50) was relatively small, and thus, for most participants, unlikely to be the main motivation for participating in the study. Lastly, it is possible that individuals looked up the answers to some of the questions online prior to answering, which may have biased the results. Participants were reminded of the importance not to look up answers online prior to taking the survey and were asked at the end of the survey (while being reassured that their payment is not influenced by whether they volunteer information on having looked up an answer online) which, if any, questions they searched for an answer online prior to responding.

Rapid online surveys are a promising method to assess and track knowledge and perceptions in the midst of rapidly evolving infectious disease outbreaks. Such assessments are crucial because ensuring that the general public is well informed about a condition like COVID-19 could reduce unnecessary anxiety as well as reduce disease transmission and thus ultimately save lives.
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Abstract

Background: Polycystic ovary syndrome (PCOS) is a common reproductive and metabolic disorder in women; however, many clinicians may not be well versed in scientific advances that aid understanding of the associated reproductive, metabolic, and psychological abnormalities. Women with PCOS are dissatisfied with health care providers, the diagnostic process, and the initial treatment of PCOS and seek information through alternative sources. This has affected the patient-physician relationship by allowing medical information acquired through the internet, whether correct or not, to become accessible to patients and reshape their health care perspective. Patient dissatisfaction with health care providers regarding PCOS raises questions about the responsibilities of academic institutions to adequately train and maintain the competence of clinicians and government agencies to sufficiently support scientific investigation in this field.

Objective: The primary aim was to examine internet searching behaviors of the public regarding PCOS vs another highly prevalent gynecologic disorder. The secondary aim was to explore satisfaction with health care among patients with PCOS and their internet use. The tertiary aim was to examine medical education in reproductive endocrinology and infertility (REI) during obstetrics and gynecology (Ob/Gyn) residency as a proxy for physician knowledge in this field.

Methods: Google search trends and StoryBase quantified monthly Google absolute search volumes for search terms related to PCOS and fibroids (January 2004 to December 2017; United States). The reproductive disorder, fibroids, was selected as a comparison group because of its high prevalence among women. Between female groups, monthly absolute search volumes and their trends were compared. A Web-based questionnaire (June 2015 to March 2018) explored health care experiences and the internet use of women with PCOS. REI rotation information during Ob/Gyn residency in the United States was obtained from the Association of Professors of Gynecology and Obstetrics website.

Results: For PCOS (R=0.89; P<.01), but not fibroids (R=0.09; P=.25), monthly absolute search volumes increased significantly. PCOS-related monthly absolute search volumes (mean 384,423 searches, SD 88,756) were significantly greater than fibroid-related monthly absolute search volumes (mean 348,502 searches, SD 37,317; P<.05). PCOS was diagnosed by an Ob/Gyn in 60.9% (462/759) of patients, and 57.3% (435/759) of patients were dissatisfied with overall care. Among patients with PCOS, 98.2% (716/729) searched for PCOS on the Web but only 18.8% (143/729) of patients joined an online PCOS support group or forum. On average, Ob/Gyn residencies dedicated only 4% (2/43) of total block time to REI, whereas 5.5% (11/200) of such residencies did not offer any REI rotations.

Conclusions: Over time, PCOS has been increasingly searched on the Web compared with another highly prevalent gynecologic disorder. Patients with PCOS are dissatisfied with their health care providers, who would benefit from an improved understanding of PCOS during Ob/Gyn residency training.
Introduction

Background

Polycystic ovary syndrome (PCOS) is a common reproductive and metabolic disorder in women, characterized by hyperandrogenism, menstrual irregularity, and polycystic ovarian morphology. Various PCOS phenotypes and different diagnostic criteria, as proposed by the National Institutes of Health (NIH), Rotterdam criteria, and the Androgen Excess and PCOS Society, often confuse both clinicians and the general public alike [1]. Moreover, many clinicians are not well versed in scientific advances that aid understanding of the reproductive, metabolic, and psychological abnormalities associated with PCOS. In a recent survey of gynecologists and reproductive endocrinologists, more than one-fourth of respondents did not know which PCOS diagnostic criteria they used and were unlikely to recognize associated comorbidities, complications, and benefits of lifestyle modification [2]. Worldwide, more than one-third of women see 3 different health care providers over 2 years before receiving a PCOS diagnosis [3]. Consequently, women with PCOS are dissatisfied with health care providers, the diagnostic process, and the initial treatment of PCOS [3-5] and seek information regarding weight loss, irregular menses, infertility, and excess hair growth through alternative sources [5-8]. This has led to the organization of educational events, such as the PCOS Awareness Symposium by PCOS Challenge, Inc, held at the University of California, Los Angeles (UCLA), in 2015, to provide the general public with up-to-date education on the diagnosis and management of PCOS as a crucial public health priority [9].

Public dissatisfaction with health care providers regarding PCOS care also raises questions about the responsibility of academic institutions to adequately train and maintain competence of clinicians in the care of women with PCOS. This responsibility also extends to government agencies to sufficiently support scientific investigation for research in PCOS.

Worldwide internet use now provides important health care information to everyone, with search engines, such as Google, improving the way one interacts with the world to ask questions and receive answers. Consequently, acquiring medical information through the internet has affected the patient-physician relationship by allowing information, whether correct or not, to become accessible to patients and reshape the perspective of their health care. In support of this, a study of online search behavior in the United States has shown that 72% of internet users use a search engine to obtain information about health care and clinical research [10-15]. Therefore, we hypothesized that increased public dissatisfaction with PCOS health care can be measured through exaggerated internet use.

Objectives

The primary aim of this study was to examine internet searching behaviors by the public regarding PCOS vs another highly prevalent gynecologic disorder (ie, fibroids). The secondary aim was to explore satisfaction with health care and use of the internet in patients with PCOS using a survey. The tertiary aim was to examine medical education in reproductive endocrinology and infertility (REI) during obstetrics and gynecology (Ob/Gyn) residency as a proxy for physician knowledge in this field.

Methods

Patient Survey

Institutional review board approval was obtained from UCLA to develop an open online survey oriented toward women with PCOS. This questionnaire assessed health care satisfaction and whether respondents sought Web-based information related to their health care. The survey was developed after the PCOS Awareness Symposium held at UCLA in 2015 and started recruitment during June of that year until March 2018, following the identification of critical education and health care gaps. Recruitment was voluntary and accomplished through in-person requests, campus flyers, and advertisement on the Ob/Gyn departmental PCOS website with the wording “Do you have PCOS and are 18 years of age or older? If so, we would like to invite you to participate in a survey” [16]. The website was secured, contained relevant information for those interested in PCOS, and provided our survey to any patient with PCOS.

The usability and technical functionality of the survey were tested beforehand, and patients were informed of the survey’s purpose, length, and principal investigator. The survey’s length was 5 pages with six to eight questions per page, which were not adaptive, randomized, or with a review step. No incentives were offered to complete the survey, and no personal identifying information was collected. Women had the option to email or mail the survey to the research team. The data were then checked for completeness and entered by the research team into the secured UCLA research electronic data capture system. Paper copies were stored in locked offices, and data spreadsheets were kept on password-protected computers. Each completed item in the survey was analyzed independently, and missing response rates were provided.

Google Trends

Google Trends is commonly used to monitor internet activities related to certain keywords by reporting an index of search activity. The fraction of queries that include the search term in a specific geography (ie, the United States) at a particular time relative to the total number of queries is measured by this index. The resulting numbers, defined as relative search volumes, are then scaled with the maximum value set at 100 [11,17]. Data regarding PCOS were compared with that of fibroids as another highly prevalent female reproductive disorder (NIH-defined PCOS, approximately 7% of reproductive-aged women; fibroids, approximately 70%-80% of women by age 50 years) [18,19]. Google Trends first examined the online search trend by generating monthly relative search volumes for the search terms.
Polycystic Ovary Syndrome, PCOS, or Polycystic Ovarian Syndrome from January 2004 to December 2017 in the United States. This trend for PCOS was then compared with that for fibroids with the search terms Fibroid, Fibroids, Uterine Fibroid, Uterine Fibroids, Leiomyoma, and Myoma over the same time interval.

Unlike Google Trends, search engine optimization (SEO) tool StoryBase (SEO.dk, Lyngby, Denmark) shows absolute search volumes but only does so for the preceding 12 months. Therefore, using this tool, the monthly absolute search volumes throughout 2017 were generated to calculate the yearly absolute search volume. The 2017 relative search volume was then obtained by adding the corresponding monthly relative search volumes obtained by querying the search terms from 2004 to 2017 with Google Trends. The absolute search volume from 2017 was then divided by the 2017 relative search volume, and from this, the absolute search volume for each relative search volume unit was calculated. Using this value along with the monthly relative search volume for each individual month in the study period, the corresponding monthly absolute search volumes were calculated.

Data were analyzed using SPSS version 22 (IBM Corp, Armonk, NY). Linear regression was used to examine the search trend of PCOS- and fibroid-related terms over time. The mean cumulative monthly absolute search volume of PCOS-related terms was compared with that of fibroid-related terms with an unpaired Student t test.

SEO tool StoryBase (SEO.dk, Google, Mountain View, California) was also used to obtain the top 200 questions related to the PCOS search terms. These questions were then classified according to their content (definition, treatment, fertility, etc), and a top 10 list of related questions was created.

Obstetrics and Gynecology Residency Training
The percentage of block time devoted to REI during Ob/Gyn residency was examined, as information regarding PCOS-related questions correctly answered through the Council on Resident Education in Obstetrics and Gynecology (CREOG) examination was unavailable. The list of Ob/Gyn residency programs in the Association of Professors of Gynecology and Obstetrics (APGO) website was searched. Only programs in the United States were included, and all residency programs were classified as either university-based programs or non-university-based programs if they were either university-affiliated or community-based programs, respectively. For the latter, the Fellowship and Residency Electronic Interactive Database of the American Medical Association website [20] was reviewed. The characteristics of each program were searched, including numbers of graduating residents and REI rotations as well as percentages of rotation blocks spent in REI during residency. Rotation blocks instead of months were used as an outcome variable, as rotation duration was not consistently described. If listed, REI was assumed to be one block unless described otherwise. When one block was divided among multiple rotations, equal duration distribution was assumed. For example, if a block was labeled REI, breast and US, REI was recorded as one-third of a block.

Results

Patient Survey
Demographic characteristics of the 759 respondents to the UCLA-based PCOS survey are shown in Table 1. Most respondents were diagnosed by an Ob/Gyn physician (462/759, 60.9%) and were often dissatisfied with explanations for the cause of their PCOS (319/759, 42.0%), treatment of their symptoms (389/759, 51.2%), and/or overall care of their symptoms (435/759, 57.3%; Table 2).

When asked about whether they had searched the internet for information about PCOS, 98.2% (716/729) of respondents replied yes, and 1.8% (13/729) replied no. Moreover, 3.9% (30/759) of women did not provide an answer. Only 18.8% (143/759) of respondents, however, had joined an online PCOS support group or forum.
Table 1. Demographic characteristics of survey respondents (n=759).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Women, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age at survey response (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>366 (48.2)</td>
</tr>
<tr>
<td>26-35</td>
<td>283 (37.3)</td>
</tr>
<tr>
<td>36-50</td>
<td>89 (11.7)</td>
</tr>
<tr>
<td>≥51</td>
<td>7 (0.9)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>14 (1.8)</td>
</tr>
<tr>
<td><strong>Age of first symptoms (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>23 (3.0)</td>
</tr>
<tr>
<td>10-15</td>
<td>226 (29.8)</td>
</tr>
<tr>
<td>16-25</td>
<td>385 (50.7)</td>
</tr>
<tr>
<td>26-35</td>
<td>96 (12.7)</td>
</tr>
<tr>
<td>≥36</td>
<td>16 (2.1)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>13 (1.7)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>363 (47.8)</td>
</tr>
<tr>
<td>African American</td>
<td>107 (14.1)</td>
</tr>
<tr>
<td>East Asian</td>
<td>25 (3.3)</td>
</tr>
<tr>
<td>South Asian</td>
<td>70 (9.2)</td>
</tr>
<tr>
<td>Native American or Alaskan native</td>
<td>14 (1.8)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Mixed</td>
<td>52 (6.9)</td>
</tr>
<tr>
<td>Other</td>
<td>117 (15.4)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>10 (1.3)</td>
</tr>
<tr>
<td><strong>Ethnic background</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>103 (13.6)</td>
</tr>
<tr>
<td>Non-Hispanic or Latino</td>
<td>602 (79.3)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>54 (7.1)</td>
</tr>
</tbody>
</table>
Table 2. Survey of polycystic ovary syndrome patient satisfaction (n=759).

<table>
<thead>
<tr>
<th>PCOS survey questions</th>
<th>Women, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you received a formal diagnosis of PCOS by a health care professional?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>640 (84.3)</td>
</tr>
<tr>
<td>No</td>
<td>59 (7.8)</td>
</tr>
<tr>
<td>Not sure</td>
<td>50 (6.6)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>10 (1.3)</td>
</tr>
<tr>
<td>What was the specialty of the doctor who diagnosed you with PCOS?</td>
<td></td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>462 (60.9)</td>
</tr>
<tr>
<td>Family medicine</td>
<td>106 (14.0)</td>
</tr>
<tr>
<td>Medical endocrinology</td>
<td>47 (6.2)</td>
</tr>
<tr>
<td>Reproductive endocrinology and infertility</td>
<td>34 (4.5)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>17 (2.2)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>15 (2.0)</td>
</tr>
<tr>
<td>Pediatric endocrinology</td>
<td>9 (1.2)</td>
</tr>
<tr>
<td>Other specialties</td>
<td>42 (5.5)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>27 (3.5)</td>
</tr>
<tr>
<td>How many doctors did you see for your symptoms before you received a diagnosis of PCOS?</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>275 (36.2)</td>
</tr>
<tr>
<td>2</td>
<td>213 (28.1)</td>
</tr>
<tr>
<td>3</td>
<td>126 (16.6)</td>
</tr>
<tr>
<td>4</td>
<td>58 (7.6)</td>
</tr>
<tr>
<td>5</td>
<td>23 (3.0)</td>
</tr>
<tr>
<td>≥6</td>
<td>35 (4.6)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>29 (3.8)</td>
</tr>
<tr>
<td>At the time of your diagnosis, how satisfied were you with the explanation you received about the cause of PCOS?</td>
<td></td>
</tr>
<tr>
<td>Completely satisfied</td>
<td>79 (10.4)</td>
</tr>
<tr>
<td>Mostly satisfied</td>
<td>158 (20.8)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>179 (23.6)</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>319 (42.0)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>24 (3.2)</td>
</tr>
<tr>
<td>At the time of your diagnosis, how satisfied were you with the initial explanation of your treatment options for managing your PCOS symptoms?</td>
<td></td>
</tr>
<tr>
<td>Completely satisfied</td>
<td>56 (7.4)</td>
</tr>
<tr>
<td>Mostly satisfied</td>
<td>119 (15.7)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>167 (22.0)</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>389 (51.2)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>28 (3.7)</td>
</tr>
<tr>
<td>At the present time, how satisfied are you with the medical care you are receiving for your PCOS?</td>
<td></td>
</tr>
<tr>
<td>Completely satisfied</td>
<td>38 (5.0)</td>
</tr>
<tr>
<td>Mostly satisfied</td>
<td>106 (14.0)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>150 (19.8)</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>435 (57.3)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>30 (3.9)</td>
</tr>
</tbody>
</table>

Since your diagnosis, have you sought medical care for PCOS from a health care provider other than the one who diagnosed your PCOS?
<table>
<thead>
<tr>
<th>PCOS survey questions</th>
<th>Women, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>322 (42.4)</td>
</tr>
<tr>
<td>No</td>
<td>402 (53.0)</td>
</tr>
<tr>
<td>Missing answers</td>
<td>35 (4.6)</td>
</tr>
</tbody>
</table>

*PCOS: polycystic ovary syndrome.

**Google Trends**

Using Google Trends and SEO tool StoryBase (SEO.dk), we found that during the entire study period, there was a significant increase in the monthly absolute search volume of PCOS-related ($R=0.89; P<.01$), but not fibroid-related ($R=0.09; P=.25$), terms (Figure 1). Consequently, the mean monthly absolute search volume of PCOS-related terms between 2004 and 2017 was significantly greater than that of fibroid-related terms (PCOS: mean 384,423 searches, SD 88,756; fibroids: mean 348,502 searches, SD 37,317; $P<.01$) over the same time interval.

**Figure 1.** Monthly absolute search volumes for polycystic ovary syndrome and fibroids. PCOS: polycystic ovary syndrome.

The SEO tool StoryBase (SEO.dk) also examined the top 200 questions related to PCOS search terms by popularity, and these questions were then classified according to content with the top 10 PCOS-related questions listed in Textbox 1. Ten different topics related to PCOS were included within the first 22 questions. Among them, 23% (5/22) of topics were related to the PCOS definition, 14% (3/22) to availability of a cure, 14% (3/22) to achieving pregnancy, 14% (3/22) to diagnosis and testing, 9% (2/22) to weight control, 9% (2/22) to metformin, and 5% (1/22) related to other issues.

**Textbox 1.** Top 10 online questions related to polycystic ovary syndrome.

- What is polycystic ovary syndrome (PCOS)?
- How to get pregnant with PCOS?
- How to lose weight with PCOS?
- What causes PCOS?
- How to treat PCOS?
- How is PCOS diagnosed?
- What does metformin do for PCOS?
- Can PCOS be cured?
- Can PCOS go away?
- What is PCOS symptoms?
Obstetrics and Gynecology Residency Training

The APGO website provided the proportion of REI rotations among Ob/Gyn residencies in the United States. Of the 206 listed Ob/Gyn programs, six were excluded because of the lack of information about rotations. Of the remaining 200 Ob/Gyn programs, 57.5% (115/200) were university-based programs, and 42.5% (85/200) were non–university-based programs. University-based Ob/Gyn programs had 722 fourth-year residents listed, whereas non–university-based Ob/Gyn programs had 376 such residents. On average, university-based and non–university-based Ob/Gyn programs spent 4% (2/41) and 4% (2/46) of their residency blocks in REI, respectively. A formal REI rotation (ie, at least one complete block) was part of the Ob/Gyn residency curriculum in 92.0% (184/200) of programs, whereas 5.5% (11/200) did not list any REI rotation among their blocks.

Discussion

Principal Findings

This study demonstrates that the number of PCOS-related searches by Google has progressively increased over the past decade, with a heightened interest in PCOS shared by 98.2% (716/729) of respondents in our survey. The most common PCOS-related questions searched by Google pertained to its causes, definition, management, and natural history, with the most common PCOS-related question searched by Google being “What is PCOS?”. Ironically, this question is not addressed by the American College of Obstetricians and Gynecologists patient education document about frequently asked questions for PCOS [21].

Specifically, 57.3% (435/759) of respondents in our survey were dissatisfied with their health care, with 42.0% (319/759) and 51.2% (389/759) of the same individuals being dissatisfied with explanations regarding the cause or treatment of PCOS, respectively. Only one in 5 of our respondents had joined an online PCOS support group or forum perhaps because of their preference for independent learning or anxiety to share personal experiences with others [22]. Furthermore, 42.4% (322/759) of survey respondents sought care from a health care provider other than the one who diagnosed PCOS.

A recent survey of gynecologists and reproductive endocrinologists by Dokras et al [2] has shown that 27.2% of these clinicians do not know the diagnostic criteria for PCOS they used. Although more than 85% of clinicians were aware of cardiometabolic comorbidities, fewer gynecologists recognized in patients with PCOS the possibility of concomitant mood-affective disorders, reduced quality of life, or the benefits of lifestyle modification [2].

These findings raise concerns regarding Ob/Gyn resident education on the diagnosis and management of PCOS-related reproductive and metabolic abnormalities, particularly as obstetrician/gynecologists were responsible for diagnosing PCOS in 60.9% (462/759) of our survey respondents. Our data further show that Ob/Gyn residency programs in the United States provide on average only 4% (2/43) of total block time to REI, with 5.5% (11/200) of such residencies not offering any REI rotation at all. Although Ob/Gyn residency programs often address the management of common PCOS-related symptoms, such as irregular menses and excess hair growth, such programs likely limit the clinical exposure of residents to complex PCOS-related metabolic and reproductive abnormalities that often exist within the context of assisted reproduction. Improved Ob/Gyn resident education on PCOS requires a revised curriculum that carefully integrates REI with primary health care aspects of Ob/Gyn. In this manner, REI specialists can interact with Ob/Gyn generalists to provide residents with a complete understanding of PCOS, along with its adverse reproductive and metabolic consequences and individualized clinical management.

Obstetrician/gynecologists also need to maintain their knowledge of recent advances in the field of PCOS. In July 2018, a new set of international guidelines was published for diagnosing and treating PCOS [23] with the goal of improving the clinical care of women with PCOS by physicians of various specialties. Continuing medical education courses that address up-to-date clinical guidelines could aid in this goal, particularly if they incorporate interactive cases or modules aimed at improving patient outcomes [24]. In support of this goal, professional societies should continue to promote interactive physician education, whereas government funding for PCOS research should be increased from its currently underfunded state (vs other chronic conditions) [25] to provide personalized, state-of-the-art health care for all women with PCOS based on multidisciplinary translational research.

The strengths of our study include the innovative use of Google to assess public internet searching behaviors regarding PCOS vs another highly prevalent gynecologic disorder. Information acquired over a decade regarding public interest in PCOS and questions asked online, supported by our survey, call for Ob/Gyn residency programs to improve clinical training in PCOS and for professional societies to maintain relevant educational materials.

Limitations

Limitations to our study include uncertainty as to whether individuals searching the internet for PCOS information were women affected by this syndrome or not. Sampling bias toward individuals dissatisfied with PCOS health care may also have affected our survey. In addition, information was unavailable regarding PCOS-related questions answered correctly by the CREOG examination as a measure of residents’ competency in PCOS. In addition, the APGO and American Medical Association Fellowship and Residency Electronic Interactive Database websites may not have accurately represented the present Ob/Gyn residency curricula.

Comparison With Prior Work

Our findings agree with those of previous studies, in which women with PCOS seek health information on the internet [7] in a manner similar to that of individuals with other health issues [26]. That internet searches regarding PCOS exceeded those of fibroids, a highly prevalent gynecologic disorder, supports a previous report of significant patient dissatisfaction with health care regarding PCOS [4]. Unfortunately, sources such as
teenagers’ and other women’s digital magazines have social values and beliefs about women with PCOS embedded in the articles [27], further highlighting the need to provide patients with accurate and satisfactory information at the time of diagnosis.

In addition, 42.4% (322/759) of survey respondents sought care from a health care provider other than the one who diagnosed PCOS. In support of this, 60% of women in a previous study sought more than one health care provider before being diagnosed with PCOS [4,5].

Conclusions

Growing public use of internet PCOS search items above that of other highly prevalent gynecological disorder accompanies growing patient dissatisfaction with PCOS-related health care. Improved clinical care for women with PCOS, combined with continued scientific advances in this important area of women’s health care, calls for academic medical institutions to improve education for clinicians to maintain current knowledge and for government agencies to increase research funding for PCOS as the most common endocrine disorder in women.
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Abstract

Background: The recent coronavirus disease (COVID-19) pandemic is taking a toll on the world’s health care infrastructure as well as the social, economic, and psychological well-being of humanity. Individuals, organizations, and governments are using social media to communicate with each other on a number of issues relating to the COVID-19 pandemic. Not much is known about the topics being shared on social media platforms relating to COVID-19. Analyzing such information can help policy makers and health care organizations assess the needs of their stakeholders and address them appropriately.

Objective: This study aims to identify the main topics posted by Twitter users related to the COVID-19 pandemic.

Methods: Leveraging a set of tools (Twitter’s search application programming interface (API), Tweepy Python library, and PostgreSQL database) and using a set of predefined search terms (“corona,” “2019-nCov,” and “COVID-19”), we extracted the text and metadata (number of likes and retweets, and user profile information including the number of followers) of public English language tweets from February 2, 2020, to March 15, 2020. We analyzed the collected tweets using word frequencies of single (unigrams) and double words (bigrams). We leveraged latent Dirichlet allocation for topic modeling to identify topics discussed in the tweets. We also performed sentiment analysis and extracted the mean number of retweets, likes, and followers for each topic and calculated the interaction rate per topic.

Results: Out of approximately 2.8 million tweets included, 167,073 unique tweets from 160,829 unique users met the inclusion criteria. Our analysis identified 12 topics, which were grouped into four main themes: origin of the virus; its sources; its impact on people, countries, and the economy; and ways of mitigating the risk of infection. The mean sentiment was positive for 10 topics and negative for 2 topics (deaths caused by COVID-19 and increased racism). The mean for tweet topics of account followers ranged from 2722 (increased racism) to 13,413 (economic losses). The highest mean of likes for the tweets was 15.4 (economic loss), while the lowest was 3.94 (travel bans and warnings).

Conclusions: Public health crisis response activities on the ground and online are becoming increasingly simultaneous and intertwined. Social media provides an opportunity to directly communicate health information to the public. Health systems should work on building national and international disease detection and surveillance systems through monitoring social media. There is also a need for a more proactive and agile public health presence on social media to combat the spread of fake news.

KEYWORDS  
coronavirus, COVID-19; SARS-CoV-2; 2019-nCov; social media; public health; Twitter; infoveillance; infodemiology; health informatics; disease surveillance
Introduction

Since the 1980s, human disease outbreaks have become increasingly frequent and diverse due to a plethora of ecological, environmental, and socioeconomic factors [1]. The family of coronaviruses was not considered to be highly pathogenic until 2003 and 2012 with the appearance of the severe acute respiratory syndrome in China followed by the Middle East respiratory syndrome in Saudi Arabia [2,3]. In December 2019, a series of patients with pneumonia of an unknown cause emerged in Wuhan, China [4]. Through contact tracing, these patients were linked back to a seafood and wet animal wholesale market in Wuhan [4]. To further investigate the symptoms, Chinese authorities conducted deep sequence analysis that provided ample evidence that the novel coronavirus was the causative agent of the disease [4], which is now known as the coronavirus disease (COVID-19). Since then, COVID-19 has quickly spread in China and other countries around the world. The disease is highly infectious, and, on average, each patient can spread the infection from 2 to 4 other individuals [5]. Worldwide, a total of 1,279,722 cases of COVID-19 and 72,614 deaths were confirmed in 212 countries by April 7, 2020 [6].

With the worldwide spread of the COVID-19 infection, individual activity on social media platforms such as Facebook, Twitter, and YouTube began to increase. A number of studies have shown that social media can play an important role as a source of data for detecting outbreaks but also in understanding public attitudes and behaviors during a crisis as a way to support crisis communication and health promotion messaging [7-11]. To assist public health professionals to make better decisions and aid their public health monitoring, advanced surveillance systems are developed to sort through large amounts of real time data from social media concerning public health information on a global scale [7]. Publicly accessible data posted on social media platforms by users around the world can be used to quickly identify the main thoughts, attitudes, feelings, and topics that are occupying the minds of individuals in relation to the COVID-19 pandemic. Such data can help policymakers, health care professionals, and the public identify primary issues that concern and address them in a more appropriate manner.

A growing body of literature has been centered on examining the use of Twitter for public health research. A systematic review paper identified six main uses of Twitter for public health: analysis of shared content, surveillance of public health topics or diseases, public engagement, recruitment of research participants, Twitter-based public health interventions, and network analysis of Twitter users [9]. Other studies analyzed Twitter data for sentiment analysis [12] and the use of Twitter to propagate credible vaccine-related web pages [8]. Building on previous work, this study aims to identify the main topics posted by Twitter users related to the COVID-19 pandemic. Analyzing such information can help policy makers and health care organizations assess the needs of their stakeholders and address them in an appropriate and relevant manner.

Methods

Data Collection

We collected coronavirus-related tweets between February 2, 2020, and March 15, 2020, using the Twitter standard search application programming interface (API) consisting of a set of predefined search terms (“corona,” “2019-nCov,” and “COVID-19”), which are the most widely used scientific and news media terms relating to the novel coronavirus. We extracted and stored the text and metadata of the tweets using the time stamp, number of likes and retweets, and user profile information including the number of followers. We stored the tweets in a database table, where the primary key of the table was tweet ID. As a result, the duplicates were not stored in our database. Only English language tweets were collected in the study. Since the metadata of tweets such as the number of likes and retweets might change over time, we recollected the updated metadata of the tweets at the end of the study period using the tweet IDs of the already collected tweets. Twitter standard search API allows the access of old tweets using tweet IDs. We used the Tweepy Python (Python Software Foundation) library for accessing the Twitter API and PostgreSQL (PostgreSQL Global Development Group) database for storing the collected tweets.

Data Preprocessing

We identified non-English tweets using the language field in the tweets metadata and removed them from the analysis. We identified and removed retweets from the analysis. We also removed punctuation, stop words such as an and the, and nonprintable characters such as emojis from the tweets. We normalized Twitter user mentions by converting, for example, “@Alaa” to “@username.” Furthermore, various forms of the same word (eg, travels, traveling, and travel’s) were lemmatized by converting them to the main word (eg, travel) using the WordNetLemmatizer module of the Natural Language Toolkit Python library. The data preprocessing is depicted in Figure 1. Following the terms and conditions, terms of use, and privacy policies of Twitter, all data were anonymized and were not reported verbatim to any third party.
Data Analysis
The processed tweets were analyzed using word frequencies of single words (unigram) and double-word (bigrams) combinations, and they were visualized through word clouds to identify the most common topics. In addition, we used the topic modeling technique [13] to identify the most common topics in the tweets. Topic modeling is an unsupervised machine learning technique that can find clusters in a collection of documents (tweets in this case). We used the latent Dirichlet allocation (LDA) algorithm from the Python sklearn package. LDA requires a fixed set of topics, where each topic is represented by a set of words. The objective of LDA is to map the given documents to the set of topics so that the words in each document are mostly captured by those topics. LDA is a widely used topic modeling algorithm. We used it to find natural clusters in the language of tweets. We applied topic modeling by specifying the number of topics required by the LDA to separate the set of tweets into various clusters. Based on our previous work, we selected 30 to be the number of topics for running the LDA [14].

We took the top representative words of each of the 30 topics produced by the LDA topic modelling algorithm (see LDA output in Multimedia Appendix 1) and the common words from the word cloud (see word cloud in Multimedia Appendix 2) and manually analyzed both sets of words. From this manual analysis, the authors reached a consensus on 12 topics and associated terms, unigram and bigram, for each topic (see associated terms for each topic in Multimedia Appendix 3). These terms were used to classify tweets, using a rule-based classification script, into different topics and compute the prevalence of each topic.

Next, we developed a rule-based classification script written in Python to check for the presence of any of the preidentified unigrams and bigrams in each tweet. The classification script used a simple string-matching technique to see if a given tweet contains the selected keywords of the topics. A tweet that contained a selected keyword related to a certain topic was classified as belonging to that topic.

We also performed other analyses such as sentiment analysis, which extracts the mean number of retweets, likes, and followers for each topic and then calculates the interaction rate for each topic. The sentiment analysis was performed on the tweet text using the Python textblob library. The sentiment score varied between -1.0 to 1.0, with -1.0 as the most negative text and 1.0 as the most positive text. We calculated the mean sentiment and the mean number of likes, retweets, and followers for each topic. We also calculated the interaction rate for each topic by summing the total number of retweets and likes per topic divided by the sum of the total number of followers per topic. These measures provided additional insight into the topics and users who posted in these topics.

Results
Search Results
As shown in Figure 2, a total of 2,787,247 tweets were obtained between February 2, 2020, and March 15, 2020. Of these tweets, 1,636,422 (58.71%) non-English tweets were removed. Of the 1,150,825 remaining English tweets, 735,182 (63.88%) retweets were excluded. A further 248,570 (21.60%) tweets with no coronavirus-related terms in the text were also removed. These tweets were captured by Twitter API either because the name or the profile description of users matched the search terms. Accordingly, the study analyzed 167,073 unique tweets from 160,829 unique users.
Results of Tweet Analysis

Topics Emerged From Tweets

We identified 12 topics from the analyzed tweets. The 12 topics were grouped into four themes: the origin of COVID-19, the source of a novel coronavirus, the impact of COVID-19 on people and countries, and the methods for decreasing the spread of COVID-19. Table 1 summarizes the prevalence of the identified topics. Values on the diagonal of the table refer to numbers and percentages of tweets in a topic, and values in the off-diagonal of the table indicate numbers and percentages of tweets in the intersection of the two topics. For instance, a hypothetical tweet such as “while the death toll due to COVID-19 continues to rise, the travel ban imposed by countries to limit the spread of coronavirus infection started to affect the daily life of many people” could be classified under travel and death. The value at the intersection for these 2 topics in the table represents the number and percentage of tweets containing keywords related to both topics. More details about themes in these topics are elaborated in the following subsections.

Theme 1: Origin of COVID-19

This theme contains two topics that discuss the origin of COVID-19. The first topic was China, which was the most common topic of all identified topics. Tweeters talked about China as it was the country where the novel coronavirus originated from. The second topic was the outbreak. The tweets in this topic talked about the details of the outbreak, such as how, when, and where the outbreak emerged.

Theme 2: Source of the Novel Coronavirus

This theme included tweets about the causes leading to the transfer of COVID-19 to humans. Tweeters identified two sources of a novel coronavirus, which formed two topics in this study: eating meat and developing bioweapons. The former topic (eating meat) was identified in tweets mentioning the role of meat in the spread of COVID-19. Most of these tweets blamed nonvegetarians for the outbreak of COVID-19 and asked them to stop eating meat to stop the coronavirus spread. The latter topic (bioweapon) was formed by the tweets of individuals debating whether or not the COVID-19 virus originated from a Chinese biological military laboratory.

Theme 3: Impact of COVID-19 on People and Countries

The third theme was generated from tweets about the influence of COVID-19 on people, companies, and countries. The tweets in this theme identified six effects of COVID-19, which also formed six topics. The first topic related to the number of deaths caused by COVID-19. The tweets that belonged to this topic mainly showed statistics and numbers of deaths caused by a coronavirus in different cities and countries.

The second topic was the fear and stress caused by COVID-19. Twitter users in these tweets expressed their fear and stress about the coronavirus due to its quick spread and the lack of treatments or vaccines for the disease caused by the coronavirus.

The third topic was related to the effects of COVID-19 on travel from and to China and other countries. These tweets mostly discussed flight cancellations, postponements, travel bans, and restrictions as well as travel warnings imposed by many countries due to the coronavirus pandemic.

The impact of COVID-19 on the economy was the fourth topic. These tweets mostly showed actual or expected losses in the economy of many companies and countries due to, for example, closure of markets, a decrease of oil demands, delays in production, and canceling of important events, which came as a result of the COVID-19 outbreak.

Panic buying was the fifth topic identified. These tweets talked about how individuals in many countries became panic buyers in preparation for curfews, lockdowns, and stay-at-home orders due to the COVID-19 pandemic, and how supermarkets and shops controlled and prevented panic buying.
The last topic identified in this theme related to racism. Specifically, users in most of the tweets reported the spreading of racist, prejudiced, and xenophobic attacks (e.g., rude comments or dirty looks) against East Asians given that COVID-19 originated from their countries.

**Theme 4: Methods for Decreasing the Spread of COVID-19**

The last theme brought together tweets that discussed methods for decreasing the spread of COVID-19. Two methods were identified from these tweets and formed the following two topics: wearing masks and the quarantine of people. Most of the tweets from the former topic talked about either the importance of face masks in decreasing the outbreak of the coronavirus or their shortage in several countries. Most of the tweets from the latter topic were about quarantining individuals who were infected with or suspected to have the coronavirus to reduce or prevent the spread of the disease.

As shown in the off-diagonal values in Table 1, the most common topic overlap was between China and deaths caused by COVID-19, followed by China and eating meat, China and the outbreak of COVID-19, deaths caused by COVID-19 and eating meat, and China and fear and stress about COVID-19.

### Table 1. Numbers and percentages of tweets (N=167,073) related to each topic (diagonal values) and at the intersection of two topics (off-diagonal values).

<table>
<thead>
<tr>
<th>China, n (%)</th>
<th>Outbreak of COVID-19, n (%)</th>
<th>Eating meat, n (%)</th>
<th>Developing bioweapon, n (%)</th>
<th>Deaths caused by COVID-19, n (%)</th>
<th>Fear and stress about COVID-19, n (%)</th>
<th>Travel bans and warnings, n (%)</th>
<th>Economic losses, n (%)</th>
<th>Panic buying, n (%)</th>
<th>Increased racism, n (%)</th>
<th>Wearing masks, n (%)</th>
<th>Quarantining subjects, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>27,128 (16.24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outbreak of COVID-19</td>
<td>2776 (1.66)</td>
<td>7468 (4.47)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating meat</td>
<td>4200 (2.51)</td>
<td>560 (0.34)</td>
<td>12,772 (7.65)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developing bioweapon</td>
<td>808 (0.48)</td>
<td>151 (0.09)</td>
<td>220 (1.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths caused by COVID-19</td>
<td>1820 (1.09)</td>
<td>484 (0.29)</td>
<td>841 (0.50)</td>
<td>137 (0.08)</td>
<td>1421 (0.85)</td>
<td>8785 (5.26)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear and stress about COVID-19</td>
<td>912 (0.55)</td>
<td>424 (0.25)</td>
<td>175 (0.10)</td>
<td>25 (0.01)</td>
<td>313 (0.19)</td>
<td>339 (0.20)</td>
<td>4358 (2.61)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel bans and warnings</td>
<td>1019 (0.61)</td>
<td>273 (0.16)</td>
<td>208 (0.12)</td>
<td>65 (0.04)</td>
<td>192 (0.11)</td>
<td>198 (0.12)</td>
<td>67 (0.04)</td>
<td>2565 (1.54)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic losses</td>
<td>598 (0.36)</td>
<td>175 (0.10)</td>
<td>115 (0.07)</td>
<td>39 (0.02)</td>
<td>183 (0.11)</td>
<td>161 (0.10)</td>
<td>83 (0.05)</td>
<td>826 (0.49)</td>
<td>2161 (1.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic buying</td>
<td>614 (0.37)</td>
<td>98 (0.06)</td>
<td>134 (0.08)</td>
<td>7 (0.01)</td>
<td>191 (0.11)</td>
<td>192 (0.11)</td>
<td>32 (0.02)</td>
<td>9 (0.01)</td>
<td>22 (0.01)</td>
<td>2136 (1.28)</td>
<td></td>
</tr>
<tr>
<td>Increased racism</td>
<td>560 (0.34)</td>
<td>221 (0.13)</td>
<td>166 (0.10)</td>
<td>16 (0.01)</td>
<td>293 (0.18)</td>
<td>218 (0.13)</td>
<td>113 (0.07)</td>
<td>50 (0.03)</td>
<td>178 (0.10)</td>
<td>51 (0.03)</td>
<td>3397 (2.03)</td>
</tr>
<tr>
<td>Wearing masks</td>
<td>524 (0.31)</td>
<td>148 (0.09)</td>
<td>90 (0.05)</td>
<td>15 (0.01)</td>
<td>251 (0.15)</td>
<td>134 (0.08)</td>
<td>322 (0.19)</td>
<td>32 (0.02)</td>
<td>20 (0.01)</td>
<td>12 (0.01)</td>
<td>39 (0.02)</td>
</tr>
</tbody>
</table>

b—: not available.
Results of Sentiment and Interaction Rate Analysis

As shown in Table 2, the mean of sentiment was positive in all topics except two: deaths caused by COVID-19 and increased racism. The highest mean of positive sentiments was for the eating meat topic, followed by the wearing masks topic. The highest mean of negative sentiments was for “deaths caused by COVID-19” topic.

Table 2. Results of sentiment and interaction analysis for tweets (N=167,073).

<table>
<thead>
<tr>
<th>Topics</th>
<th>Sentiment, mean (SD)</th>
<th>Followers, mean (SD)</th>
<th>Likes, mean (SD)</th>
<th>Retweets, mean (SD)</th>
<th>Interaction rates</th>
<th>User mentions, n (%)</th>
<th>Link sharing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>0.028 (0.254)</td>
<td>5971.83 (182,938.26)</td>
<td>5.48 (128.42)</td>
<td>1.65 (51.08)</td>
<td>0.00120</td>
<td>10,323 (6.18)</td>
<td>11,041 (6.61)</td>
</tr>
<tr>
<td>Outbreak</td>
<td>0.037 (0.229)</td>
<td>20,498.22 (272,064.16)</td>
<td>6.48 (88.02)</td>
<td>2.69 (50.75)</td>
<td>0.00045</td>
<td>2038 (1.23)</td>
<td>3090 (1.85)</td>
</tr>
<tr>
<td>Eating meat</td>
<td>0.082 (0.282)</td>
<td>7177.12 (176,101.49)</td>
<td>12.34 (295.47)</td>
<td>7.09 (136.75)</td>
<td>0.00271</td>
<td>3815 (2.28)</td>
<td>7140 (4.27)</td>
</tr>
<tr>
<td>Developing bioweapon</td>
<td>0.016 (0.241)</td>
<td>3071.80 (22,697.08)</td>
<td>6.66 (114.81)</td>
<td>2.24 (37.53)</td>
<td>0.00290</td>
<td>1036 (0.62)</td>
<td>706 (0.42)</td>
</tr>
<tr>
<td>Deaths caused by COVID-19a</td>
<td>–0.057 (0.287)</td>
<td>9020.53 (204,289.34)</td>
<td>6.00 (86.42)</td>
<td>2.44 (39.75)</td>
<td>0.00094</td>
<td>6847 (4.10)</td>
<td>5924 (3.55)</td>
</tr>
<tr>
<td>Fear and stress about COVID-19</td>
<td>0.015 (0.247)</td>
<td>11,755.66 (310,842.61)</td>
<td>7.11 (129.05)</td>
<td>2.42 (48.22)</td>
<td>0.00081</td>
<td>3851 (2.30)</td>
<td>2693 (1.61)</td>
</tr>
<tr>
<td>Travel bans and warnings</td>
<td>0.032 (0.248)</td>
<td>9003.54 (154,933.20)</td>
<td>3.93 (33.27)</td>
<td>0.92 (8.07)</td>
<td>0.00054</td>
<td>2122 (1.27)</td>
<td>1210 (0.72)</td>
</tr>
<tr>
<td>Economic losses</td>
<td>0.035 (0.247)</td>
<td>13,361.82 (287,310.56)</td>
<td>15.33 (517.00)</td>
<td>3.58 (109.51)</td>
<td>0.00141</td>
<td>1225 (0.73)</td>
<td>846 (0.51)</td>
</tr>
<tr>
<td>Panic buying</td>
<td>0.031 (0.248)</td>
<td>12,121.17 (456,517.30)</td>
<td>4.07 (38.95)</td>
<td>0.89 (8.51)</td>
<td>0.00041</td>
<td>944 (0.56)</td>
<td>609 (0.36)</td>
</tr>
<tr>
<td>Increased racism</td>
<td>–0.033 (0.264)</td>
<td>2878.38 (64,604.27)</td>
<td>9.87 (80.57)</td>
<td>1.66 (14.89)</td>
<td>0.00400</td>
<td>685 (0.41)</td>
<td>427 (0.26)</td>
</tr>
<tr>
<td>Wearing masks</td>
<td>0.035 (0.262)</td>
<td>7557.34 (147,010.30)</td>
<td>8.08 (105.39)</td>
<td>1.88 (28.68)</td>
<td>0.00132</td>
<td>1200 (0.72)</td>
<td>1062 (0.64)</td>
</tr>
<tr>
<td>Quarantining subjects</td>
<td>0.012 (0.263)</td>
<td>6800.47 (87835.42)</td>
<td>5.64 (39.10)</td>
<td>1.90 (17.12)</td>
<td>0.00111</td>
<td>896 (0.54)</td>
<td>630 (0.38)</td>
</tr>
</tbody>
</table>


The mean of followers for tweeters who posted the collected tweets ranged from 2878 (in increased racism) to 13,361 followers (in economic losses). The economic loss topic had the highest mean of likes. On the other hand, travel ban and warning-related topics had the lowest mean of likes. The mean of retweets for the collected tweets varied between 0.89 (for panic buying) and 7.11 (for eating meat). The lowest interaction rate was for panic buying–related tweets, and the highest interaction rate was for racism-related tweets followed by bioweapon-related tweets and eating meat–related tweets (Table 2).

User mentions were the most common in China-related tweets, but they were the least common in racism-related tweets (Table 2). Similarly, link sharing was the most common in China-related tweets, whereas they were the least common in racism-related tweets (Table 2). Multimedia Appendix 4 shows more descriptive statistics (ie, medians, variances, standard deviations, maximums, and minimums) for all previously mentioned measures.

Discussion

Principal Findings

Users on Twitter discussed 12 main topics across four main themes related to COVID-19 between February 2, 2020, and March 15, 2020. User mentions and link sharing were the most common in the analyzed tweets. These findings might demonstrate that users on Twitter are interested in notifying or warning their friends and followers about COVID-19. These interpersonal communications indicate that people bond around the topic of COVID-19 on Twitter.

Users on Twitter also focused on the impact of coronavirus on people and countries. Specifically, numerous tweets were posted on the number of deaths linked to the coronavirus. Furthermore, the emotional and psychological impact of the coronavirus was mentioned in many tweets. Users on Twitter may show their fear and stress about COVID-19 and the lack of vaccine treatment options to prevent it or specific antiviral treatments [15]. However, the sensationalistic use of Twitter can be a great challenge for public health and outbreak response efforts because of the wild spread of misinformation and conspiracy theories [16]. The infectious outbreak of “fake news” and...
“distorted evidence” in the digital world can create mass panic and cause damaging and devastating consequences in the real world, distorting evidence and impeding the response efforts and activities of health care workers and public health systems [17].

Additionally, the economic impact of COVID-19 on companies and countries was discussed in several tweets. Tweeters might talk about the economic impact of COVID-19 due to, for example, temporary closures of major fast-food chains and retailers (eg, McDonald’s, KFC, Apple, and Adidas) [18], decreases in auto sales, drops in oil demand, production delays such as with the iPhone, the canceling or postponing of sporting events such as the Formula One World Championship, or decreases in airline revenues due to flight cancellations [18,19]. It has been estimated that the spread of COVID-19 could cost the worldwide economy a total of US $2.7 trillion [20]. The last impact of COVID-19 discussed by Twitter users was travel. This topic might have been common because most countries have banned travel from and to countries that confirmed the presence of COVID-19 inside their borders.

Tweets also focused on two possible sources of the coronavirus: the eating of meat and a Chinese biological military laboratory. Tweeters mentioned two main methods used to decrease the spread of COVID-19: masks and quarantine. The first method (masks) was discussed frequently on Twitter mainly due to the face mask shortage reported in several countries (eg, China, the United Kingdom, and the United States). The quarantine was a common topic in tweets because it was the first step that countries applied to control the outbreak of COVID-19.

Practical and Research Implications

Practical Implications

Research shows that crisis response activities in reality and online are becoming increasingly “simultaneous and intertwined” [21]. Social media provides a lucrative opportunity to spread and disseminate public health knowledge and information directly to the public [22]. However, social media can also be a powerful weapon and, if not used appropriately, can be destructive to public health efforts, especially during a public health crisis.

Therefore, more efforts are needed to build national and international detection and surveillance systems of diseases by examining online content published through the World Wide Web, including social media. There is a need for stronger and more proactive public health presence on social media. Governments and health systems should also “listen” or monitor the tweets from the public that relate to health, especially in a time of crisis, to help inform policies related to public health (eg, social distancing and quarantine) and supply chains among many others.

Research Implications

The global COVID-19 outbreak and its wild spread across countries demonstrates the need for more vigilant and timely responses aided by the research community. This was not the focus of this study, but future studies should investigate the spread of “fake news” in combination with infectious disease outbreaks [23]. Moreover, there is a need for providing access to a core corpus of social media posts available to the scientific and public health community while maintaining privacy. Additional work is necessary for multilingual sentiment analysis on social media platforms, as most research efforts have been devoted to English-language data [24], including this study. It could also be useful for future studies to consider longitudinal, multilingual sentiment analysis in addition to concurrent analysis of infectious disease outbreaks on different social media platforms, if feasible.

Strengths and Limitations

Several strengths and limitations can be attributed to this study analyzing tweets related to the recent COVID-19 outbreak. In this study, no geographical restrictions were applied on the tweets analyzed considering the worldwide spread of the disease. However, the study only analyzed tweets in the English language, which may limit the generalizability of the findings about this worldwide outbreak. In addition, given that the Twitter standard search API does not allow researchers to obtain tweets posted more than 1 week ago [25], we could not get COVID-19-related tweets posted before February 2, 2020. Thus, the findings may not be generalizable to that period. Moreover, this study could not collect tweets from accounts marked as private. Therefore, findings may not represent all the topics discussed by users on Twitter related to COVID-19. Only posts on Twitter were analyzed in this study, thereby, our findings may not be generalizable to other social media platforms. Furthermore, the findings reported in this study are limited to only those that have access to and use Twitter. Therefore, caution is advised before assuming the generalizability of the results, as Twitter is not used by everyone in the population.

Conclusion

The COVID-19 pandemic has been affecting many health care systems and nations, claiming the lives of many people. As a vibrant social media platform, Twitter projected this heavy toll through the interactions and posts people made related to COVID-19. It is clear that coordinating public health crisis response activities in the real world and online is paramount, and should be a top priority for all health care systems. We need to build more national and international detection and surveillance systems to detect the spread of infectious diseases and combat the fake news that is usually accompanied by these diseases.
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Abstract

Background: On January 1, 2019, a new regulation on the control of smoking in public places was officially implemented in Hangzhou, China. On the day of the implementation, a large number of Chinese media reported the contents of the regulation on the microblog platform Weibo, causing a strong response from and heated discussion among netizens.

Objective: This study aimed to conduct a content and network analysis to examine topics and patterns in the social media response to the new regulation.

Methods: We analyzed all microblogs on Weibo that mentioned and explained the regulation in the first 8 days following the implementation. We conducted a content analysis on these microblogs and used social network visualization and descriptive statistics to identify key users and key microblogs.

Results: Of 7924 microblogs, 12.85% (1018/7924) were in support of the smoking control regulation, 84.12% (6666/7924) were neutral, and 1.31% (104/7924) were opposed to the smoking regulation control. For the negative posts, the public had doubts about the intentions of the policy, its implementation, and the regulations on electronic cigarettes. In addition, 1.72% (136/7924) were irrelevant to the smoking regulation control. Among the 1043 users who explicitly expressed their positive or negative attitude toward the policy, a large proportion of users showed supportive attitudes (956/1043, 91.66%). A total of 5 topics and 11 subtopics were identified.

Conclusions: This study used a content and network analysis to examine topics and patterns in the social media response to the new smoking regulation. We found that the number of posts with a positive attitude toward the regulation was considerably higher than that of the posts with a negative attitude toward the regulation. Our findings may assist public health policy makers to better understand the policy’s intentions, scope, and potential effects on public interest and support evidence-based public health regulations in the future.

(J Med Internet Res 2020;22(4):e14660) doi:10.2196/14660
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Introduction

Background

China has been the largest consumer market of cigarettes in the world. In China, approximately 27.7% of adults aged between 15 and 69 years and 1% of adolescents aged between 13 and 15 years are smokers [1]. According to a World Health Organization (WHO) report, more than 1 million people die from smoking-related diseases every year in China, whereas 740 million people including 180 million children suffer from secondhand smoking [2]. In addition to the high rates of cigarette use, electronic cigarettes (e-cigarettes) have become increasingly popular in China, especially among adolescents [3]. E-cigarette sellers claim that e-cigarettes are less harmful than tobacco and help to quit smoking [4]. Some research shows that e-cigarettes appear to be effective when used by smokers as an aid to quit smoking, and the hazard to health arising from long-term vapor inhalation from the e-cigarettes available is likely to be much less than the harm from smoking tobacco [5,6]. However, some research also shows the risks associated with e-cigarette use. The inhaled aerosols of e-cigarettes contain numerous potential toxins, some of which could be dangerous for health with long-term use [7], and inhalation of the non-nicotine–derived chemicals present in e-cigarette aerosols is actually harmful to small airway epithelium cells and alveolar macrophages in e-cigarette smokers. As the respiratory system of minors is not fully developed, inhalation of such aerosols can have adverse effects on lung function [8-10]. Improper use may also lead to various safety risks such as nicotine poisoning, and it is possible that youth using a new generation of e-cigarettes will become addicted [9]. Widespread smoking and tobacco use and the uncertainty of e-cigarette effects, including the potential of youth addiction to both cigarettes and e-cigarettes, raise severe public health concerns.

To alleviate the above challenges, the government agencies in China have taken actions to increase tobacco control regulations. In 2005, China ratified the WHO’s Framework Convention on Tobacco Control to reduce the harms from smoking [11]. On November 24, 2014, the Health and Family Planning Commission of Chinadrafted the “Regulations on the Control of Smoking in Public Places (Draft for Review)” [12] to solicit opinions from the public. This is the first time that China has proposed to formulate administrative regulations to comprehensively control tobacco throughout the country [12]. According to the statistics of the Health and Family Planning Commission of China, until the end of 2016, 18 cities in China had formulated local smoke-free environmental laws and regulations, covering one-tenth of the total population of China [13]. In recent years, tobacco control efforts in China have been strengthened and tobacco taxes have increased. As a result, smokers began to choose e-cigarettes as a nicotine delivery tool [14]. With the prominent usage of e-cigarettes among teenagers and more studies being conducted on the harm of e-cigarettes on minors, China issued the “Notice on Prohibiting the Sale of Electronic Cigarettes to Minors” in 2018 [10], which was the first of several regulations on e-cigarette control in China, to protect minors from e-cigarettes.

Social media platforms play an important role in spreading news and shaping the public’s attitudes toward novel health issues [15,16]. Different groups of users can use different social media platforms to discuss smoking topics [17]. Public health community and policy makers can use these platforms for public health surveillance [18-20]. For example, for a newly issued policy, public health officials can use these platforms to judge the public’s understanding of the policy to determine whether the policy needs to be further interpreted and publicized. By exploring the user-generated content on social media, researchers can study public opinions on cigarette use [21] and understand the influence of tobacco control policies on the smoking cessation intentions [22,23]. There have been some studies about public health on social media in the United States [17-20]. However, related research is sparse in China. Only a few research studies have focused on social media studies regarding the public health strategies about cigarette and e-cigarette [24-26]. For example, Cui et al [25] explored the nature and extent of discussions around the electronic nicotine delivery systems in Chinese social media, which have the power to influence a massive audience. Jin et al [26] evaluated the effectiveness of microblogging in tobacco control communication and provided new media era strategies for tobacco control. Thus, there is an urgent need to conduct social media–driven public opinion studies on smoking control policies.

Objectives

On January 1, 2019, the newly revised Regulations on the Control of Smoking in Public Places officially took effect in Hangzhou. The regulations expand the scope of application, strictly control the scope of smoking places, adopt a multisectoral supervision model, increase smoking control measures, and improve legal responsibilities [27]. In addition, e-cigarette control has been added to the new regulations [27], which fills the legislation gap of e-cigarette control in the local tobacco regulation of China. Owing to the regulations’ significance in tobacco control of China, this study aimed to understand the public’s responses to the revision and enforcement of tobacco control regulations in China by analyzing the messages about the regulations on Sina Weibo (ie, the largest microblogging platform in China). This study combines content analysis and network analysis to understand the public’s perception and attitude toward the implementation of the regulations as well as the influence of the regulations on social media. To the best of our knowledge, this is the first study to leverage social media to analyze the impact of tobacco control regulations including e-cigarettes in China. This study will facilitate timely understanding of the impact of the implementation of the tobacco control regulations and the public’s responses to the first batch of regulation of e-cigarettes in China for public health community and policy makers.

Methods

Data Collection

We collected microblogs about the smoking control regulations in Hangzhou on Sina Weibo by developing web crawlers with a programming language called Python (Python Software Foundation).
Table 1. The description of themes and subthemes used for coding.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Description of themes</th>
<th>Subthemes</th>
<th>Description of subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulation-related news sharing</td>
<td>Posting or forwarding regulation content</td>
<td>Regulations; discussions about the regulations</td>
<td>Direct posted or forwarded policy content without comments; comments on the details of the regulations</td>
</tr>
<tr>
<td>Policy development</td>
<td>Discussing the rationality of policy development</td>
<td>Scope of tobacco control; sources of production and sale</td>
<td>Discussion on the tobacco control scope; discussion on whether to control the sources of tobacco production and sale</td>
</tr>
<tr>
<td>Policy implementation</td>
<td>Effect of policy implementation and punitive measures</td>
<td>Effect of the policy; punishment</td>
<td>Discussion on the effect of policy implementation; discussion on what kind of punishment measures to use</td>
</tr>
<tr>
<td>Related benefits</td>
<td>Reasons for the introduction of new regulations, the impact of taxes or e-cigarettes on traditional cigarettes</td>
<td>E-cigarette–related benefits; tax-related benefits</td>
<td>E-cigarettes may affect the market of traditional cigarettes; the impact of the escalation of smoking control on taxes</td>
</tr>
<tr>
<td>Health and science</td>
<td>Health and scientific content related to e-cigarettes and traditional cigarettes</td>
<td>Addiction and quitting smoking; harms of e-cigarettes; harms of traditional cigarettes and secondhand smoke</td>
<td>Discussion on addiction and quitting smoking; impact of e-cigarettes on health; impact of traditional cigarettes and secondhand smoke on health</td>
</tr>
</tbody>
</table>
Network Analysis

In public health, network analysis has been used to study disease transmission, information transmission, the influence of social networks on health behavior [32-36], and so on. In this study, we used network analysis and visualization methods to analyze the diffusion pattern of microblogs related to smoking control. Specifically, we constructed a transmission network in which nodes represent microblog users and edges represent reposting relationships between users. The transmission network is directed, and its direction indicates the flow of information. For example, if user B reposts a microblog of user A, the directed edge from A to B is established. In such a directed network, the outdegree centrality indicates the number of users who repost the posts of the target user.

Highly central network members aid in the dissemination of information [37]. Therefore, we examined central network members in the transmission network to understand their role in information dissemination on smoking control. The transmission network was constructed based on the dataset of reposts we collected. The number of forwarded microblogs collected from a third-party perspective will be less than the actual number of forwarded microblogs because Sina Weibo allows users to specify some users who are allowed to read when forwarding microblogs and the unspecified users cannot see the forwarded microblogs. When we evaluated the key members in the transmission network, we considered both outdegree centrality of the transmission network and network members’ microblog forwarding number. We defined a key member as a network node whose outdegree centrality is more than 35, and the forwarding number of every microblog that this member has posted is more than 100. Most microblogs (80%) were posted or reposted by these key members.

In addition to outdegree centrality, we also measured the key original posts with the following metrics: the number of forwarded microblogs, the number of collected forwarded microblogs, effective transmission rate, effective support rate, and effective opposition rate.

The aim of the transmission network was to analyze the transmission of stance from microblog forwarding. If the collected forwarded microblogs did not contain the comment information, it could not reflect the netizens’ stance on the regulations, so it was not what we should focus on. Effective forwarded microblogs meant the forwarded microblogs we collected contained users’ support (stance “Pro-R”) or opposition (stance “Anti-R”) information. In contrast, ineffective forwarded microblogs meant the microblogs that were just forwarded without any comments or with unclear attitudes (stance “Discuss”). Effective transmission rate was defined as the number of effective forwarded microblogs divided by the number of collected forwarded microblogs. Effective supportive (opposition) rate was defined as the number of effective forwarded microblogs with stance “Pro-R” (stance “Anti-R”) divided by the number of effective forwarded microblogs.

Results

Microblog Content

Among the 7924 microblogs, 12.85% (1018/7924) were in support of the smoking control regulations, 1.31% (104/7924) were opposed to the regulations, 84.12% (6666/7924) were neutral, and 1.72% (136/7924) were irrelevant to the regulations. Of the five themes identified, the most discussed theme was regulation-related news sharing with 83.22% (6594/7924) posts, and the least discussed theme was related benefits with only 0.98% (78/7924).

Multimedia Appendix 1 shows the summary of the collected microblogs by theme and stance. Here, we mention the most discussed subtopics for each theme. For the theme of regulation-related news sharing, there were 72.38% (5735/7924) of microblogs discussing subtype 1, of which all posts were neutral for the Hangzhou regulations; 10.84% (859/7924) of posts were about subtype 2, of which 59.3% (509/859) posts supported the regulations. For the theme of policy development, there were 3.41% (270/7924) of microblogs discussing subtype 1, of which 88.9% (240/270) posts supported the regulations; 0.92% (73/7924) of posts were about subtype 2, of which 58% (42/73) posts supported the regulations. For the theme of health and science, 2.51% (199/7924) of microblogs were about subtype 1, of which 85.4% (170/199) were neutral to the regulations; 3.69% (292/7924) of posts were about subtype 2, of which 71.2% (208/292) were neutral; 1.64% (130/7924) of posts were about subtype 3, of which 50.0% (65/130) supported the regulations in Hangzhou. As to the theme policy implementation, there were 1.73% (137/7924) of microblogs discussing subtype 1, of which 55.5% (76/137) were neutral to the regulations; 0.37% (29/7924) of posts were about subtype 2, of which 52% (15/29) were neutral. For the theme of related benefits, 0.38% (30/7924) of microblogs discussed subtype 1, of which 77% (23/30) were neutral; 0.61% (48/7924) of posts were about subtype 2, of which 88% (42/48) were neutral.

In these 7924 microblogs, there were 14.75% (1169/7924) original microblogs and 85.25% (6755/7924) forwarded microblogs. For the original microblogs, the most discussed theme was regulation-related news sharing (879/1169), and of these, 92.7% (815/879) were neutral to the regulations. Health and science (169/1169) was the second most popular topic, and of these, 89.3% (151/169) supported the regulations. Of the five themes identified, the most discussed theme was regulation-related news sharing, there were 72.38% (5735/7924) original microblogs and 85.25% (6755/7924) forwarded microblogs. For the original microblogs, the most discussed theme was regulation-related news sharing (879/1169), and of these, 92.7% (815/879) were neutral to the regulations. Health and science (169/1169) was the second most popular topic, and of these, 89.3% (151/169) supported the regulations. The average number of posts for one Weibo user was 1.1, and the user with the most posts was Lawyer Zhiming Zhuang. Lawyer Zhuang’s views on the Hangzhou regulations were mixed, but the theme he participated in was mainly policy development.

Transmission Network

The distribution of antipolicy and propolicy microblogs and repost microblogs is shown in Figure 1. Most microblogs were sent between January 1, 2019, and January 2, 2019. The propolicy microblogs and antipolicy microblogs peaked on January 2, but the former were far greater than the latter.
Throughout the week, there were fewer antipolicy microblogs and repost microblogs.

According to the aforementioned network analysis method, 12 key accounts involving 13 key original microblogs were extracted from the data, named RP-1 to RP-13. Among them, account “@CCTV News” had two related original microblogs (RP-2 and RP-9). Table 2 shows the 13 key original microblogs, and detailed content is presented in Table 3. The new regulation was implemented, starting January 1, 2019, and the authoritative internet media took the lead in reporting (RP-1 and RP-3). On the next day, several media agencies followed up the new regulation report (RP-2, RP-4, and RP-5), and some authoritative health public accounts began to popularize cigarette hazards (RP-11, RP-12, and RP-13), which led to a lot of discussion. After a few days, local media started to promote new regulations (RP-8), and authoritative central media popularized the dangers of e-cigarettes (RP-9 and RP-10) on January 5, 2019, which brought the second peak of discussion. Then, local media continued to promote new regulations (RP-7 and RP-8) until January 8, 2019. During the week after January 8, 2019, we collected only 35 microblogs, which is only 0.44% (35/7924) of the data collected from January 1, 2019, to January 8, 2019, so we did not analyze the data after January 8, 2019.

Figure 1. Timeline showing the distribution of antipolicy, propolicy microblogs, and repost microblogs.

![Timeline showing the distribution of antipolicy, propolicy microblogs, and repost microblogs.](http://www.jmir.org/2020/4/e14660/)
Table 2. Summary of the key original microblogs.

<table>
<thead>
<tr>
<th>Categories, type of account, and account&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Content</th>
<th>Collected forwarded rate, n/N (%)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Effective transmission rate, n (%)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Effective support rate, n (%)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Effective opposition rate, n (%)&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regulation-related news sharing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News media</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Paper RP-1</td>
<td></td>
<td>1651/4584 (36.02)</td>
<td>190 (11.51)</td>
<td>178 (93.7)</td>
<td>12 (6.3)</td>
</tr>
<tr>
<td>CCTV News RP-2</td>
<td></td>
<td>414/469 (88.3)</td>
<td>151 (36.5)</td>
<td>148 (98.0)</td>
<td>3 (2.0)</td>
</tr>
<tr>
<td>NewsHead RP-3</td>
<td></td>
<td>237/262 (90.5)</td>
<td>94 (39.7)</td>
<td>87 (93)</td>
<td>7 (7)</td>
</tr>
<tr>
<td>People's network RP-4</td>
<td></td>
<td>157/165 (95.2)</td>
<td>32 (20.4)</td>
<td>29 (91)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>China News Network RP-5</td>
<td></td>
<td>87/111 (78.4)</td>
<td>21 (24)</td>
<td>18 (86)</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Total</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2546/5591 (45.54)</td>
<td>488 (19.17)</td>
<td>460 (94.3)</td>
<td>28 (5.7)</td>
</tr>
<tr>
<td><strong>Local news media</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hangzhou’s Big Popular Life RP-6</td>
<td></td>
<td>155/1221 (12.69)</td>
<td>21 (13.5)</td>
<td>21 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hot Events in Hangzhou RP-7</td>
<td></td>
<td>97/1270 (7.64)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hangzhou Information Headlines RP-8</td>
<td></td>
<td>45/952 (4.72)</td>
<td>1 (2)</td>
<td>1 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>297/3443 (8.63)</td>
<td>22 (7.3)</td>
<td>22 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Health promotion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News media</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCTV NEWS RP-9</td>
<td></td>
<td>1120/1315 (85)</td>
<td>104 (9.29)</td>
<td>86 (82.7)</td>
<td>18 (17.3)</td>
</tr>
<tr>
<td><strong>Local news media</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hangzhou Top Information List RP-10</td>
<td></td>
<td>122/1034 (12)</td>
<td>1 (0.8)</td>
<td>0 (0)</td>
<td>1 (100)</td>
</tr>
<tr>
<td><strong>Self-media Weibo accounts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clove doctor RP-11</td>
<td></td>
<td>470/593 (79.3)</td>
<td>62 (13.2)</td>
<td>55 (89)</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Health preservation - Lao Yang RP-12</td>
<td></td>
<td>37/133 (27.8)</td>
<td>1 (3)</td>
<td>1 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Rice cake mother RP-13</td>
<td></td>
<td>73/112 (65.2)</td>
<td>3 (4)</td>
<td>3 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>580/838 (69.2)</td>
<td>66 (11.4)</td>
<td>59 (89)</td>
<td>7 (11)</td>
</tr>
</tbody>
</table>

<sup>a</sup>See Multimedia Appendix 2 for the Weibo usernames in Chinese and English.

<sup>b</sup>The N value for each microblog reflects the number of retweets.

<sup>c</sup>The denominator of the n values is the corresponding n value of the Collected forwarded rate column.

<sup>d</sup>The denominator of the n values is the corresponding n values of the Effective transmission rate column.

<sup>e</sup>N/A: not applicable.
The newly revised Hangzhou Regulations on Smoking Control in Public Places was formally implemented on January 1. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. The latest “smoking control order” has expanded the scope of regulation, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban. If smokers are found to be smoking in non-smoking areas, they may be asked to stop smoking or leave the place immediately. If not dissuaded, citizens can call “12345” to report complaints. After registering and accepting complaints, the cases will be handed over to the corresponding tobacco control regulatory authorities for disposal in accordance with the division of duties of tobacco control supervision.

Hangzhou Upgrading Smoking Control Ordinance: Electronic cigarettes were included in the smoking ban with a maximum penalty of 20,000 RMB. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. It is clearly stipulated that smoking is prohibited in indoor public places, indoor workplaces and public transport. Therefore, smoking is prohibited even in one’s own office. Smoking places are prohibited not only from lighting tobacco products and smoking traditional cigarettes, but also from smoking electronic cigarettes. The newly revised Hangzhou Regulations on Smoking Control in Public Places was formally implemented on January 1. The latest “smoking control order” has expanded the scope of application, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban.

Hangzhou Upgrading Smoking Control Ordinance: Electronic cigarettes were included in the smoking ban with a maximum penalty of 20,000 RMB. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. The latest “smoking control order” has expanded the scope of application, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban.

Hangzhou Upgrading Smoking Control Ordinance: Electronic cigarettes were included in the smoking ban with a maximum penalty of 20,000 RMB. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. The latest “smoking control order” has expanded the scope of application, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban.

Hangzhou Upgrading Smoking Control Ordinance: Electronic cigarettes were included in the smoking ban with a maximum penalty of 20,000 RMB. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. The latest “smoking control order” has expanded the scope of application, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban.

Hangzhou Upgrading Smoking Control Ordinance: Electronic cigarettes were included in the smoking ban with a maximum penalty of 20,000 RMB. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. The latest “smoking control order” has expanded the scope of application, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban.

Hangzhou Upgrading Smoking Control Ordinance: Electronic cigarettes were included in the smoking ban with a maximum penalty of 20,000 RMB. The newly revised Hangzhou Regulations on Smoking Control in Public Places were formally implemented on January 1. The latest “smoking control order” has expanded the scope of application, strictly controlled the scope of smoking places, and put forward the requirements of smoking ban in outdoor areas of some public places. The implementation of a multi-sectoral supervision model has strengthened law enforcement. Electronic cigarettes are also included in the smoking ban.

This kind of smoke is harmful! The newly revised Hangzhou Regulations on Smoking Control in Public Places came into effect on January 1. No smoking places not only prohibit lighting tobacco products and smoking traditional cigarettes, but also prohibit smoking electronic cigarettes. Why are electronic cigarettes banned?
The microblogs in Table 2 can be divided into two themes: regulation-related news sharing and health. There were 8 microblogs about “regulation-related news sharing,” and the news media and local news media accounts were the main communication accounts. For the microblogs about “regulation-related news sharing,” the effective transmission rate of news media was high, and the effective support rate was high. The effective transmission rate of local news media was very low, but the effective support rate was high. This may be because the audiences of the local news media were mostly local users, and they were more inclined to use the comment function as a means of chatting with friends. The content of the comment was mostly the content of chatting between friends who did not want the content to be seen by others, so the effective transmission rate was low. There were 5 microblogs about health, and the corresponding accounts were news media, local news media, and self-media Weibo accounts. These microblogs were mainly about the dangers of e-cigarettes (RP-9, RP-10, and RP-11) and the harms of traditional cigarettes (RP-12) and secondhand smoke to young people (RP-13). The total effective transmission rate of these microblogs was medium, but the total effective opposition rate was high. Especially with regard to the health hazards of e-cigarettes (RP-9, RP-10, and RP-11), their opposition position was significantly higher than the other two microblogs (RP-12 and RP-13) in the same theme, resulting in high total effective opposition rate of the theme “health,” which reflects the great differences among netizens in the impact of e-cigarettes on health.

The transmission network consisted of 6436 Weibo users who reposted at least one post from other users, and 819 isolated users who did not repost posts. There were 6330 asymmetric ties and 22 mutual ties in the network. A user usually has 1 to 3 other users who repost his or her posts, except for user “Lawyer Zhiming Zhuang” with 27 users reposting his posts.

Figure 2 shows the transmission network where node size represents outdegree: the larger a node, the higher the frequency of its posts being reposted. In the transmission network, there were 12 key Weibo users with 13 key original microblogs. Microblogs RP-1 to RP-5 were related to a newspaper article detailing the differences between the latest antismoking policy and previous policies. It elaborated the buffer period to construct suitable smoking rooms for customers, multisector supervision mode, prohibition of e-cigarettes, the scope of smoking places (including indoor public places, indoor workplaces, public transportation, and some outdoor areas), and so on. Owing to the relatively earlier time of publication and rich content, the number of reposts reached 5591. The main categories of the reposted microblogs included discussion of the regulations, scope of tobacco control, effect of the policy, and sources of production and sale.
Microblogs RP-6 and RP-8 outlined the significant differences between the latest antismoking policies and previous policies. Their accounts were the local information accounts. The total number of forwarding posts was 3473, and the number of collected forwarding posts was 300, but the effective rate was only 7%.

Microblogs RP-9 to RP-10 focused on the e-cigarettes mentioned in the regulations by using long images. Referring to a large amount of survey data, the microblogs illustrated the definition of e-cigarettes, the differences between e-cigarettes and combustible cigarettes, and whether e-cigarette use was really “harmless.” They also discussed that e-cigarettes should not be ignored and that e-cigarettes should be used to assist in quitting smoking according to doctors’ advice. The main categories of repost microblogs included harms of e-cigarettes, discussion of the regulations, addiction and quitting smoking, and tobacco ban and quitting smoking.

Microblog RP-12 contained a video that simulated the health hazards of direct and secondhand smoke through an experiment. The microblog was reposted 133 times. The main category was harms of traditional cigarettes. Microblog RP-13 contained a Web hyperlink to a video about interviewing innocent children with regard to their views on secondhand smoking. It was reposted 112 times.

Discussion

Principal Findings

When the tobacco control regulations in Hangzhou were promoted on social media, the content of the regulations was highlighted by different types of social media accounts from several angles: the expansion of the regulation scope, the expansion of the scope of smoking control, the definition of multisectoral supervision, and the inclusion of e-cigarettes. For the temporal distribution of the collected data, the revised smoking control legislation took effect in Hangzhou on January 1, and the discussion peaked on January 2, when people began to rationally analyze the reasons and effects for smoking control.

Within a few days after the publication of the regulations, several discussions about the regulations took place around
several major accounts. Most users were just involved in the forwarding and discussion of the regulations (6119/7255, 84.34%), without explicit support or opposition. Among the 1043 users who explicitly expressed their support or opposition to the policy, a large proportion of users showed supportive attitudes (956/1043, 91.66%). Among the 965 users who showed supportive attitude, 273 users expressed their views on policy development. Some thought that the scope of the regulations should be extended to other cities, and some people thought that tobacco sales should be included in the regulations. A total of 480 users participated in the discussion of the regulations. They mainly focused on and supported three aspects of the regulations. First, the regulations strictly control the scope of tobacco control and clearly stipulate that smoking is prohibited in indoor public places, indoor workplaces, and public transportation. They are supported by most Weibo users. For example, one user posted, “No Smoking in indoor workplaces.” Second, the regulations also impose a smoking ban on outdoor areas in some public places. They also save people from the pain of passive smoking in some places outside. Another user posted, “The smoking ban in Hangzhou is worthy of praise! The regulations also impose smoking bans on outdoor areas in some public places.” Third, the regulations have incorporated e-cigarettes into the smoking ban and have received support from many users who hate e-cigarettes. For instance, a user posted, “In public, smoking e-cigarettes is also inappropriate. Support the ban on all cigarettes in public.”

In terms of topics of concern to netizens, as shown in the microblog content analysis results and Multimedia Appendix 1, Weibo users were generally concerned about (including support, opposition and discuss) policy implementation (n=165) and the impact of smoking and secondhand smoke on health (n=130). In particular, because of the introduction of e-cigarettes into the scope of supervision for the first time, netizens were also concerned about the hazards of e-cigarettes (n=286). Some Weibo users, especially users in Beijing and Guangzhou, expressed their hope that the policy could be extended to their cities (n=270) when forwarding microblogs.

The public needs to raise awareness about the motivations behind the regulations. Some netizens were worried that the tobacco control regulations would accelerate the increase in the tobacco tax rate, which would lead to an increase in the price of tobacco products, even though China’s tobacco tax is far below the average in the world [38]. Therefore, to solve these concerns, more effort is needed to promote and explain the tobacco control regulations through social media.

The public health community and the government need to put more effort into popularizing the knowledge about e-cigarettes to enhance the public’s acceptance of e-cigarette control. Although many netizens believe that smoking leads to a health hazard, some people oppose the control of e-cigarettes and believe that e-cigarettes are not harmful at all or less harmful than cigarettes (n=13). Some netizens (n=73) believe that the control of e-cigarettes was added to the regulations because of the interest divergence between e-cigarettes and traditional cigarettes. They also believe that the government intends to impose high taxes on e-cigarettes, so they first introduced e-cigarette control in the regulatory policies.

The public needs to increase their trust in the enforcement of the regulations. Some users believe that the regulation is well formulated, but the most important thing is the implementation effect of the regulation. Some netizens (n=76) criticized that the previous smoking control regulations were ineffective, and the regulatory measures did not take effort. This reflects the fact that although Chinese netizens generally support the smoking control regulations in public places, they distrust the effectiveness of the corresponding policy implementation. Therefore, the government should pay attention not only to the rationality of policy formulation but also to the actual effect of policy implementation. In addition, policy makers can use social media to gain feedback on policy implementation to improve the quality of tobacco control.

Limitations
Some limitations should be considered when interpreting the results. First, more than 80% of Sina Weibo users are under the age of 30 years. The number of male users (56.3%) is slightly higher than that of female users (43.7%). Users from third- and fourth-tier cities account for more than 50% of Weibo’s monthly active users [29]. Although our data were collected from the most popular social media platforms, further research is needed on other social media platforms in China. Second, our data only cover the first week after the regulations were issued in Hangzhou. On the basis of the temporal distribution of the collected data, the discussions about the regulations decreased gradually after the first peak, so the data were still reasonable for this study although the time interval was not very long. Third, the tobacco control regulations mentioned in this paper were issued by the Hangzhou government, so the regulations’ influence is still limited because they are not a national policy.

Conclusions
Given the very high prevalence of smoking in China, reducing smoking and tobacco use is difficult because it requires both policy changes and changes in social norms. The recent tobacco control policy in Hangzhou led to a heated discussion on social media, and we conducted this study to understand how the public responded to the impact of the new policy on consumers, tobacco industry, and the public interest. We found that the number of posts supporting the policy were significantly higher than those that were against the policy. The topics of these posts were diverse, including regulation scope, health effects of cigarettes and e-cigarettes, taxes, policy enforcement, and so on. We also found that most of the key social media accounts in spreading the policy were professional new media accounts rather than individual accounts. Our findings demonstrate the possibility of using social media to evaluate the influence of public health policy and understand public perceptions. As the use of social media grows, more research is needed to better understand how to develop and implement sound tobacco control policies and relevant campaigns to engage the public to improve their health.
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Abstract

Background: In December 2019, a few coronavirus disease (COVID-19) cases were first reported in Wuhan, Hubei, China. Soon after, increasing numbers of cases were detected in other parts of China, eventually leading to a disease outbreak in China. As this dreadful disease spreads rapidly, the mass media has been active in community education on COVID-19 by delivering health information about this novel coronavirus, such as its pathogenesis, spread, prevention, and containment.

Objective: The aim of this study was to collect media reports on COVID-19 and investigate the patterns of media-directed health communications as well as the role of the media in this ongoing COVID-19 crisis in China.

Methods: We adopted the WiseSearch database to extract related news articles about the coronavirus from major press media between January 1, 2020, and February 20, 2020. We then sorted and analyzed the data using Python software and Python package Jieba. We sought a suitable topic number with evidence of the coherence number. We operated latent Dirichlet allocation topic modeling with a suitable topic number and generated corresponding keywords and topic names. We then divided these topics into different themes by plotting them into a 2D plane via multidimensional scaling.

Results: After removing duplications and irrelevant reports, our search identified 7791 relevant news reports. We listed the number of articles published per day. According to the coherence value, we chose 20 as the number of topics and generated the topics’ themes and keywords. These topics were categorized into nine main primary themes based on the topic visualization figure. The top three most popular themes were prevention and control procedures, medical treatment and research, and global
or local social and economic influences, accounting for 32.57% (n=2538), 16.08% (n=1258), and 11.79% (n=919) of the collected reports, respectively.

**Conclusions:** Topic modeling of news articles can produce useful information about the significance of mass media for early health communication. Comparing the number of articles for each day and the outbreak development, we noted that mass media news reports in China lagged behind the development of COVID-19. The major themes accounted for around half the content and tended to focus on the larger society rather than on individuals. The COVID-19 crisis has become a worldwide issue, and society has become concerned about donations and support as well as mental health among others. We recommend that future work addresses the mass media’s actual impact on readers during the COVID-19 crisis through sentiment analysis of news data.

(J Med Internet Res 2020;22(4):e19118) doi:10.2196/19118
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coronavirus; COVID-19; outbreak; health communication; mass media; public crisis; topic modeling

**Introduction**

In December 2019, some pneumonia cases caused by an unknown pathogen were reported in Wuhan, Hubei, China, and similar cases were soon reported in other provinces of China. After multiple sample collections and laboratory analyses, the pathogen was identified as a novel coronavirus named severe acute respiratory syndrome coronavirus 2 by the International Committee of Taxonomy of Viruses [1], and the disease was named coronavirus disease (COVID-19) by the World Health Organization on February 11, 2020 [2]. According to the National Health Commission (NHC) of the People’s Republic of China, until February 2020, there had been approximately 80,000 confirmed cases and more than 2000 deaths in China [3]. Other countries such as Japan, South Korea, Thailand, Singapore, and the United States also reported COVID-19 cases in their countries [4]. Although the cases at the early stage in these countries were identified as imported cases from Wuhan or other cities in Hubei Province, some domestic cases and local transmission were also reported.

The rapid spread of COVID-19 has already caused great public attention and many heated discussions, and the Chinese mass media have been reporting relevant information about the virus and the outbreak. As effective public health measures are required to be implemented in time to avoid the breakdown of the health system [5], the media can certainly play a crucial role in conveying updated policies and regulations from authorities to the citizens.

Since no COVID-19 vaccine is yet available, each citizen should be aware of the harm caused by this novel coronavirus, the prevention methods, and the designated hospital in their local area to access at any time. If misleading or incorrect information was transmitted to the public, the people may get anxious and react to the information in many ways, including making a panic purchase and trying unnecessary or even detrimental medicine regimens. Therefore, it requires mass media information dissemination activities in conjunction with the health stakeholders to help individuals, authorities, the government, and others to understand the precarious worldwide and public health conditions posed by COVID-19 and identify health-related knowledge and training required in facing this menace.

Given the desire to know whether the media works efficiently in delivering the latest COVID-19 information to the public audience, major media reports were collected and analyzed. Multimodal data modeling can combine multiple information reports from various resources. To cope with multimodal data, topic modeling was used. Topic modeling is a type of statistical model that arranges unstructured data structurally in accordance with latent themes. With this model, we could investigate the patterns of health communication through the media and the role the media has played so far during the COVID-19 crisis in China.

**Methods**

**Data Collection**

We collected Chinese news and articles related to COVID-19 from January 1, 2020, to February 20, 2020. We then applied the latent Dirichlet allocation (LDA) modeling method to derive useful information from these news reports.

Data from Chinese news and related articles were collected from the WiseSearch database [6]. The WiseSearch database is one of the most reputable, ever-growing Chinese media content databases, containing the news and article data from more than 1500 print media sources and over 10,000 internet media sources. It is famous for its reproducibility, timeliness, great coverage, and high data integrity compared with the other database [7]. The news and article data in the WiseSearch database are updated in a timely manner [6].

To gain insights into the early period of health information communication related to the coronavirus, we conducted a search with the keyword “coronavirus” in the WiseSearch database.

LDA is a generative probabilistic topic modeling method that is widely applied in text mining [8], medicine [9,10], and social network analysis [11] due to its excellent capability of converting visual words, a small part of an image that conveys a certain message about the image or alternation of the pixels, into images and visual word documents [12-14]. It is a generative statistical model with a three-level hierarchical Bayesian model. The basic assumption of this model is a combination of words belonging to different topics [15]. LDA indicates that there may be various topics in an article and that the wording in that article is attributable to one of its topics. We
can discover the topics among the data pool by using Gibbs sampling techniques [16].

**Processing**

A total of 11,220 articles were found with the keyword search “coronavirus,” dated between January 1, 2020, and February 20, 2020. After cleaning the data, 7791 articles remained. Before applying the LDA modeling, we used Python (Python Software Foundation) to perform data cleaning and used the Python package Jieba for data processing [17,18]. The detailed data process is illustrated in Figure 1. We next removed common Chinese stop characters such as “ten,” “a,” “of,” and “it.” We removed duplicate news reports. We then excluded news reports about other coronaviruses like severe acute respiratory syndrome-related coronavirus or Middle East respiratory syndrome-related coronavirus manually. We also built a document-term matrix and used term frequency–inverse document frequency (TF–IDF) to process the data. TF–IDF is a numerical statistic that is used to reflect the importance of a word to an article in a corpus [19].

**Figure 1.** Data processing flowchart. LDA: latent Dirichlet allocation; TF–IDF: term frequency–inverse document frequency.

To seek a suitable LDA topic number and the explanations to investigate the relationship between the COVID-19 crisis and news reports, we conducted multiple studies. We used a coherence score to evaluate the selection of a suitable number of topics [20]. Topic coherence measures the consistency of a single topic by measuring the semantic similarity between words with high scores in a topic, which contributes to improving the semantic understanding of the topic. That is, words are represented as vectors by the word’s co-occurrence relation, and semantic similarity is the cosine similarity between word vectors. The coherence is the arithmetic mean of these similarities [21]. We used the Coherence Model from Gensim (RARE Technologies Ltd), the Python package for natural language processing, to calculate the coherence value [22]. According to Figure 2, the coherence score increased and reached a stable score as the number of topics increased to 20, then declined after the number of topics reached 25. However, we found that the results would be uninterpretable for humans if only statistical measures were applied [23]. As a result, we combined statistical measures and manual interpretation and chose 20 topics to analyze with the help of Python version 3.6.1 and the LDAvis tool [15]. We set $\lambda=1$ and set 20 topics and their keywords. Topics’ names were generated according to their corresponding keywords to expatiate the topics.

**Figure 2.** Coherence score for the topic numbers.
We also divided these topics into different themes to study them better. In the visualization, that is the 2D plane (Figures 3 and 4), 20 topics were represented as cycles. These circles overlapped, and their centers are determined by computed topic distance [15]. By this approach, these 20 topics were classified into nine main primary themes and are shown in Table 1. Textbox 1 shows illustrative quotes for each theme.

**Figure 3.** Intertopic distance map. PC: principal component.
Figure 4. Top 30 most relevant terms for Topic 1 (7.18% of tokens).

1. Salience(term w) = frequency(w) * [sum_t p(t | w) * log(p(t | w)/p(t))] for topics t; see Chuang et. al (2012)
2. Relevance(term w | topic t) = \lambda * p(w | t) + (1 - \lambda) * p(w | t)/p(w); see Slivert & Shirley (2014)
<table>
<thead>
<tr>
<th>Theme, topics, and keywords</th>
<th>News reports (N=7791), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: Confirmed cases</strong></td>
<td></td>
</tr>
<tr>
<td>• Topic 5</td>
<td>747 (9.58)</td>
</tr>
<tr>
<td>• Keywords: cases, confirmed, patient, pneumonia, novel, coronavirus, infection</td>
<td>444 (5.69)</td>
</tr>
<tr>
<td>• Topic 17</td>
<td>303 (3.88)</td>
</tr>
<tr>
<td>• Keywords: new type, novel coronavirus, pneumonia, infection</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 2: Medical supplies</strong></td>
<td></td>
</tr>
<tr>
<td>• Topic 7: Medical supplies</td>
<td>436 (5.59)</td>
</tr>
<tr>
<td>• Keywords: mask, disinfection, protection, contact, symptom</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 3: Medical treatment and research</strong></td>
<td></td>
</tr>
<tr>
<td>• Topic 16: Virus investigation and drug research</td>
<td>1253 (16.08)</td>
</tr>
<tr>
<td>• Keywords: detection, research, laboratory, treatment, coronavirus, drug</td>
<td>327 (4.19)</td>
</tr>
<tr>
<td>• Topic 4: Epidemiologic study</td>
<td></td>
</tr>
<tr>
<td>• Keywords: virus, infection, spread</td>
<td>498 (6.39)</td>
</tr>
<tr>
<td>• Topic 8: Medical affiliation and staff</td>
<td></td>
</tr>
<tr>
<td>• Keywords: hospital, patient, medical staff, Wuhan, medical team</td>
<td>428 (5.49)</td>
</tr>
<tr>
<td><strong>Theme 4: Prevention and control procedures</strong></td>
<td></td>
</tr>
<tr>
<td>• Topic 1: The progress in prevention and control</td>
<td>2538 (32.57)</td>
</tr>
<tr>
<td>• Keywords: prevention and control, work, meeting, outbreak, fight against the outbreak, conference</td>
<td>560 (7.18)</td>
</tr>
<tr>
<td>• Topic 6: Community prevention and control work</td>
<td>436 (5.59)</td>
</tr>
<tr>
<td>• Keywords: personnel, prevention and control, community, outbreak, quarantine</td>
<td></td>
</tr>
<tr>
<td>• Topic 10: Prevention and control policy</td>
<td></td>
</tr>
<tr>
<td>• Keywords: prevention and control, work regulation, department, outbreak, measure in accordance with the law, quarantine</td>
<td>374 (4.80)</td>
</tr>
<tr>
<td>• Topic 3: Prevention and control measures</td>
<td></td>
</tr>
<tr>
<td>• Keywords: prevention and control, measures, outbreak</td>
<td>506 (6.49)</td>
</tr>
<tr>
<td>• Topic 19: Company fight against the outbreak</td>
<td></td>
</tr>
<tr>
<td>• Keywords: outbreak, company, prevention and control, coronavirus, pneumonia, impact, fight against, employee</td>
<td>288 (3.69)</td>
</tr>
<tr>
<td>• Topic 9: Prevention and control methods in industries and sectors</td>
<td></td>
</tr>
<tr>
<td>• Keywords: enterprise, outbreak, service, prevention and control, guarantee, support, manufacture</td>
<td>374 (4.80)</td>
</tr>
<tr>
<td><strong>Theme 5: Wuhan’s story</strong></td>
<td>522 (6.70)</td>
</tr>
<tr>
<td>• Topic 2: Wuhan’s story</td>
<td></td>
</tr>
<tr>
<td>• Keywords: Wuhan, work, Spring Festival, frontline, family member, together</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 6: Mental health</strong></td>
<td>342 (4.38)</td>
</tr>
<tr>
<td>• Topic 14: Mental health</td>
<td></td>
</tr>
<tr>
<td>• Keywords: outbreak, information, mental, society, outbreak, platform, people, nationwide, epidemic control</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 7: Global/local social/economic influences</strong></td>
<td>919 (11.79)</td>
</tr>
<tr>
<td>• Topic 20: Impact on Mainland China and Special Administrative Region of the People’s Republic of China</td>
<td>288 (3.69)</td>
</tr>
<tr>
<td>• Keywords: Hong Kong, mainland, Taiwan, Macao, pneumonia, outbreak, government, impact</td>
<td></td>
</tr>
<tr>
<td>• Topic 18: Influence during the Spring Festival</td>
<td></td>
</tr>
<tr>
<td>• Keywords: cancel, event, hotel, visitor, Spring Festival, tourism, announce, journalist, Wuhan</td>
<td>296 (3.79)</td>
</tr>
<tr>
<td>Theme, topics, and keywords</td>
<td>News reports (N=7791), n (%)^a</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>• Topic 15: National and international response</td>
<td>335 (4.29)</td>
</tr>
<tr>
<td>• Keywords: China, international, response, take measures, outbreak</td>
<td></td>
</tr>
<tr>
<td>Theme 8: Materials supplies and society support</td>
<td>692 (8.88)</td>
</tr>
<tr>
<td>• Topic 13: Material supplies and donations</td>
<td>342 (4.38)</td>
</tr>
<tr>
<td>• Keywords: materials, donation, mask, Wuhan, antiattack, medical, prevention and control, Hubei</td>
<td></td>
</tr>
<tr>
<td>• Topic 11: Mask supply</td>
<td>350 (4.49)</td>
</tr>
<tr>
<td>• Keywords: mask, production, enterprise, supply, price, manufacture, market</td>
<td></td>
</tr>
<tr>
<td>Theme 9: Detection at public transportation</td>
<td>342 (4.38)</td>
</tr>
<tr>
<td>• Topic 12: Detection at public transportation</td>
<td></td>
</tr>
<tr>
<td>• Keywords: passenger, Wuhan, body temperature, detection, airport, vehicle</td>
<td></td>
</tr>
</tbody>
</table>

^aThe total percentage is not 100% due to automatic rounding while exporting the results.

Textbox 1. Further description of each theme.

<table>
<thead>
<tr>
<th>Theme 1</th>
<th>Confirmed cases of coronavirus disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 2</td>
<td>The medical supply situation such as the shortage of surgical masks, protection suits, and safety goggles in the initial stage of the outbreak</td>
</tr>
<tr>
<td>Theme 3</td>
<td>The latest medical treatment and research about the disease, such as the designated hospital, medical staff, route of transmission, and drugs</td>
</tr>
<tr>
<td>Theme 4</td>
<td>Different aspects of the prevention and control procedures</td>
</tr>
<tr>
<td>Theme 5</td>
<td>Stories from individuals in Wuhan, such as the frontline workers combating the outbreak and lives of individuals during the crisis</td>
</tr>
<tr>
<td>Theme 6</td>
<td>The mental health of the medical staff and national citizens</td>
</tr>
<tr>
<td>Theme 7</td>
<td>Influence of coronavirus disease in China and other regions and countries, and the influence on the economy and society</td>
</tr>
<tr>
<td>Theme 8</td>
<td>The Chinese society’s cooperation to provide material support</td>
</tr>
<tr>
<td>Theme 9</td>
<td>The policy and application of detection at public transportation</td>
</tr>
</tbody>
</table>

Results

Figure 3 shows the design of the topic model, in which 20 different topics are plotted as circles. The areas of the circles indicate the overall prevalence, and the center of the circles was determined by computing the distance between topics. Intertopic distances are shown on a 2D plane [24] via multidimensional scaling. The principal component (PC)1 represents the transverse axis, and the PC2 represents the longitudinal axis.

In Figure 4, we show the top 30 most relevant terms for topic 1, which had the highest proportion of all topics, as an example. We selected topic 1 and the system visualized the word frequency distribution relative to the full corpus. Each bar shows the given term’s overall frequency and the estimated frequency within topic 1. In topic 1, the news reports mainly talked about the prevention and control work deployment, and they mentioned prevention and control, outbreak work, and outbreak most frequently. In this way, we could study the content of this topic and give the topic’s name. This approach is illustrated in the literature [25].

In Figure 5, 5b, 5c, and 5d are partial magnifications of 5a. The data of daily confirmed cases and deaths between January 1, 2020, and January 16, 2020, was extracted from the figure in a transmission dynamics study published on March 26, 2020 [26]. Figure 5 shows that the amount of relevant news slightly increased after a new death was reported on January 9, 2020.
There was also a slight decrease between January 24 and 25, as these 2 days were Chinese New Year’s Eve and Chinese New Year, and because the Chinese government had decided to lockdown 13 cities in Hubei Province, which was accompanied by the shutdown of the transportation system on January 31, 2020. Between January 20 and 23, 2020, we observed a sharp increase in relevant news as hundreds of daily new cases occurred. We also found that there was a transient sharp decrease between January 1 and 2, 2020, after the NHC released the Protection Guideline for Population at Different Risk Levels and the Prevention Guideline of Facemask Usage [27]. As the daily new cases decreased on January 4, 2020, the number of daily news reports began to drop. The increase in the number of cases on February 12 and 13, 2020, was due to the updated diagnosis criteria in the COVID-19 protocol (fifth version) [28].

Table 1 shows the theme percentage allocation of our collected news reports. Given our analysis, theme 4 (prevention and control procedures) was the most popular theme. Theme 3 (medical treatment and research) was involved in less than one-sixth of the related news. Theme 7 (global/local social/economic influences) was included in less than one-eighth of all news reports about the coronavirus. The other 6 themes each accounted for less than 10% of the news stories.

As shown in Table 2, China News Service was the most productive media source, followed by the Securities Times and China Securities Journal. Local and national newspapers all participated in reporting recent updates.

Table 2. The most represented media sources for the collected news reports (N=7791).

<table>
<thead>
<tr>
<th>Media sources</th>
<th>News reports, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>China News Service</td>
<td>1155 (14.82)</td>
</tr>
<tr>
<td>Securities Times</td>
<td>176 (2.26)</td>
</tr>
<tr>
<td>China Securities Journal</td>
<td>159 (2.04)</td>
</tr>
<tr>
<td>Gansu Daily</td>
<td>121 (1.55)</td>
</tr>
<tr>
<td>Changsha Evening News</td>
<td>102 (1.31)</td>
</tr>
<tr>
<td>Qinghai Daily (digital newspaper)</td>
<td>100 (1.28)</td>
</tr>
<tr>
<td>Shenzhen Special Zone Daily</td>
<td>97 (1.25)</td>
</tr>
<tr>
<td>Dalian Daily (digital newspaper)</td>
<td>95 (1.22)</td>
</tr>
<tr>
<td>Youjiang Daily</td>
<td>87 (1.12)</td>
</tr>
<tr>
<td>Inner Mongolia Daily (Chinese version)</td>
<td>82 (1.05)</td>
</tr>
</tbody>
</table>
Our collected news reports mentioned various organizations and companies as shown in Table 3. Wuhan University and Huazhong University of Science and Technology, as the top two universities in Wuhan, were the most mentioned, followed by Zhejiang University. University affinitive hospitals and university alumni associations participated actively in the fight against COVID-19.

Table 3. Organizations and companies mentioned in news reports (N=7791).

<table>
<thead>
<tr>
<th>Organization or company</th>
<th>News articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wuhan University</td>
<td>102 (1.31)</td>
</tr>
<tr>
<td>Huazhong University of Science and Technology</td>
<td>66 (0.85)</td>
</tr>
<tr>
<td>Zhejiang University</td>
<td>65 (0.83)</td>
</tr>
<tr>
<td>Pension and compensation benefits</td>
<td>35 (0.45)</td>
</tr>
<tr>
<td>Peking University</td>
<td>28 (0.36)</td>
</tr>
<tr>
<td>Wuhan Tianhe International Airport</td>
<td>28 (0.36)</td>
</tr>
<tr>
<td>Lanzhou University</td>
<td>22 (0.28)</td>
</tr>
<tr>
<td>China Construction Bank</td>
<td>21 (0.27)</td>
</tr>
<tr>
<td>Nanchang University</td>
<td>17 (0.22)</td>
</tr>
<tr>
<td>Industrial and Commercial Bank of China</td>
<td>17 (0.22)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The COVID-19 crisis has aroused great public concern in China and around the world. Topic modeling provides an alternative perspective to investigate the relationship between media reports and the COVID-19 outbreak. We collected media reports, listed the reports number each day (see Multimedia Appendix 1) and used topic modeling to analyze them. Although several COVID-19 cases were found in December 2019, we observed few news reports about them, showing that the press media did not focus on this disease at that time. As the outbreak became severe and more pneumonia cases were confirmed, the number of news reports began to steadily increase and then rapidly increased on January 19, 2020. In general, news trends peak and wane, according to the confirmed cases during other infectious disease outbreak periods; however, in some cases, the mass media cannot capture the outbreak in time and, therefore, fails to become the leading indicator [29]. This is because it takes time and rigorous effort for journalists to choose a topic, investigate the situation, collect data, and verify the authenticity of the material before they can finally present the news; as a result, a delay ensues. Mass media news reports lag behind the real time coronavirus developments, indicating that the media does not play an adequately forewarning function in public health communication and sensitization.

There was a rapid increase of related news after January 19, 2020, showing that the mass media started to pay more attention to this outbreak. However, since the virus is novel and there are not enough studies on it, the mass media might have conveyed misinformation, which may have induced negative psychological effects in the public like fear, anger, or sadness [30]. In addition, being overfed with reports will result in mass communication fatigue that will dampen the media’s effect [31]. Therefore, the government and the mass media should figure out the suitable news themes and daily news numbers to enable the public to keep alert about the outbreak with less harmful mental pressure. The media should also be obliged to ensure the reports’ accuracy.

The topics focused on by the mass media can be divided into nine classifications, Theme 4 (prevention and control procedure) and theme 3 (medical treatment and research) were two major themes that together accounted for around half of the content. It is important for the government to communicate with the citizens using mass media during the disease outbreak [32]; therefore, in these reports, the management of important government departments, medical institutions, and community control methods are emphasized. Positive and enthusiastic forecasts backed with active public health interventions are disseminated, which can eliminate unnecessary public worry and extreme panic, aimed at asserting the nation’s confidence in virus containment and victory within a short period.

Control of the sources of infection, interruptions of transmission routes, and the protection of susceptible people are three major principles to prevent and control infectious diseases. To cope with the COVID-19 crisis, the Chinese government took measures based on these three principles. The detection of viral infections within public transportation networks aroused great public concern, given that the outbreak coincided with the Spring Festival when many were traveling. Few news reports about this are included in theme 4 (prevention and control procedure), suggesting that the mass media might not have been providing sufficient health information about detection within the transportation network.

The scale of medical treatments and research was the second most popular topic. Our results showed that the mass media conveyed this kind of health information by paying attention to the detection of suspicious cases, drugs that might cure patients, and the transmission routes of the virus. However, reports within theme 4 (prevention and control procedure) and theme 3 (medical treatment and research) mainly focused on...
the whole society, while instructions on personal prevention and clinic and medicine choices were less mentioned.

Influences on activities (home and abroad) were also reported together with economic influences, which was included in theme 7 (global/local social/economic influences). These data indicate that the impact of the COVID-19 crisis is not limited to the medical field but also extends to social and economic fields. It is also a worldwide health issue that requires people around the world to work closely together.

The term “confirmed cases” appeared in 9.58% (n=747/7791) of the articles. This indicates that the mass media has served a public health function, as case numbers and their changing rates in news reports can directly give the public intuitive feelings about the speed of viral spread, the momentum, and the hazard of this coronavirus. It can also help citizens remain alert about virus transmission and, therefore, change their daily habits accordingly.

Theme 2 (medical supplies) and theme 8 (material supplies and society support) connect the material supplies with the COVID-19 crisis. Since the outbreak was so sudden and the transmission is so rapid, people in affected areas require medical material and other necessities, especially after the Chinese government shut the major entrance to Hubei to control the outbreak. The mass media can communicate with other parts of China to call for donations and support.

There was an emphasis on Wuhan stories, where news stories focused on the lives of individuals instead of the whole city. We also observed that theme 6 (mental health) accounts for 4.38% (342/7791) of all news articles. Previous studies have shown that there was an increase in mental health problems in both the medical staff [33] and the residents under quarantine [34] during other previous disease outbreaks. Therefore, these kinds of news reports can help the readers refocus on this easily neglected area, and therefore, early interventions can be made. These two themes indicate that the mass media adopts a people-oriented principle when reporting on the COVID-19 crisis, contributing to the warm society phenomenon.

Limitations
This study is the first step to understanding the Chinese mass media’s role during the COVID-19 crisis. However, there are still several limitations in our study. First, we included a large number of Chinese news articles about COVID-19 from the WiseSearch mass media database, which only covers text news articles. However, the mass media has recently used new media platforms such as TikTok (video social media) and WeChat (the largest Chinese instant messaging app) to deliver health information through images, snapshots, and short videos. Therefore, we may have omitted news content and the impact of mass media in these media platforms. Second, we only selected a certain period of the outbreak. The pandemic is still ongoing, and the topics and themes are changing; therefore, we may have missed some novel topics and themes. Third, the LDA model has its own limitations such as a lack of nuances for qualitative thematic analysis and poor performance on short articles. Some relative studies introduced sentiment analysis to investigate the emotional differences in the message content [35]; it would be valuable if we could also apply sentiment analysis to supervise the news and investigate the public’s reaction to news related to COVID-19.

Conclusion
Collecting and analyzing reports on the novel coronavirus shed light on how the Chinese media have delivered health information during the COVID-19 crisis. Our study provides evidence that the Chinese mass media news lags behind when reporting the major developments of the viral spread. Prevention and control procedures, medical treatment, and research are major themes of the press but mainly focus on the whole society, while instructions on personal and individual prevention, clinic and medicine choices, and detection need to be further enhanced. Global and local influences were reported as the COVID-19 crisis started to impose pressure on public health worldwide and urged cooperation among all humankind. Further research should be considered to explore the impacts of mass media on the readers through sentiment analysis of news data and the influences of misinformation about COVID-19 delivered through the mass media.
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Abstract

Background: The internet allows patients to easily look for health information. However, how Chinese patients with breast cancer use the internet has rarely been investigated, and there is a scarcity of information about the influence of internet use on survival.

Objective: This observational study aimed to investigate the details of online medical information searching by Chinese patients with breast cancer and to determine whether internet use has any survival benefits.

Methods: Patients who were diagnosed with invasive breast cancer at Peking Union Medical College Hospital between January 2014 and December 2015 were enrolled. We obtained information on their internet-searching behavior and gathered data from the patients’ medical and follow-up records. The associations between internet use and other clinic-pathological factors were analyzed. A Cox proportional-hazards model and the Kaplan-Meier method were used for disease-free survival (DFS) analyses.

Results: A total of 973 patients with invasive breast cancer who underwent definitive surgery took part in the study. Among them, 477 cases (49.0%) performed web-based breast cancer information searching before the initial treatment. A multivariate logistic regression analysis suggested that web-based breast cancer information searching was significantly associated with younger age (odds ratio [OR] 0.95, 95% CI 0.94-0.97, \( P < .001 \)), higher education level (OR 1.37, 95% CI 1.01–1.86, \( P = .04 \)), and breast conserving surgery (OR 1.35, 95% CI 1.04–1.77, \( P = .03 \)). Baidu (73.4%, 350/477) and WeChat (66.7%, 318/477) were the two most popular online information sources for breast cancer; however, only 44.9% (214/477) felt satisfied with the online information. In contrast to the nonweb searching group, the web-using patients who were satisfied with online information showed significantly improved DFS (hazard ratio 0.26; 95% CI 0.08-0.88, \( P = .03 \)).

Conclusions: The patients who were most likely to search the internet for breast cancer information were younger and well-educated, and they were more likely to have breast conserving therapy. Web-using patients who were satisfied with the internet information showed significantly improved DFS. Patients should browse credible websites offering accurate and updated information, and website developers should provide high-quality and easy-to-understand information to better meet the needs of patients with breast cancer.

(J Med Internet Res 2020;22(4):e16768) doi:10.2196/16768
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breast cancer; internet; disease-free survival; breast conserving therapy; online information; satisfaction level
Introduction

The general population has been increasing their use of the internet since the early 1990s. By the end of 2017, China had 772 million internet users, which is the largest population of “netizens” in the world. The internet penetration rate reached 55.8%, with increases of 2.6% per year, which was higher than the world average. The number of mobile internet users in China increased to 753 million by the end of 2017, and there was a yearly increase of 57.34 million [1].

The internet enables patients to conveniently search for health information and it now plays a larger part in their treatment decision making [2]. Using health information from the internet is associated with stronger participation in decision making, better decisions, and more frequent changes in health behavior, and it may enable patients to communicate with doctors more effectively [2,3]. Some surveys have found considerably high rates of online health information-searching behavior between patients who are more educated, younger, and of a higher socioeconomic status [4,5]. However, other studies showed that educational level and residence had no effect on the rates of patients searching the internet for health information [4,6]. Although searching for internet medical information may benefit patients’ understanding of the disease and medical processes, some studies showed there is a significant lack of high-quality websites providing accurate and complete information [7-9]. Many websites provide inaccurate, conflicting, or misleading information on guidelines and recommendations established by professional medical groups, and it may lead to confusion, unnecessary anxiety, or treatment delay [10,11].

Many studies have revealed a significant proportion of patients with cancer use the internet to find information about their diseases [12,13]. To date, most of the studies about online cancer information research are carried out in Europe and North America [14,15]. Castleton reported that about 63% of North American patients with cancer searched the internet for health-related information [16]. Breast cancer is the most frequent cancer that occurs in Chinese women, and there is an age-standardized rate of 21.6 cases per 100,000 women [17]. For patients with breast cancer in western countries, the rate of internet use for health-related information was reported to be between 29% and 57% [12,18,19]. Patients with breast cancer search the internet for information related to treatment, effect on daily life, prognosis, and cause of disease [18,19]. Internet information is also important in patients’ decision making regarding the type of surgery for breast cancer [20]. However, the use of the internet has rarely been investigated in Chinese patients with breast cancer, and there is a scarcity of information about the influence of internet use on the recurrence and survival of breast cancer.

In this observational study, we examined how patients with breast cancer use the internet to obtain information pertaining to their disease. The aims of our study were to identify the factors that relate to the use of the internet as a source of health information, investigate the details of online information searching, and determine whether internet use would have any survival benefits for patients with breast cancer. We hope that by recognizing the online information searching details of patients, we will be able to suggest strategies to facilitate internet searches on breast cancer information and help patients better cope with their disease.

Methods

Ethics Statement

This study was endorsed by the ethics committee of Peking Union Medical College Hospital (PUMCH), and all the participants provided informed consent.

Patients

Patients who were diagnosed with invasive breast cancers in PUMCH between January 2014 and December 2015 were enrolled in this study. To be included, the participants must have had definitive surgery of both the breast and axilla. The exclusion criteria were as follows: neoadjuvant therapy received prior to definitive surgery or distant metastasis of breast cancer (Stage IV). All eligible participants had pertinent medical records, and they had regular follow-ups. The last follow-up date was January 8, 2019.

Data Collection

On the day of discharge from the hospital, the patients, who had just received a definitive surgery of breast cancer, were approached by one member of the research team. The researcher explained the process and significance of the study. After the patients signed the statement of informed consent, the researcher had a face-to-face interview with them. The interview aimed to investigate the web-based breast cancer information searching from the detection of a breast tumor to the initial treatment. The survey included 7 questions relating to sociodemographics (age, education, and residence), web-based information-seeking information (devices, channels and websites, and satisfaction level with web-based information), and self-rated anxiety level.

We gathered data on tumor characteristics from the patients’ medical records, such as molecular subtype, cancer stage, and type of surgery. Follow-up data were retrieved from the database. The patients treated at PUMCH were instructed to return for follow-up visits every 6 months after the surgery. A follow-up via telephone was used if a patient failed to attend their appointment. The follow-up procedures included medical history, physical examination, laboratory tests, and imaging examinations (eg, ultrasound, mammography, computed tomography scan, or bone scan).

The endpoint of this study was disease-free survival (DFS). DFS was calculated from the initial treatment to a second primary cancer, recurrence, or death without evidence of recurrence or second primary cancer. Breast cancer recurrence included distant metastases and locoregional recurrence.

Statistical Analysis

Quantitative data were compared with a Student’s t test. Categorical data were compared with a 2-sided chi-square test and multivariate logistic regression model. DFS was studied using the Kaplan-Meier curve. Time-to-event endpoints were analyzed with 2-sided log-rank tests. A multivariate Cox...
proportional-hazards regression model survival analysis was performed after adjusting potential factors that might affect the patient’s survival, including age, molecular subtype, stage, and type of surgery. Differences were considered significant at $P<.05$. Statistical analyses were performed using the STATA statistical software package (version 14.0).

**Data Availability Statement**

All the data that were generated or analyzed in this study are included in this article.

**Results**

**Patient**

A total of 1004 patients with invasive breast cancer who underwent definitive surgery were eligible for this study and 31 of them refused. All 973 final participants were female and of Chinese descent. The median age was 47.2 years (range 21-79); 548 (56.3%) of the patients had breast conserving surgery, and 425 (43.7%) of them had a mastectomy. Postoperative adjuvant treatment was determined according to the National Comprehensive Cancer Network guidelines and the patient’s actual situation.

**Web Use**

Among the 973 participants, 477 cases (49.02%) performed web-based breast cancer information searching before initial treatment (web group), while 496 cases (50.98%) did not seek medical information via the internet (nonweb group). By $t$ test, age was significantly younger in the web group. Analyses with a chi-square test showed that tumor stage, molecular subtype, and self-rated anxiety levels were not significantly different between the two groups. However, higher education level, urban residence, and breast conserving therapy (BCT) were significantly associated with the web group (Table 1).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Web group (n=477)</th>
<th>Nonweb group (n=496)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>43.81 (11.73)</td>
<td>50.49 (14.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>&lt; high school</td>
<td>376 (78.8)</td>
<td>356 (71.8)</td>
<td></td>
</tr>
<tr>
<td>&lt; high school</td>
<td>101 (21.2)</td>
<td>140 (28.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Residence, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban</td>
<td>278 (58.3)</td>
<td>211 (42.5)</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>199 (41.7)</td>
<td>285 (57.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Stage, n (%)</strong></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>I</td>
<td>244 (51.2)</td>
<td>224 (45.2)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>141 (29.6)</td>
<td>157 (31.7)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>92 (19.3)</td>
<td>115 (23.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Molecular subtype, n (%)</strong></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Luminal A</td>
<td>223 (46.8)</td>
<td>246 (49.6)</td>
<td></td>
</tr>
<tr>
<td>Luminal B</td>
<td>112 (23.5)</td>
<td>113 (22.8)</td>
<td></td>
</tr>
<tr>
<td>Triple-negative breast cancer</td>
<td>95 (19.9)</td>
<td>95 (19.2)</td>
<td></td>
</tr>
<tr>
<td>HER2&lt;sup&gt;a&lt;/sup&gt;-positive</td>
<td>47 (9.9)</td>
<td>42 (8.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Self-rated anxiety level, n (%)</strong></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Low</td>
<td>225 (47.2)</td>
<td>251 (50.6)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>125 (26.2)</td>
<td>126 (25.4)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>127 (26.6)</td>
<td>119 (24.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of surgery, n (%)</strong></td>
<td></td>
<td></td>
<td>.047</td>
</tr>
<tr>
<td>Breast conserving therapy</td>
<td>284 (59.5)</td>
<td>264 (53.2)</td>
<td></td>
</tr>
<tr>
<td>Mastectomy</td>
<td>193 (40.5)</td>
<td>232 (46.8)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>HER2: human epidermal growth factor receptor 2.

A multivariate logistic regression was also carried out. The outcomes suggested that web-based breast cancer information searching was significantly associated with younger age, higher education, and breast conserving surgery. However, for residence, tumor stage, molecular subtype, and self-rated anxiety level, correlations with web-based information searching were not significant (Table 2).
Table 2. Multivariate logistic analysis of the association between web-based information seeking and patient characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Web use (n=477), n (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>N/A^a</td>
<td>0.95 (0.94-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; high school (reference)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>&lt; high school</td>
<td>101 (41.9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>1.37 (1.01-1.86)</td>
<td>.04</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural (reference)</td>
<td>199 (41.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Urban</td>
<td>278 (56.9)</td>
<td>0.78 (0.53-1.14)</td>
<td>.197</td>
</tr>
<tr>
<td>Stage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I (reference)</td>
<td>244 (52.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>141 (47.3)</td>
<td>0.81 (0.59-1.09)</td>
<td>.16</td>
</tr>
<tr>
<td>III</td>
<td>92 (44.4)</td>
<td>0.73 (0.53-1.03)</td>
<td>.08</td>
</tr>
<tr>
<td>Molecular subtype</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luminal A (reference)</td>
<td>223 (47.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Luminal B</td>
<td>112 (49.8)</td>
<td>1.01 (0.71-1.41)</td>
<td>.97</td>
</tr>
<tr>
<td>Triple-negative breast cancer</td>
<td>95 (50.0)</td>
<td>1.04 (0.73-1.48)</td>
<td>.83</td>
</tr>
<tr>
<td>HER2^b-positive</td>
<td>47 (52.8)</td>
<td>1.20 (0.75-1.93)</td>
<td>.45</td>
</tr>
<tr>
<td>Self-rated anxiety level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (reference)</td>
<td>225 (47.3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Medium</td>
<td>125 (49.8)</td>
<td>1.03 (0.75-1.42)</td>
<td>.86</td>
</tr>
<tr>
<td>High</td>
<td>127 (51.6)</td>
<td>1.13 (0.82-1.56)</td>
<td>.45</td>
</tr>
<tr>
<td>Type of surgery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mastectomy (reference)</td>
<td>193 (45.4)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Breast conserving therapy</td>
<td>284 (51.8)</td>
<td>1.35 (1.04-1.77)</td>
<td>.03</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

^bHER2: human epidermal growth factor receptor 2.

We further investigated the details of web-based breast cancer information-seeking behavior, which are shown in Table 3. Regarding web channels, Baidu (Chinese “Google”) and WeChat (Chinese “Facebook”) were the top two most popular online information sources for breast cancer. Less than half of participants browsed professional websites.
Table 3. Details of patients’ web-based breast cancer information-searching behavior.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Web-using participants (n=477), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Devices</strong></td>
<td></td>
</tr>
<tr>
<td>Computer (desktop, laptop, tablets)</td>
<td>178 (37.3)</td>
</tr>
<tr>
<td>Mobile phones</td>
<td>203 (42.6)</td>
</tr>
<tr>
<td>Both</td>
<td>96 (20.1)</td>
</tr>
<tr>
<td><strong>Web channels</strong></td>
<td></td>
</tr>
<tr>
<td>Baidu</td>
<td>350 (73.4)</td>
</tr>
<tr>
<td>WeChat</td>
<td>318 (66.7)</td>
</tr>
<tr>
<td>Professional websites</td>
<td>213 (44.7)</td>
</tr>
<tr>
<td>Discussion forums</td>
<td>129 (27.0)</td>
</tr>
<tr>
<td>Others</td>
<td>147 (30.8)</td>
</tr>
<tr>
<td><strong>Satisfaction level</strong></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>214 (44.9)</td>
</tr>
<tr>
<td>Unsatisfied</td>
<td>263 (55.1)</td>
</tr>
</tbody>
</table>

Survival Analysis Between the Web Group and Nonweb Group

The median follow-up time was 35 months (range 12-60). In the web group, there were 19 DFS events: 10 cases of bone metastases, 3 cases of locoregional recurrence, 3 cases of lung metastases, 1 case of distant lymph node metastasis, 1 case of liver metastasis, and 1 case of multiple metastases. In the nonweb group, there were 26 DFS events: 11 cases of bone metastases, 6 cases of locoregional recurrence, 2 cases of lung metastases, 2 cases of distant lymph node metastases, 2 cases of liver metastases, 1 case of brain metastasis, 1 case of multiple metastases, and 1 case of death. The 3-year Kaplan-Meier estimates for DFS were 94.32% in the web group, and 93.94% in the nonweb group (Figure 1). The log-rank comparison showed no significant difference in DFS (P=.29). If we further divided the web group into a “Satisfied” subgroup and an “Unsatisfied” subgroup, the log-rank comparison showed a significant difference among all three groups (web-satisfied, web-unsatisfied, and nonweb) (P=.03; Figure 2).

Figure 1. Kaplan-Meier survival curves of disease-free survival by web usage.
Multivariate Analysis for DFS
In the multivariate analysis, the included prognostic factors for DFS were age, tumor stage, molecular subtype, type of surgery, and web-seeking condition (Table 4). Compared to the nonweb group, the web-using patients who were unsatisfied with the internet information showed no significant difference for DFS; however, the web-using patients who were satisfied with the internet information showed significantly improved DFS, after adjustment for all other factors. The web-satisfied subgroup also showed significantly improved DFS than the web-unsatisfied subgroup (hazard ratio 0.26; 95% CI, 0.08-0.90, \( P = .03 \)).

Table 4. Cox proportional hazards regression model analysis of disease-free survival.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Hazard ratio (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (continuous)</td>
<td>1.00 (0.98-1.03)</td>
<td>.54</td>
</tr>
<tr>
<td>Stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I (reference)</td>
<td>N/A(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>1.20 (0.57-2.51)</td>
<td>.63</td>
</tr>
<tr>
<td>III</td>
<td>1.86 (0.90-3.82)</td>
<td>.09</td>
</tr>
<tr>
<td>Molecular subtype</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luminal A (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Luminal B</td>
<td>2.12 (0.86-5.23)</td>
<td>.10</td>
</tr>
<tr>
<td>Triple-negative breast cancer</td>
<td>3.79 (1.63-8.77)</td>
<td>.002</td>
</tr>
<tr>
<td>HER2(^b)-positive</td>
<td>7.11 (2.89-17.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Type of surgery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mastectomy (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Breast conserving therapy</td>
<td>1.85 (0.98-3.48)</td>
<td>.06</td>
</tr>
<tr>
<td>Web-based information seeking condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No web (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Web use-unsatisfied</td>
<td>0.99 (0.51-1.96)</td>
<td>.99</td>
</tr>
<tr>
<td>Web use-satisfied</td>
<td>0.26 (0.08-0.88)</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

\(^b\)HER2: human epidermal growth factor receptor 2.
Discussion

The use of the internet for obtaining health information has expanded significantly in the past several years. Because of its frequently updated content, wide availability, and multimedia forms of presenting data, many patients use the internet to acquire health information [21-23]. The reported rates of internet use by patients with cancer have varied widely, with estimates ranging from 4.8% to 77% [19,24-28]. The rate of 49.0% (477/973) in this study is within this range, and it is consistent with the data available specifically for breast cancer: 21% to 51% [12,19,24].

The results from this study showed a definite association between education level, age, location of residence, BCT, and the likelihood that a patient uses the internet for breast cancer information. However, tumor stage, molecular subtype, and anxiety were not as statistically significant as factors affecting internet use among patients with breast cancer. Multivariate analysis suggested that age, education level, and type of surgery were associated with use of the internet but not location of residence. The current literature has reported similar findings [19,24,25]. Younger patients have more opportunities to access the internet, and they are more open to online information, so the link between age and internet use is easily understood [1]. For older adults, there are usually more obstacles to access the internet. They are less familiar with the necessary skills to browse the webpages (eg, typing or setting up an account) and the basic logic of doing an online search. Assistance from family, community, and government is needed to help them overcome these difficulties. Some older adults may also have physical problems that limit their use of the internet, such as low vision and trembling hands. Special software such as interactive voice response systems need to be developed and provided to them [15,22]. As for education level, a possible explanation might be that people with lower education are more likely to have lower socioeconomic status and a lower income level. This has led to concerns about a “digital divide”, that is, the existence of a barrier for patients in lower educational and socioeconomic groups to benefit from online health information [29]. To eliminate or reduce this “digital divide”, training programs of internet use should be offered to these less educated people. In addition, the government should build high-speed and more affordable broadband infrastructure and offer subsidies to those who cannot afford the cost of basic internet devices [29-31]. However, in our multivariate analysis, the likelihood of internet use was not different between urban and rural residences, which is not consistent with previous studies [30,31]. In China, because of the lack of an effective appointment and referral system, receiving medical service in a large hospital in a metropolis such as Beijing and Shanghai is an expensive, complicated, and time-consuming process [32]. Founded in 1921 by the Rockefeller Foundation, PUMCH is a national center guiding the diagnosis and treatment of difficult and serious diseases appointed by the National Health Commission, and it ranks first in a series of different ranking systems [33]. As a result, the rural residents who can visit PUMCH are more likely to have a relatively higher economic status compared to those living in remote and poor areas. For these people, the internet using condition is likely to be similar to that of urban residents. Further studies should pay more attention to those people with extreme poverty who are in more need of various sources of medical information.

Our study implied that patients with breast cancer who were searching for online medical information were more likely to receive BCT. Jordan et al [34] reported that high-quality and easily accessible web-based information could help to significantly improve patients’ participation in decision making for breast cancer surgery. Currently in China, the rates of BCT are relatively low compared with the international average level [35]. One of the reasons is that the patients lack knowledge about BCT, which is misunderstood to be “unsafe” or “incomplete”, and so they may opt to avoid this treatment even when it is suggested by their clinician [35]. The internet can play an important role in educating patients with breast cancer to accept less invasive treatments as the standard procedure if they are indicated as being the most suitable treatment by their clinicians [36].

We also reported that the self-rated anxiety level was not significantly different whether the patients sought online medical information or not. On the one hand, high-quality online information can facilitate patients’ understanding of the disease, and make them more prepared to face it, both physically and psychologically [37]. On the other hand, the online information is usually too complex and misleading for the general public to comprehend, and it sometimes even contains obvious mistakes. This will lead to confusion and anxiety, and offset the possible improvement of psychological well-being brought by internet searching [34,38,39]. However, some studies reported that online communities, forums, and peer-support groups, which offer the patients more opportunities to express their feelings and receive peer education, have the potential to improve the emotional well-being of patients with cancer [40-42]. Therefore, online interactive and individualized social media tools about breast cancer should be developed to enable patients to establish one-to-one, one-to-many, or many-to-many communications with professionals and their peers [43].

This study demonstrated that, altogether, more than 62% of the web group used mobile smartphones to search for online information on breast cancer. By the end of 2017, the percentage of Chinese netizens using mobile phones to access the internet was 97.5%, hitting a new high record [1]. This was 2.4 points more than at the end of 2016. WeChat is an innovative application that is installed on over 90% of smartphones and 60% of computers, and it is currently performing as an important tool that is transforming the daily life of users in various ways [1]. Many different types of medical information were continuously created and transmitted among millions of users through WeChat, which provided WeChat with the enormous potential to affect the general public’s health knowledge and possible health status. In our study, 66.7% (318/477) of the web group searched for breast cancer information via WeChat. However, Baidu is still on the top of the web channel list, with 73.4% (350/477) of the web group using Baidu as the information source. The largest concern connected with the internet as a health resource is that it is unregulated; high-quality information sits side-by-side with poor or misleading
information. In this study, the general satisfaction level with internet information was not high, with a satisfaction rate of only 44.9% (214/477). This rate is consistent with previous articles [18]. Accuracy and readability are the most concerning issues about online medical information. Patients should be recommended web channels with professional sources, updated information, interactive communication, and patient-friendly language [8,13,14].

Regarding survival analysis, univariate and multivariate regression analyses indicated that there was no DFS difference between the web and nonweb groups; however, web-using patients who were satisfied with internet information showed significantly improved DFS. This result can be explained as follows: accurate online information is beneficial to patients’ recurrence and survival condition, while inaccurate or “harmful” information can offset this positive effect. Misled by harmful information, patients may refer to less proven treatments, which can lead to the delay of standard therapy [11]. In China, the online medical information is often shown side-by-side with commercial promotions, which undermines its independency and accuracy. The government should have strict laws against false advertising of online medical information and recommend credible information sources to the public. Physicians should help patients by referring them to reliable and patient-friendly websites and communicating with the patients online.

This study has some limitations. As a study undertaken in a single surgical unit, this population may not be typical of the Chinese population as a whole; in particular, we did not include patients with late-stage cancer or those who were receiving chemotherapy. In addition, we did not analyze some factors that may influence the DFS results, such as time duration from breast tumor detection to initial treatment, adjuvant therapy (radiation therapy, chemotherapy, and targeted therapy), complications of surgery and adjuvant therapy, compliance to therapy, and web-searching behavior after surgery. These factors should be included in future studies. In addition, a multicenter study with larger patient numbers would increase the sample size and add more weight to these results.

Findings from this study have significant implications for clinical practice. First, physicians should ask patients with breast cancer about their use of the internet as an information source and help them to identify inaccurate and misleading information. Second, physicians should discuss the online information with their patients and help them to better understand the disease and treatment options. Third, health care providers should direct patients to accurate and credible websites and provide high-quality online medical information. When discussions of online medical information between physicians and patients are incorporated into the consultations, both shared clinical decision making and the physician-patient relationship will be improved [18].

In conclusion, patients with breast cancer frequently use the internet to obtain health-related information. This study has shown that patients who are most likely to use the internet for breast cancer information are younger and well-educated, and they are more likely to have BCT. Web-using patients who were concurrently satisfied with internet information showed significantly improved DFS compared to those who did not search online for medical information. Patients should browse credible websites offering accurate and updated information, and website developers should provide high-quality and easy-to-understand information to better meet the needs of patients with breast cancer.
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Abstract

Background: Generative participatory design (PD) may help in developing electronic health (eHealth) interventions. PD is characterized by the involvement of all stakeholders in creative activities. This is different from the traditional user-centered design, where users are less involved. When looking at PD from a research through design perspective, it is important to summarize the reasons for choosing a certain form of generative PD to further develop its methodology. However, the scientific literature is currently unclear about which forms of PD are used to develop eHealth and which arguments are used to substantiate the decision to use a certain form of generative PD.

Objective: This study aimed to explore the reporting and substantiation of generative PD methodologies in empirical eHealth studies published in scientific journals to further develop PD methodology in the field of eHealth.

Methods: A systematic literature review following the Cochrane guidelines was conducted in several databases (EMBASE, MEDLINE Ovid, Web of Science, and CINAHL EBSCOhost). Data were extracted on the recruitment and management of stakeholders, the use of tools, and the use of outcome measures.

Results: Of the 3131 studies initially identified, 69 were selected for qualitative synthesis. The reporting was very variable, depending to a large extent on whether the study stated that reporting on the PD process was a major aim. The different levels of reporting and substantiation of the choices of a recruitment strategy, stakeholder management, and tools and outcome measures are presented. Only a few authors explicitly used arguments directly related to PD guiding principles such as democratic, mutual learning, tacit and latent knowledge, and collective creativity. Even though PD principles were not always explicitly discussed in the method descriptions of the studies, they were implicitly present, mostly in the descriptions of the use of PD tools. The arguments used to substantiate the choices made in stakeholder management, PD tools, and the type of outcome measures adopted point to the involvement of PD principles.

Conclusions: Studies that have used a PD research methodology to develop eHealth primarily substantiate the choice of tools made and much less the use of stakeholders and outcome measures.

(J Med Internet Res 2020;22(4):e13780) doi:10.2196/13780
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Introduction

Participatory Design Methodology

Stakeholder participation is considered to play an important role in developing electronic health interventions (eHealth) [1-4]. However, during the development of eHealth, challenges remain in gaining the trust of stakeholders, managing multiple stakeholders, and involving end users [5]. In contrast to more traditional forms of user-centered design, where stakeholders are less involved, generative participatory design (PD) focuses
on including stakeholders in creative activities [3,4]. Therefore, PD is promising in that it could overcome the challenges seen in the development of eHealth [6-8].

PD is becoming increasingly intertwined with research and is therefore also considered to be a research methodology. Looking at PD from a research perspective, the methodological choices to be made are of particular interest. Methodological elements that play a key role in PD research are the recruitment and management of stakeholders [4], the use of outcome measures [4], and the use of tools [9,10]. The literature indicates that the application of each of these elements varies when PD is employed.

Looking at the literature on participatory methods to develop eHealth, a recent systematic literature review showed that 24 frameworks have been used [11]. However, as many studies do not refer to a framework, more attention is needed on the methodologies employed [11].

**Methodological Elements**

Turning to stakeholders, the varying involvement of patients as end users has been widely discussed in the literature [12,13]. Warnings have been given regarding the ability of users to express their needs and about the prejudices of PD practitioners regarding the participants [14], and the involvement of end users remains debated. When it comes to outcome measures, there is a wide variety that can be used to evaluate PD outputs related to the PD process itself and to the eHealth technology output [15,16]. Tools describe the actions that take place between participants [17], and PD scholars have categorized these tools into make, tell, and enact tools [3,10,17]. Make tools are material components such as a prototype to facilitate the embodiment of thoughts in physical artifacts [10]. Tell tools facilitate the telling of stories to capture implicit information about the use of a technology and how people may wish to use it in the future [10]. Enacting refers to the activities where one or more people act out possible futures by physically trying things out in settings that resemble the possible futures [10]. Finally, PD toolkits can involve make, tell, and enact tools and are used to push people to start thinking about their experiences so that using the tools in the PD process can yield better results.

How stakeholders, tools, and outcome measures are employed in the PD process depends on which PD methodology is followed. Furthermore, there is a lack of a strong methodological explanation that could help develop a more rigorous science of PD [2,4]. Using methodological arguments to make each methodological decision applied in studies employing PD more explicit could improve the scientific rigor of PD as a research methodology [18].

**Guiding Principles**

The PD literature encompasses various theories that form the foundations for methodologies [2-4,9,10]. Value-laden concepts such as democracy, participation, empowerment, and empathy [4,9] contain values such as inclusion and equality [9] and play a fundamental role in PD. On the basis of the work by Van der Velden and Mörberg [9] and of Sanders and Stappers [3], four key guiding PD principles can be discerned:

- **Democracy**: In contrast to traditional design practices, the aim is to involve all stakeholders including non-designers and future users who will be affected by new technologies. Users can become part of the design team as experts of their experiences given appropriate tools to express themselves [13]. The aim is to increase diversity of experience, values, and knowledge. This is believed to foster trust among those involved and to facilitate a learning process and a commitment to taking responsibility for each other and the design result.

- **Mutual learning**: Participants (both designers and non-designers) learn from each other, but they also learn from themselves when reflecting on their own work.

- **Tacit or latent knowledge**: To assess the needs of people beyond the observable or easily detectable, that is, in the form of tacit needs. This deeper knowledge includes explicit and implicit day-to-day technological expertise from the present, future, and past [19]. Sanders has defined tacit needs as being conscious but not expressed and latent needs as subconscious needs that cannot be expressed in words [3,20].

- **Collective creativity**: PD is considered to be essentially a process of collective creativity [3]. Sanders and Stappers [3] refer to social creativity in which people follow a process referred to as the path of expression. Creativity facilitates a design process from which values emerge and become inscribed in the product or service [9]. Everyone is assumed to possess some creative ability, although a design role requires a certain level of creativity [13].

Given the developing nature of the PD methodology, the theoretical and empirical literature does not always incorporate these insights and the four guiding principles. In the theoretical design literature, the relationship between PD principles and the use of stakeholders, tools, and outcome measures is only implicitly suggested [2,4]. For instance, PD principles seem to be implicit in the description of make tools. The democratic principle is implicitly present as make tools include both designers and non-designers in making things [10]. As such, make tools can be used to enhance the democratic involvement of stakeholders. In addition, the collective creativity principle is also implicitly present. Tools, depending on the aim, can be used within a PD project to (1) probe participants, (2) prime participants—to immerse them in a domain, (3) to gain a better understanding of their experiences, or (4) to generate new ideas [17]. Depending on the aim, make tools can be used as part of a probing approach (to inspire ideas), a participatory prototyping approach (stakeholders provide feedback on an existing prototype), or a generative approach (stakeholders give ideas a physical form) [10,19]. It has been suggested that the probing and generative approaches are better suited to early design, or the so-called fuzzy front end, and that prototyping is more useful in later, less fuzzy, design stages [19]. Therefore, the democratic principle and the creativity principles can be used to argue in favor of adopting make tools at different times in the design process.

Little has been reported on the specific arguments used to explain the choice of specific stakeholders, tools, and outcome measures. Although stakeholders can be involved in various
ways in the development of gerontology [8], mobile health (mHealth) [7], and serious games [6,21], a discussion on the methodological considerations is missing. Second, various tools are described for developing health information technology [22], gerontology [8], and mHealth [7], but without methodological substantiation.

In addition, given the very limited presence of evaluations in the empirical literature, it is difficult to establish the outcome measures that are used, let alone the principles upon which they are selected. Eyles et al [7] failed to find any mHealth studies that reported outcome measures. Merkel and Kucharski [8] found a few studies that evaluated some eHealth results, for example, by testing a prototype. However, they did not report the results of the evaluations [8]. Merkel and Kucharski [8] also stated that there were no studies that had evaluated the process of PD itself. Exceptionally, DeSmet et al [21] did evaluate the effectiveness of PD in serious games. They expected that the use of PD in the development of serious games was less effective than when users were involved merely as testers in the game (albeit without taking sample size and strength of effect into account) [21].

**Aim**

Given these uncertainties, the aim of this study was to explore the substantiation behind the methodological choice to use a certain form of PD in developing eHealth. This paper was intended to be a start in looking at the state of reporting of PD research methodology and, therefore, used a systematic literature review to summarize the current status of reporting in peer-reviewed scientific journals. This research has the potential to guide researchers and practitioners to areas where greater substantiation is needed when using or reporting PD. By considering the current methodological choices, some recommendations are also provided that may also help researchers and practitioners select a method that helps them better achieve their aims.

**Methods**

**Systematic Literature Review**

A systematic literature review with qualitative synthesis was conducted to summarize existing knowledge on PD methodology in the development of eHealth technology. In the medical field, the Cochrane review process is considered the gold standard. Given that this review is focused on eHealth, this systematic review follows the Cochrane guidelines [23]. To ensure completeness and transparency, a Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) reporting statement is included [24].

Given that PD methodology is developing, the focus was on the reported use and justification of the choices made in using PD tools, stakeholder management, stakeholder recruitment, and the outcome measures selected. The first research question focuses on the use of PD: “How is the use of PD, in particular the involvement of stakeholders, the use of tools, and the use of outcome measures described in the empirical literature about eHealth development?” The second research question focuses on the justification for a type of PD: “What reasons, related to the guiding principles of PD, are offered to substantiate the preference for a given use of stakeholders, tools, and outcome measures?”

**Selection of Studies**

Search queries were developed by an experienced medical information specialist (WB) and the searches used terms such as participatory design, co-design, cocreation, and collaborative design in the field of telehealth. In addition to these terms, we used a more descriptive approach where we combined human centeredness, patient involvement, etc, with shared decision making or doctor-patient relations in the field of telehealth. The term user involvement was also added to the search. The term participatory research was not used as the terms “co-creation,” “co-design,” and “participatory” were assumed to cover this field.

The search strategies for all the databases that were used can be found in Multimedia Appendix 1. The following databases have been searched from their inception until November 12, 2019 (date last searched): EMBASE (1974-), MEDLINE ALL (Ovid, 1946-), Web of Science Core Collection (Web of Knowledge, 1900-), and CINAHL (EBSCOhost, 1937-). All the references from searches on electronic databases were exported and duplicates removed in Endnote X9 (Thompson Reuters Inc) software. The identified titles and abstracts were then screened for eligibility by two independent researchers.

The following working definition for PD was used: PD refers to the collective creative design process of designers and nondesigners, whereby users are considered partners during the design process. PD activities can generally be described as cocreation workshops or cocreation exercises, or they can be more specifically described by referring to make (ie, collage), tell (ie, cards), and act (ie, acting out) tools. Studies that used other terms were also included if they were described by the authors as co-design or PD-related activities [10,17]. Studies that used other popular terms such as cocreation were only included if, as part of the methodology, PD tools were described.

The selection criteria for inclusion and exclusion are shown in Textboxes 1 and 2. Studies that had as their main objective developing eHealth technology were included. Articles in conference proceedings were also included. Study protocols and conference abstracts were excluded as these included insufficient information about the execution of the PD study and its results. Non-English language publications were excluded.

All types of empirical study designs were included, and no restrictions were placed on the types of participants. For instance, studies involving only patients or only care professionals in PD were included. The presence of PD activities was chosen as the inclusion criterion rather than other features of PD because this area has the most clearly defined consensus in the literature. Other aspects of PD, such as stakeholder recruitment, stakeholder management, and PD outcome measures, were not used as the inclusion or exclusion criteria as these terms can be used in somewhat arbitrary ways.
### Inclusion criteria for screening.

- **Language**: English language
- **Format**: Full text available (including full conference papers)
- **Study design**: Empirical study describing the direct or indirect observation or experience of using participatory design (PD) to develop electronic health (eHealth) published in a peer-reviewed journal or conference proceedings. The aim of the paper was to report on the use of PD to develop eHealth.
- **Product or service developed**: eHealth related
- **Method of development**: PD as a collective creative design process of designers and nondesigners whereby users are considered to be partners in the process and the use of PD activities is described with this mindset (including participatory prototyping)
- **Design development phases**: All innovation phases included (predesign, early design [discover], and design and make)
- **Setting**: at least one of the PD tools used must be in a group setting (ie, more than one individual involved)

### Exclusion criteria for screening.

- **Language**: Other than English
- **Format**: Only abstract or full text unavailable
- **Study design**: Nonempirical studies (ie, reviews, editorials, discussion papers, methodological papers, papers reflecting on eHealth developed with PD), studies not peer reviewed (eg, dissertations)
- **Product or service developed**: Other than electronic health (eHealth
- **Method of development**: Nonparticipatory design, participatory design (PD) where users are considered as subjects in the design process (user-centered design), the use of PD is not described (ie, only qualitative research tools such as focus groups or interviews)
- **Setting**: All PD tools used only by individuals
- **Design development phases**: Value cocreation excluded (market phase and later marketing phases)

The identification and selection of studies is summarized in Figure 1 according to the PRISMA guidelines [24]. Following the removal of duplicates, 3131 articles were identified through the search strategy, of which 3000 articles were then excluded based on the title and contents of the abstract. This left 131 unique full-text studies for review, of which 69 met the inclusion criteria (see Multimedia Appendix 2 for full-text studies excluded). The main reasons for full-text exclusion were (1) not considered to be empirical studies or full-text peer-reviewed documents (eg, conference abstracts, protocols, and a PhD thesis; n=19), (2) mentioned PD-related activities, but no PD tools (n=7), (3) mentioned co-design but no PD tools (n=8), (4) mentioned cocreation but no PD tools (n=11), (5) mentioned user-centered design, but no PD tools (n=11), and (6) did not mention eHealth (n=6).
Data Extractions and Synthesis

To provide an overview of the general characteristics of the studies, the eHealth domain, the health domain, and the theoretical references used to refer to PD were summarized. In addition, the use of stakeholders, tools, and outcome measures was assessed as follows.

First, regarding the use of stakeholders, different strategies could be used depending on the interpretation of PD principles. Therefore, data were extracted related to the number and type of stakeholders, stakeholder recruitment, and stakeholder management. Second, regarding the use of tools, different tools can be used at different times depending on the PD principles. Therefore, the type of tool and the purpose in using the tool were extracted. Finally, the study was placed in a design phase depending on the stage in which the study started: predesign, early design, or post first prototype (Table 1).

Table 1. Description of design phases.

<table>
<thead>
<tr>
<th>Design phase</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predesign (including fuzzy front end)</td>
<td>Phase of understanding and defining the problem, often these studies would focus on the unmet need of a certain population.</td>
</tr>
<tr>
<td>Early design</td>
<td>In this phase, there is already some understanding of the problem and the aim is to develop a first concrete idea, often these studies would aim to develop or enhance a first idea or prototype.</td>
</tr>
<tr>
<td>Post first prototype</td>
<td>In this phase, there is already a first idea for a solution, which will be iterated or enhanced.</td>
</tr>
</tbody>
</table>

Third, as the use of outcome measures is influenced by the general methodological aim and the principles that are emphasized, the type of outcome measure that was used to evaluate eHealth and the PD itself was extracted.

Assessment of Sufficiency of Reporting

Owing to the variety of study designs, a quality assessment was not appropriate. Instead, an assessment of sufficiency of reporting was conducted, as used in a previous systematic review [7]. This was done with an 8-item checklist:

1. Setting: Is it clear where the PD development of the intervention took place?
2. Stakeholders: Is it clear who was involved in the PD, and does one know all that one needs to know about the participants?
3. Facilitators: Is it clear who facilitated the PD process?
4. Procedure: Is it clear what PD methods were used?
5. Materials: Are any physical materials used in the PD process adequately described?
6. Intensity: Is the length of the PD phase and individual sessions clear?
7. Schedule: Is the interval and frequency of the PD sessions clear?
8. Clarity: Is the description of the overall PD process clear?

Results

Overall Findings

The general health and eHealth technology characteristics and the theoretical references used in the studies when referring to PD are described below. The year of publication ranged from 2006 to 2019. The 69 studies cover 65 unique eHealth technology products and services. The majority of these were either Web-based tools such as online self-management tools [25], person-centered Web support [26], or a Web-based plan for integrated care [27], or mHealth apps.

There is a large diversity in the health domains considered. The mental health domain was most often addressed by the eHealth technology. The most frequent aims of the eHealth were disease-specific interventions (weight loss, psychosocial care, and rehabilitation) and self-management. The prevalence of self-management aims could be expected because the PD democratic principle emphasizes the involvement of users, and this may help the later uptake by these users of eHealth focused on self-management.

In addition to the health and eHealth technology characteristics, the theoretical references of PD are presented here. Nearly all studies, 65, mentioned a theory of PD. Clemensen et al’s description of the PD methodology [28,29] was referenced in 10 of the reviewed studies [30–39], and that by Sanders and Stappers [13] was referenced in 9 [27,30,31,40–45]. A handbook on PD by Simonsen et al [10] was referenced 7 times [27,31,36,46–49]. PD principles and practices [50,51] were also referenced on several occasions [38,47,52–54]. In addition, the methodology by Spinuzzi [2] was referenced in 4 papers [25,26,31,32]. References to other design theories were also used, such as experience-based design [55] in studies by Wherton et al [39] and Crosby [56], design thinking [57,58] in various studies [37,56,59–61], human-centered design [62] in the study by Das and Svanes [63], and prototyping [64] in the study by Hetrick et al [65].

The reporting on recruitment was mostly about the patient or content expert and not the other stakeholders. For instance, no study clearly explained how they recruited designers or software developers. This may be because these stakeholders were not recruited but already part of the project team. The most common recruitment strategy was purposive or convenience sampling.

Stakeholder Recruitment

The reporting on recruitment was mostly about the patient or content experts and not the other stakeholders. For instance, no

### Table 2. Types of stakeholders included in the participatory design process (n=69).

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care professional</td>
<td>[26,27,31–34,35,37,39,41,45,46,48,49,56,60,61,63,65,67,68,71,73,74,76,84,87,89–99]</td>
</tr>
<tr>
<td>Informal caregiver (ie, parent)</td>
<td>[32,35,46,60,65,68,78,87,97]</td>
</tr>
<tr>
<td>Designer</td>
<td>[25,26,42,46,52,65,71,76,98]</td>
</tr>
<tr>
<td>Software developer</td>
<td>[25,27,38,39,42,46,48,61,63,68,74,97]</td>
</tr>
<tr>
<td>Researcher</td>
<td>[25,27,32,37,41,42,52,54,61,63,65,68,98]</td>
</tr>
</tbody>
</table>

Note: Numbers are references to studies.
Most studies that report recruitment criteria focused on age and health care exposure. A total of 7 studies also mentioned access to internet and basic knowledge in using phones or a computer and the internet. Overall, 4 studies also reported criteria related to personal traits such as social or communicative skills, creativity, motivation, and capabilities to engage actively [31,48,85,90]. Financial incentives were also often used in the recruitment process.

In general, there is a lack of methodological arguments provided for the recruitment choices. It is unclear why designers are involved in so few studies. The PD projects may have worked with researchers who were trained in design, or they may have consulted designers before or after the PD project. Furthermore, methodological argumentation is missing on how the recruitment criteria serve the PD process and PD design aims. For instance, arguments referring to PD principles could be used to substantiate the criteria chosen. As an example, the decision to use personal trait criteria could be substantiated by stating that people who are more communicative and motivated may share more relevant knowledge than others and help others to learn from each other. These arguments could refer to the PD principle of mutual learning. Optimizing mutual learning may be particularly relevant in a health care context, given health care professionals' limited available time.

**Stakeholder Management**

In terms of stakeholder management, creating a safe environment is important. Many approaches were reported, for example, a safe environment was sometimes fostered by creating small groups [37,63]. Sessions were deliberately shortened to reduce the burden on chronically ill patients and to give them time to reflect between sessions [49,91]. On other occasions, reassurance was provided by a researcher that no judgement was involved to avoid intimidation [40], or an explanation was provided that there was a flat communication structure [27,63].

Others mentioned the use of an icebreaker [80]. Introductions were given and sometimes also refreshments [85]. Games were used to establish the aims and rules of a workshop [71]. Others used a quick design exercise as an icebreaker, especially to get the participants used to participating in design activities [32].

Moderation was also used to reduce doubt and to seek consensus [65]. Field kits [41] or graphics [31] were used to clarify and explain concepts to clinicians and developers. Some reported that training sessions had been provided [32,47,85,92]. Information was provided using popular metaphors on key data points that were important in the design of the product or service [32]. Some studies helped children by explaining the interface and what was technically feasible during the exercises [75,89,90]. The expectations regarding a creative exploration component were clearly explained to nondesigners in one study. Elsewhere, it was made clear to the participants that the focus was on creativity and that they should not reflect on implementation at that stage [91,98]. One study [91] explicitly chose not to explain the existing technologies in order to not influence the participants and constrain their ideas.

Various approaches were taken toward the mixing of groups. Some studies chose to address the power imbalance between health professionals and patients by separating stakeholders [63,65]. Others wanted to mix stakeholders to cross-fertilize perspectives in some instances but keep subgroups by type to highlight the perceptions of a stakeholder group such as caregivers [67].

Some measures were also taken to stimulate creativity when tools were being used. To stimulate intuitive representations [32], participants were given blank cards and were invited to write on them directly [98]. Some facilitators also took an active role in helping participants suggest creative ideas but without trying to be dominant [80]. Another measure that was taken at the end of a PD session was to invite participants to walk around and look at the creations of other teams (world cafés) to increase the diversity of perspectives [32,93]. Consensus over a range of created ideas was moderated by inviting teams to evaluate the differences between ideas.

The reported facilitation varied between involving researchers and designers [42], a team of clinicians and designers [71], or a clinician and researchers [44]. Facilitation was intended to support creativity and hands-on exercises [37,48]. A mental health professional was also present during a workshop with participants who were at risk of psychological distress [73].

On some occasions, arguments related to PD principles are provided to substantiate the stakeholder management. For instance, when justifying exercises that are meant to stimulate creativity. However, further argumentation could have been provided about the relationship between creativity and the design goals.

**Tools**

A variety of PD tools are used in the studies that report the development of eHealth in the predesign, early design, and post first prototype phases (see Table 3). Looking at all three phases, most combinations of tools are used in the predesign phase [31,37,39,44,97]. In this phase, 4 studies used combinations of three different types of PD tools (make, tell, and enact) [46,49,89,90]. The predesign phase is also characterized by mainly make tools that adopt a generative approach. Some studies also used a toolkit or field kit [41,47], which indicates the emphasis on helping people generate new ideas. This is different from the early design, and post first prototype phase, where fewer tools and fewer combinations of tools are used.

In all, 8 studies referred to specific techniques for a participatory prototyping approach such as thinking aloud [42,46,52,65,70,98], and 1 study referred to a card sorting technique for tell tools (Collaborative Analysis of Requirements and Design: CARD) [63]. Furthermore, methodological references were made to Design studio [65], Scaffold [41], the good enough model [71], and future workshops [80,91].
Table 3. Tools (n=69).

<table>
<thead>
<tr>
<th>Phase and tools</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-design</strong></td>
<td></td>
</tr>
<tr>
<td>2D mapping, brainstorm, post-it, mind map, Chinese portrait [26]</td>
<td>[30,34,37,41,44-46,49,61,66,77,80,83-85,88,91,92,97-100]</td>
</tr>
<tr>
<td>Prototyping, 2D mockup, 2D design, sketch</td>
<td>[30,31,34,37,40,42-44,46,49,61,67,77,78,89-92,98,100,101]</td>
</tr>
<tr>
<td>Personas</td>
<td>[37,49,71,88]</td>
</tr>
<tr>
<td>Cards</td>
<td>[31,37,39,47,49,67,84,100]</td>
</tr>
<tr>
<td>Artifact for discussion</td>
<td>[85]</td>
</tr>
<tr>
<td>Storyboarding</td>
<td>[31,37,39,46]</td>
</tr>
<tr>
<td>Scenarios, customer journey</td>
<td>[44,66,89,90]</td>
</tr>
<tr>
<td>Service blueprint</td>
<td>[66]</td>
</tr>
<tr>
<td>Role-play</td>
<td>[46,49,82,89,97]</td>
</tr>
<tr>
<td>Design journal notebook</td>
<td>[91]</td>
</tr>
<tr>
<td><strong>Early design</strong></td>
<td></td>
</tr>
<tr>
<td>2D mapping</td>
<td>[63,69]</td>
</tr>
<tr>
<td>2D mockups, sketch</td>
<td>[25,32,65,68-70,72-74]</td>
</tr>
<tr>
<td>Cards</td>
<td>[32,63]</td>
</tr>
<tr>
<td>Storyboarding</td>
<td>[26]</td>
</tr>
<tr>
<td>Scenarios</td>
<td>[56]</td>
</tr>
<tr>
<td><strong>Post first prototype</strong></td>
<td></td>
</tr>
<tr>
<td>2D mapping, brainstorm, post-its</td>
<td>[36,52,59,76,79,81,93,96,102]</td>
</tr>
<tr>
<td>Prototyping, 2D or 3D mockup, sketch</td>
<td>[27,33,35,36,38,48,52-54,59,71,75,76,81,86,96]</td>
</tr>
<tr>
<td>Persona</td>
<td>[35,79,93]</td>
</tr>
<tr>
<td>Cards</td>
<td>[79,86]</td>
</tr>
<tr>
<td>Storyboarding</td>
<td>[53,76]</td>
</tr>
<tr>
<td>Scenarios, user journey</td>
<td>[35,54,81,93,102]</td>
</tr>
<tr>
<td>Role-play</td>
<td>[79]</td>
</tr>
</tbody>
</table>

When looking at the substantiation offered for the PD tools used, different types of methodological arguments can be identified. Most studies argued that their main goal was to gather information or to develop, organize, or test new ideas to improve the product or service design (type 1). In many studies, an argument based on analogy is used to explain why they chose certain tools by referring to other PD literature where similar tools were used with similar design process aims (type 2).

Some authors specifically argued why they used certain generative tools by explaining the type of knowledge that they seek to capture (Type 3). Phillips et al [88] explained why they used empathy maps with people living with HIV was precisely because it is a good tool for exploring topics people feel shameful about. Ahmed et al [32] specifically highlighted their aim of using PD to visualize information in an actionable way. Some visualization tools, such as a timeline, were specifically used to capture hopes and beliefs about the future [59]. How et al stressed that their aim with PD was to merge different domains of knowledge brought together in the co-design process in their project [29]. In doing so, “the ‘Technology Domain’ comprises of selected emergent technologies that could inspire new design ideas, and the ‘Health-care Domain’ comprises of health areas that are of interest for developing new technological applications.” The authors explained that the co-design tools were specifically chosen to bring these knowledge domains together and develop a solution in this knowledge-sharing process. One study also referred to the use of certain tools including storyboards to help stakeholders express their deeper tacit knowledge [31]. In all, 4 studies [30,41,69,91] used specific generative tools such as field kits, workbooks, and design journals without explicitly reporting why these specific tools were chosen. As implied by Peters et al [30], one might assume that they were used to sensitize in the sense that they can help stakeholders express their deeper or tacit knowledge.

Some studies also related the knowledge advantage of using tools to the stakeholders involved in the PD project (type 4). This type of study justifies identifying knowledge domains related to stakeholders and then choosing outcome measures to capture that knowledge. One study explicitly stated the value of having a design expert in the teams to help select appropriate tools [37]. Another study referred to PD principles in involving clinicians as nondesigners in the design decision-making process.
to enhance their views and facilitate insights of others in the design [75]. This suggests that the authors related their recruitment strategy and stakeholder management to the use of PD activities and tools.

**Outcome Measures**

Some of the studies evaluated the eHealth product or service output after the PD activities were concluded. The eHealth output varies depending on whether the development is in the predesign, early design, or post first prototype stage. Overall, 50 studies considered that the outputs of the PD process were in agreement with findings from similar studies or, in the case of an eHealth product, that after testing, they were effective. For instance, in an early design study, it was reported that “our design considerations show agreement with previous work related to human-factors for telerehabilitation technologies” [41]. A study where eHealth technology had been developed to a later stage reported that “we constructed an EHR-tethered PHR module named MyHealthKeeper and implemented this software in an EHR-friendly hospital” [74], which can be seen as indicating that the technology output was considered effective. Only 1 study [102] reported a negative experience: an app that had been developed for nurses did not improve the workflow, although important lessons were drawn.

Of these 50 studies that considered the outputs to be positive or effective, 22 studies reported outcome measures. These outcome measures concerned the development of the eHealth (ie, ideas developed), the quality of the eHealth (ie, usability), and the outcomes for the user (eg, body weight, managing medication, or education on health topics; see Table 4). Most of the reported outcome measures were related to usability and user feedback. As an outcome of the idea generation process, 2 studies measured the number of ideas [90,96]. Another measured the quality of new ideas: they were grouped under labels and then rated by clinicians [41]. 2 studies reported outcome measures based on clinical parameters and participation in activities for care transitioning, managing medication and education on topics such as health insurance [59,74]. There was another study reporting clinical outcome measures (not reported in Table 4); however, the authors did not make it clear whether they considered the eHealth to be effective [100].

In terms of substantiating the choices for certain outcome measures for evaluating eHealth, methodological arguments were generally missing. However, the outcome measures that How et al [41] used, such as idea grouping and the use of labels, suggest that their intention was to evaluate the knowledge development process. This could have been further substantiated by referring to PD principles related to the principles of mutual learning or creativity, for instance, to measure the impact of tools on ideas developed or shared.

Next to evaluating eHealth technology, some studies also evaluated the development process itself. Overall, 55 studies, based on the experience of the authors, considered the PD method to have successfully contributed to the eHealth development. For instance [41]:

*Through a mediated exploration with clinicians and technology co-designers, we could broadly explore opportunity areas for new technologies within a healthcare domain and unravel initial design considerations related to this intersection.*

Of these 55 studies that considered the method to have effectively contributed to the eHealth development, 3 studies reported outcome measures [41,45,93] (see Table 4). Outcome measures were reported regarding the quality of the knowledge development process (ie, unique ideas) and stakeholder management (ie, voices heard [45]).

When it came to substantiating the outcome measures chosen for method evaluation, methodological argumentation was again generally missing. However, the outcome measures that How et al [41] used do suggest that the intention was to evaluate the knowledge development process. The authors measured how stakeholders rated the extent to which they had an understanding of the new technology and the extent to which the use of clinical knowledge was enabled in the co-design process. Similar arguments related to knowledge expression may have driven the choice of stakeholder management outcome measures made by Revenas et al [45].
Table 4. Outcome measures used when electronic health technology and the participatory design method were positively evaluated (n=69).

<table>
<thead>
<tr>
<th>Outcomes measures</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth evaluation</td>
<td></td>
</tr>
<tr>
<td>eHealth development (number of ideas for development)</td>
<td>[41,90,96]</td>
</tr>
<tr>
<td>eHealth quality (usability, feasibility)</td>
<td>[30,35,46,52,53,56,63,66,68,69,71,72,75,84,90,92,96]</td>
</tr>
<tr>
<td>User outcome (effectiveness)</td>
<td>[59,74]</td>
</tr>
<tr>
<td>Participatory design method evaluation</td>
<td></td>
</tr>
<tr>
<td>Quality of ideas (ie, unique ideas)</td>
<td>[41]</td>
</tr>
<tr>
<td>Understanding of new technology through co-design process</td>
<td>[41]</td>
</tr>
<tr>
<td>Enablement of clinical knowledge through co-design process</td>
<td>[41]</td>
</tr>
<tr>
<td>Overall experience</td>
<td>[45,93]</td>
</tr>
<tr>
<td>Workshop content in line with the aim</td>
<td>[45]</td>
</tr>
<tr>
<td>Voices heard (perception)</td>
<td>[45]</td>
</tr>
<tr>
<td>Balance between voiced patients and care professionals</td>
<td>[45]</td>
</tr>
</tbody>
</table>

*eHealth: electronic health.*

**Discussion**

**Principal Findings**

Overall, reporting on PD methods varied significantly in studies where PD is used to develop eHealth. The extent of the reporting depended on whether or not the aim of the study was to report on the PD process itself. When it came to substantiating the methodological choices made, the justification for the tools used tended to be given the most attention.

Only a few authors explicitly used arguments directly related to PD guiding principles such as democratic, mutual learning, tacit and latent knowledge, and collective creativity. Even though the PD principles were not explicitly discussed in the method of many studies, they were implicitly identified in some. The arguments used to substantiate the choices made in stakeholder management, PD tools, and the type of outcome measures point to these principles being considered. In this discussion, the results regarding the stakeholders, tools, and outcomes are discussed separately and considered alongside other literature.

A few studies had a clear recruitment strategy, and two studies aimed for diversity in recruitment. Purposive and convenience sampling were most often used. Some studies, when reporting on recruitment, gave the recruitment strategy or the recruitment criteria. However, it was often unclear why certain stakeholders were included or excluded or why certain recruitment criteria were used. For instance, in line with the mutual learning and creativity principle, it could be expected that the recruitment strategy would aim to include designers, and this was rarely the case.

The recruitment criteria that were mentioned included age, health care exposure, access to internet, knowledge of using phones and internet, communicative skills, motivation, and capabilities to engage actively. Few studies included criteria related to personal characteristics such as communication, motivation, and engagement. This is perhaps surprising given the importance of knowledge transmission in relation to the principles of mutual learning and collective creativity. Furthermore, some studies used financial incentives to recruit individuals.

In the PD literature, the levels of expertise, passion, and creativity are suggested to play important roles in the PD process. Expertise has also been suggested by others as an important condition in enhancing the creative process. A meta-analysis of the PD of serious games also mentioned expertise being included as a factor of interest, but it was not found in the included studies. Diversity has also been stated to play an important role in the creativity process. Considering these personal characteristics as a whole, diversity was only identified in the recruitment strategy of a few studies in this review. This is surprising, and we would have expected the assessment of personal traits to be more prominent in the recruitment strategies in the studies included in this review.

In terms of stakeholder management, the results of this study show that various actions were taken. Moderation was aimed at providing a safe environment for equal participation, and facilitation was adopted to enhance knowledge sharing between stakeholders and to enhance creativity. This shows that some studies did consider the democratic and creativity principles of PD. Consideration was given to managing the PD process by providing a presentation about its content. In line with the principles of mutual learning and collective creativity, it may be important to manage explanations, given the different levels of expertise of care professionals, software developers, and patients involved. Overall, we had the sense that there was an implicit emphasis on creativity and understanding in some studies, but it remained unclear why a certain form of stakeholder management was chosen.

As noted above, one study may have considered the cognitive abilities of the users involved. This was also suggested in a recent meta-analysis of PD used to develop serious games where it was stressed that one should facilitate the PD tools according to the users’ cognitive abilities to increase the quality of idea.
Various combinations of tools are used across the various design phases of eHealth. Some studies also described the use of toolkits, the scaffold method, the CARD technique, and the think aloud technique. The greater use of combinations of tools with a generative approach in the predesign phase may indicate that authors used these combinations to generate more new ideas. This is in line with the principles of collective creativity and tacit and latent knowledge. When looking at the arguments used to select tools, the argumentation could be categorized into four types of arguments related to knowledge development: (1) tools are used to harvest ideas for the product or service development, (2) arguments in favor of the tools based on other literature, (3) arguments explaining the aim of the tools to retrieve specific type of knowledge, and (4) arguments explaining the aim of the tools in relation to the stakeholders involved.

This focus on knowledge arguments was expected as this is implied in other publications. However, it has not yet been explicitly summarized in terms of levels of argumentation. Others have stated the importance of recognizing the fundamental role of knowledge development in PD. Given the nature of PD, this implies gaining an understanding and a generative creativity that leads in itself to different ways of knowing [4]. In terms of epistemology, the field of knowledge development is closely related to creative processes. Sanders and Stappers [3] have hinted at using social creativity theory and a path of expression. Even though the knowledge development theory could be a building block in a methodological framework, it is remote from practical methodological guidelines on selecting between PD tools.

In terms of outcome measures, only a limited number of studies reported outcome measures to evaluate eHealth development and the use of the PD process itself. One study in this review described the outcome measures in considerable depth for the evaluation of both eHealth and the method [41]. Compared with the other studies reviewed, this study had a more rigorous methodological framework, which also substantiated the chosen tools. This study explicitly explained that the focus was on the development of ideas and the use of different fields of expertise and knowledge. It also hinted at considerations related to knowledge developments related to the chosen tools. Nevertheless, it remains challenging to propose appropriate outcome measures to capture the output of creativity given our current understanding of it. These methodological challenges may prevent reporting the use of certain epistemological argumentations.

The identified lack of outcome measures is in line with findings elsewhere. Previous systematic reviews have also highlighted the lack of transparency about the evaluations of PD [7,8]. However, depending on the methodology and design phase, different outcome measures are suggested to evaluate the method [15,106]. Three output domains have been suggested related to the stakeholders (ie, empowerment), to knowledge (ie, tacit, pragmatic, and technical), and to implementation (ie, ownership) [16].

Limitations

The results of this study are limited for several reasons. First, the search strategy for relevant research is limited by the focus on papers published in scientific journals. Given that many reports on PD in developing eHealth are not in scientific journals, the review only provides a partial view of the state of reporting PD methodology, namely only that in the empirical scientific literature.

The screening process is limited by the definitions applied for the terms used in the inclusion and exclusion criteria. As there is no universally agreed definition of PD, a working definition was chosen that focuses on one strand of PD research, namely where stakeholders are a partner in the process. Consequently, studies describing PD in a more user-centered way were excluded, and their inclusion may have led to different results.

Turning to the analysis and conclusions, the following limitations were identified. First, it is challenging to draw conclusions based on the reporting of the PD methods as described in the papers selected in the systematic literature review. The actual methodological intentions and considerations made during the PD project may differ from what is reported in the studies. The limited number of studies reporting outputs and outcome measures may be related to the recognized publication bias toward reporting positive results and eHealth products and services that are already fairly developed. In addition, the evaluation of the eHealth technology may have been reported in a separate publication; for example, in the paper by Waller et al [98] included in this review, it is noted that the results of the randomized controlled trial of the eHealth technology are reported elsewhere [107], and the latter paper did not meet the inclusion criteria for this review. This was because studies that focused on the outcome measures of the eHealth technology were excluded from this review.

Implications

The PD methodology is still under development [2,4,108]. Providing methodological reasoning in a transparent way about the choices of stakeholders, tools, and outcome measures employed is important for methodological progress. A clear PD methodology could well enhance the development of eHealth in practice as practitioners would then be able to argue more rigorously for a certain form of PD. A clear methodology may also improve the rigor and accountability of the science of PD. For instance, given a methodology, evaluation criteria could be used to evaluate the method, which can then inform other researchers about how it can be further improved. A clear methodology may also help to select an appropriate form of PD for a specific research design.

Reflection

The fact that the methodological reasonings behind the use of PD are not widely reported could be because of several reasons.
From a scientific perspective, PD has mixed origins, ranging from social science through action research to the design sciences [3]. This may result in different scientific reporting styles appearing across the scientific literature; for example, the theoretical underpinnings of a methodology tend to be much less described in empirical literature in the health sciences than elsewhere.

The academic design culture is still developing alongside other different cultures such as engineering, the arts, and the social sciences [109]. Although classical research methods and design methods are closely related, they are different. In the PD science field, one sees many different crossovers; for example, one can involve research for a single aspect during a design project but also fully incorporate research methods at every design step. Depending on how research is used in a PD project, the reporting will differ. When the emphasis is on scientific reporting, the methodological steps tend to be explained, but when the emphasis is on design reporting, the design products will be more heavily emphasized. Looking at the results of our study from this perspective, one could argue that the majority of the authors have put the emphasis on design reporting and less on scientific reporting.

This observation can be further explained using the observations by Spinuzzi [2], who claimed that there is no strong methodological justification for PD in the first place. Although there are some principles, stated in this study, on how PD should be conducted, a methodological framework for PD is scarcely discussed [2,4]. This may leave researchers confused as to how to employ and report on PD methodology.

PD reporting could be improved if PD researchers were to adopt a more scientific attitude toward carrying out a PD project. Improving documentation on the choices of certain PD recruitment strategies, the use of certain tools, or the use of outcome measures could provide more information that could then be reported in scientific journals. Improving education about the scientific documentation of PD projects for designers and eHealth developers could help to improve future reporting. One key challenge here is to translate design terminology to scientific terminology and vice versa; for example, prototype testing in design might be translated as hypothesis testing in science.

Further Research
Further research can help improve the methodological framework for PD in eHealth. A particular focus on the knowledge development process, as a core aspect of PD, would greatly help in substantiating methodological choices and in measuring the outputs of a PD process, especially in eHealth given the various areas of technical knowledge involved. There is a growing interest in the methodology of design known as Research through Design [109], which could help foster the development of a methodological framework for PD that would help develop better eHealth.

Conclusions
Studies that use a PD research methodology to develop eHealth primarily substantiate the choice of tools and much less the selection of stakeholders and outcome measures.
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Abstract

Background: Poor discharge preparation during hospitalization may lead to adverse events after discharge. Checklists and videos that systematically engage patients in preparing for discharge have the potential to improve safety, especially when integrated into clinician workflow via the electronic health record (EHR).

Objective: This study aims to evaluate the implementation of a suite of digital health tools integrated with the EHR to engage hospitalized patients, caregivers, and their care team in preparing for discharge.

Methods: We used the Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) framework to identify pertinent research questions related to implementation. We iteratively refined patient and clinician-facing intervention components using a participatory process involving end users and institutional stakeholders. The intervention was implemented at a large academic medical center from December 2017 to July 2018. Patients who agreed to participate were coached to watch a discharge video, complete a checklist assessing discharge readiness, and request postdischarge text messaging with a physician 24 to 48 hours before their expected discharge date, which was displayed via a patient portal and bedside display. Clinicians could view concerns reported by patients based on their checklist responses in real time via a safety dashboard integrated with the EHR and choose to open a secure messaging thread with the patient for up to 7 days after discharge. We used mixed methods to evaluate our implementation experience.

Results: Of 752 patient admissions, 510 (67.8%) patients or caregivers participated: 416 (55.3%) watched the video and completed the checklist, and 94 (12.5%) completed the checklist alone. On average, 4.24 concerns were reported per each of the 510 checklist submissions, most commonly about medications (664/2164, 30.7%) and follow-up (656/2164, 30.3%). Of the 510 completed checklists, a member of the care team accessed the safety dashboard to view 210 (41.2%) patient-reported concerns. For 422 patient admissions where postdischarge messaging was available, 141 (33.4%) patients requested this service; of these, a physician initiated secure messaging for 3 (2.1%) discharges. Most patient survey participants perceived that the intervention promoted self-management and communication with their care team. Patient interview participants endorsed gaps in communication with their care team and thought that the video and checklist would be useful closer toward discharge. Clinicians participating in focus groups perceived the value for patients but suggested that low awareness and variable workflow regarding the intervention, lack of technical optimization, and inconsistent clinician leadership limited the use of clinician-facing components.

Conclusions: A suite of EHR-integrated digital health tools to engage patients, caregivers, and clinicians in discharge preparation during hospitalization was feasible, acceptable, and valuable; however, important challenges were identified during implementation. We offer strategies to address implementation barriers and promote adoption of these tools.
Introduction

The transition from hospital to ambulatory care is a vulnerable time for patients and stressful for their caregivers: new treatments have been initiated, conditions require monitoring, and the plan is in flux. Approximately 19% to 28% of patients experience preventable adverse events after discharge, many due to suboptimal monitoring of conditions, medication errors or nonadherence, and failure to execute the recovery plan [1-6]. During hospitalization, discharge planning is often initiated late, and input from patients regarding their preparedness is frequently lacking, which may lead to delays and dissatisfaction [7]. After discharge, patients report problems related to follow-up, medications, and self-care; have unanswered questions that could have easily been addressed before discharge [8]; and often feel more relieved than burdened when readmitted [9]. Lack of patient engagement during the process of discharge preparation may contribute to avoidable adverse events and costly readmissions [10], particularly those that occur early after hospitalization [11,12].

To date, efforts to enhance and standardize discharge practices have typically targeted clinicians [13,14]; interventions directed at patients provide an opportunity to improve patient understanding, self-management, and postdischarge outcomes [15]. National agencies (eg, Agency for Healthcare Research and Quality [AHRQ], Centers for Medicare and Medicaid Services) are attempting to engage patients and caregivers more broadly by offering access to discharge preparation materials that include checklists for patients [16,17]. Few institutions have determined how best to operationalize these tools for patients. Digital health technology could be leveraged to more proactively engage patients, caregivers, and clinicians during the process of discharge preparation [18-21]; however, currently available patient-facing digital health tools such as patient portals have gaps in functionality with regard to assessing discharge readiness, are not well integrated with the electronic health record (EHR), and present challenges when used during hospitalization [18,21-23]. Although it is technically feasible to administer a discharge checklist through a patient portal or mobile device [24,25], hospitals lack knowledge about the potential for adoption and perceived utility of these tools for patients and clinicians in a real-world clinical setting, as well as potential barriers for sustaining the intervention from an organizational perspective.

To address this knowledge gap, we designed and developed an interactive patient-centered discharge toolkit (PDTK), a suite of EHR-integrated digital health tools that enabled patients to self-assess and communicate discharge preparedness to their care team and request secure text messaging with a hospital physician after discharge as part of a project funded by the AHRQ. Guided by the Reach, Effectiveness, Adoption, Implementation and Maintenance (RE-AIM) framework, we conducted a mixed methods study to describe the use, adoption, and perceived utility of the PDTK, as well as the key challenges encountered during implementation [26].

Methods

Overview

We used RE-AIM (Table 1), a framework designed to address issues related to the implementation of health services and clinical informatics research [26], to identify research questions to evaluate the feasibility and acceptability of the PDTK (Table 2) in a real-world clinical setting. Specifically, we employed a variety of quantitative and qualitative methods to assess the Reach and potential for Adoption, while identifying barriers to Implementation and strategies to Maintain the PDTK for hospitalized general medicine patients. Effectiveness of the intervention on outcomes will be evaluated in future studies.
Table 1. Reach, Effectiveness, Adoption, Implementation, and Maintenance framework: research questions and methods of analysis by dimension.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach</td>
<td>• How many patients participate and why do they choose to decline?</td>
<td>• Main results</td>
</tr>
<tr>
<td></td>
<td>• What types of patients use the patient-facing PDTK(^a) components?</td>
<td>• Main results</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>• Does the PDTK activate patients at discharge?</td>
<td>• Future study</td>
</tr>
<tr>
<td></td>
<td>• Will the PDTK favorably impact health care resource utilization after discharge?</td>
<td>• Future study</td>
</tr>
<tr>
<td></td>
<td>• Can a checklist identify patients' discharge concerns?</td>
<td>• Main results</td>
</tr>
<tr>
<td>Adoption</td>
<td>• How many clinicians participate, and what types of clinicians use the clinician-facing PDTK components?</td>
<td>• Table 4</td>
</tr>
<tr>
<td>Implementation</td>
<td>• How frequently is each PDTK component utilized by patient and clinician participants?</td>
<td>• Table 4</td>
</tr>
<tr>
<td></td>
<td>• Is the PDTK perceived to be valuable for patients and clinicians?</td>
<td>• Table 4</td>
</tr>
<tr>
<td>Maintenance</td>
<td>• What barriers, unintended consequences, and workflow challenges are encountered?</td>
<td>• Tables 5 and 6</td>
</tr>
<tr>
<td></td>
<td>• What strategies are required to incorporate the PDTK into operations?</td>
<td>• Table 5</td>
</tr>
</tbody>
</table>

\(^a\)PDTK: patient-centered discharge toolkit.

Setting and Participants

The PDTK study (Clinicaltrials.gov NCT03116074) was approved by the Partners’ institutional review board and was conducted at Brigham and Women’s Hospital in Boston, MA. The study was conducted on three 30-bed general medicine units from December 2017 through July 2018 in parallel with our AHRQ-funded Patient Safety Learning Laboratory (PSLL; Clinicaltrials.gov NCT02969343) reported elsewhere [27-30]. As part of the PSLL, we integrated a bedside display for patients and clinicians, a patient portal for patients and caregivers, and a safety dashboard for clinicians into our EHR environment (Epic Systems, Inc, Verona, WI) [29,30]. These applications used enterprise data services to obtain clinical data from the EHR in real time [19,30-33]. This EHR-integrated digital health infrastructure (Figure 1) served as a platform on which to incorporate enhancements for the independently funded PDTK study. The key focus of the PSLL was to use systems engineering and human factors methods to design, develop, and implement tools to prevent harm in the hospital (eg, falls, catheter-associated urinary tract infections) [29]. The goal of the PDTK study was to improve safety during transitions out of the hospital by designing, developing, and implementing enhancements to the PSLL infrastructure (Table 2) based on clinician end-user requirements and organizational priorities.
The PDTK comprised enhancements to each of the 3 components of the PSLL technical infrastructure: bedside display, patient portal, and safety dashboard (see Multimedia Appendix 1).

Each of the 3 study units was codirected by a physician and nurse pair and staffed by its own group of nurses. Patients admitted to each unit were cared for by 1 of 2 geographically localized general medicine teams comprising residents or physician assistants and a supervising hospitalist attending physician [34]. These medical teams rotated approximately every 2 weeks. A few off-service patients (ie, admitted to a service other than general medicine) were admitted to these units under the care of a different attending physician.

Any English- and Spanish-speaking patient admitted to these units under the general medicine service was eligible to participate by using any of the patient-facing PDTK components (checklist, video, and secure messaging). For patients who did not have the capacity to consent (as determined by a member of the care team), a caregiver (a designated health care proxy) could participate on their behalf. Patient or caregiver participants were offered access to an acute care patient portal on either personal devices or study-issued mobile devices (iPad Air, Apple, Inc, Cupertino, CA) as part of the concurrent PSLL study [19]. Any clinician (nurse, resident, physician assistant, and attending) caring for a general medicine patient admitted to these units was eligible to participate: all clinicians had access to EHR-integrated digital health infrastructure as part of the concurrent PSLL study and could therefore access the clinician-facing PDTK components (safety dashboard and secure messaging).
Table 2. Description of core components of the patient-centered discharge toolkit. Patient-facing Patient Safety Learning Laboratory (PSLL) tools: patient portal and bedside display; clinician-facing PSLL tools: bedtime display and safety dashboard.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDD(^a) display</td>
<td>• Current EDD from the EHR(^b) was visible to patients on the patient portal and bedside display, and to clinicians on the bedside display and safety dashboard (Figure 1, green circles)</td>
</tr>
</tbody>
</table>
| Discharge video                  | • Patients could choose to watch a Web-based video of a clinician talking through each checklist item at an appropriate health literacy level  
  • Embedded via a hyperlink into the patient portal and REDCap (Research Electronic Data Capture, Nashville, TN) survey  
  • Available in English (clinician) and Spanish (medical interpreter) |
| Discharge checklist              | • A 16-item checklist that was available in English or Spanish could be completed by patient or caregiver via the patient portal or REDCap survey on a mobile device approximately 24 to 48 hours before EDD  
  • Dichotomous responses were sent to EHR-integrated safety dashboard in real time via API\(^c\) |
| Clinician dashboard discharge    | • Green flags identified patients with an EDD more than 1 day from the current date  
  • Yellow flags identified patients with an EDD less than 1 day from or equal to the current date  
  • Red flags identified patients with an EDD that was either not entered or past the current date; for patient portal enrollees, indicated that a checklist had not been completed when the current date was within 1 day of the EDD  
  • Checklist icon identified patients who had completed checklist and were awaiting clinician review  
  • No os unsure responses to checklist items were displayed by domain; free-text entries were displayed as additional patient-reported concerns; clinicians could address any unsatisfied item as needed (eg, unable to pay for medication and patient unaware of follow-up)  
  • Displayed key data from the EHR (medical and nonmedical barriers to discharge, discharge destination, and transportation)  
  • A link to initiate secure messaging was displayed for patients who requested postdischarge messaging |
| column                           |                                                                                                                                                                                                             |
| Secure messaging postdischarge   | • A secure messaging thread was opened by a clinician (opt-in process) via a link in safety dashboard (Figure 1, red dashed box)  
  • Patients were invited by their discharging clinician (attending, senior resident) to communicate up to 7 days on receiving an SMS text with a hyperlink to a mobile-optimized messaging portal  
  • Clinicians messaged with the patient via a HIPAA\(^d\)-compliant app (Imprivata Cortext) on their mobile phone (without giving the patient access to their mobile phone number) |

\(^a\) EDD: expected discharge date.  
\(^b\) EHR: electronic health record.  
\(^c\) API: application programming interface.  
\(^d\) HIPAA: Health Insurance Portability and Accountability Act.

Iterative Refinement of Intervention Components

In previous work, we engaged patient advisors, clinical stakeholders, information system professionals, and quality and safety leaders to identify gaps in discharge processes [19,35]. For this study, during the design and development phase, we conducted informal workflow observations on study units and interviews with stakeholders to identify end-user requirements for addressing these gaps by engaging patients and clinicians in discharge preparation while aligning with key organizational priorities: engaging patients to improve patient satisfaction, improving expected discharge date (EDD) documentation in the EHR, and reducing 30-day hospital readmissions [31]. For example, improving EDD accuracy—defined by our institution as the percent of final EDD entries equal to the actual discharge date (ADD)—was an organizational priority for improving operational throughput. Thus, to ensure timeliness of checklist completion and review of checklist responses by the care team, we enhanced the EHR-integrated patient portal, bedside display, and safety dashboard to improve the visibility of the EDD for both patients and clinicians (Figure 1). We presumed that the likelihood of checklist submission by patients and review by clinicians would be dependent on where patients were in their hospital course as well as their currently documented EDD. As in the concurrent PSLL study [27,29,36], we applied user-centered design principles to refine patient- and clinician-facing intervention components (Figure 1) to ensure that we addressed end-user needs [31]. For the discharge checklist (Figure 2, left), our goal was to improve structure and organization, validate content, and clarify wording and utility. Key refinements were identified through multiple iterations of the original checklist within our research team (in part based on our experience with a transitions study funded by the Patient-Centered Outcomes Research Institute [37]), 2 sessions with our hospital’s patient and family advisory council, and a short pilot in which we administered a paper-based prototype to a convenience sample of 10 hospitalized patients and requested feedback. On the basis of the feedback from unit nurses and patient advisors, we also created a video to help hospitalized patients understand the purpose of completing the checklist to prepare for discharge. To develop the discharge...
video (Figure 2, right), we adapted a method previously demonstrated to improve patients’ understanding of their medical condition and care plan [38]. Finally, we determined that patients would need to watch the video and complete the checklist via one of several workflows: using the patient portal on a hospital-issued mobile device, using their own mobile device, or having research staff coach patients or caregivers to complete the checklist and then submit responses on their behalf.

Figure 2. Discharge checklist and video.

<table>
<thead>
<tr>
<th>Patient Discharge Checklist</th>
<th>Y</th>
<th>N</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>My Understanding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- I know my main reason for being hospitalized</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- I know where I am going after I leave the hospital and how I am getting there</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- My health care provider has answered all my questions about the plan for my care after I leave the hospital</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| My Medications               |   |   |   |
| - I understand what medications I will be taking (including additions and changes), what they are for, and how to take them once I leave the hospital |   |   |   |
| - I understand how to get my medications and will take them as prescribed after leaving the hospital |   |   |   |
| - I will be able to cover the out-of-pocket costs for my medications, and my care team has received all authorizations required by my insurance plan |   |   |   |
| - I understand the potential side effects of my medications and who to contact if I should have one |   |   |   |
| - I am all set with my prescription home medications, I do NOT need any refills or renewals right now |   |   |   |

| My Self-Care Management     |   |   |   |
| - I understand everything I can do to keep my health problems from becoming worse |   |   |   |
| - I understand what signs/symptoms I need to watch out for and what to do if I notice these signs/symptoms after I leave the hospital |   |   |   |
| - I understand what I can eat, what activities and exercise I am permitted to do after I leave the hospital |   |   |   |
| - I understand what medical equipment and supplies I will need after I leave the hospital, and I feel comfortable using them |   |   |   |

| My Follow-up                 |   |   |   |
| - My family or someone close to me knows that I am leaving and is prepared to provide the support I need |   |   |   |
| - I have a follow-up appointment scheduled with my primary care provider that I am willing to keep, and I have a plan in place to get to it |   |   |   |
| - I have the name and contact information of a hospital provider I can contact if a problem arises after I leave the hospital |   |   |   |
| - I understand the tests and procedures that require follow up as well as the ones that I need to have after I leave the hospital |   |   |   |

Do you have additional concerns about your discharge? (e.g., estimated discharge date, work notes, belongings, parking validation, specific questions, etc.)

Next, we made discharge process–based enhancements to the PSLL technical infrastructure integrated with our EHR to ensure that patient-reported information from the checklist would be communicated to the care team as the EDD approached. On the basis of the feedback from patients and clinical unit leadership, we confirmed that patients would want their care team to have access to the checklist responses sufficiently before actual discharge to allow time for the care team to review and address any issues (see Enrollment below). Thus, we developed a checklist submission and review process (Figure 3) to ensure that checklist responses submitted by patients would be visible for clinicians to review in the EHR in real time.

The discharge checklist (Figure 2, left), originally created by Coleman [24], was adapted for our institution [4], and further refined into a four-domain, 16-item discharge checklist. Questions were simplified, reordered, and separated into four domains: My Understanding, My Medications, My Self-Care Management, and My Follow-up. Dichotomous checklist responses (Yes/No) were determined to be too strict (ie, patients were uncertain of their response and did not want to check yes or no); thus, a third option (Unsure) and a box for a free-text response was added. A caregiver version to be completed by health care proxies, as well as a Spanish version (approved by our hospital’s interpreter services) was created to make the checklist more inclusive of patients who lacked capacity or who did not speak English as their primary language (Multimedia Appendix 2).

The discharge video (Figure 2, right) was developed by creating an English version of a script in which a clinician guided the viewer through each checklist domain. This script was translated into Spanish and approved by our hospital’s interpreter services. A mobile device (iPad Air, Apple, Inc) was used to film English and Spanish versions. Video editing software (iMovie, Apple, Inc) was used to produce the videos. The videos were uploaded onto a video-hosting site (YouTube, LLC); hyperlinks to these videos were incorporated into the patient portal and REDCap (Research Electronic Data Capture, Nashville, TN; see Checklist Submission section).
Checklist Submission

The two options available for patients to complete and submit the checklist were as follows: the patient portal or a Web-based REDCap survey [19,39]. REDCap submissions could be completed by patients on a mobile device (via a hyperlink emailed to the patient), or by study staff who would submit the responses on their behalf. Checklist responses submitted via the patient portal were made visible in the safety dashboard via a shared database. Checklist responses submitted via REDCap were routed to the safety dashboard using the REDCap application programming interface and matched to the corresponding patient using key identifiers (medical record number and admission date). In either case, checklist responses were displayed on the safety dashboard for clinicians within 5 min of submission.

Checklist Review

A new discharge column in the safety dashboard displayed key data elements (medical and nonmedical barriers, EDD) from the EHR (Epic Systems, Inc, Verona, WI) using enterprise Web services [27]. EHR data were transformed into clinical decision support using color-coded flags: red=action needed; yellow=risky state; green=guideline compliant; gray=not applicable. For example, a red flag appeared if the current date was past the EDD, no EDD was entered, or the current date was within 24 hours of the EDD, but no checklist had been submitted. A checklist icon appeared on the safety dashboard on successful submission. Checklist items with a no or unsure response were briefly summarized as a keyword on the patient-detail view of the safety dashboard (eg, Meds: Access/Adherence) with a hover-over displaying the specific item answered by the patient (eg, I understand how to get my medications and will take them as prescribed after I leave the hospital). Patients were permitted to enter their mobile phone number during checklist submission to request secure messaging (Imprivata, Lexington, MA) with a hospital physician (attending or senior resident) for up to 7 days after discharge [19,27,40]. A link appeared in the safety dashboard for the clinician to initiate a message thread with the patient.

Patient and Caregiver Enrollment

The intervention went live in December 2017, starting with a 1-month wash-in period in which we debugged various technical components. During business days, recruitment lists were created in which the care unit and patient approach order were randomized to minimize confounding (eg, always starting enrollment on the top floor of the hospital and ending at the bottom). All patients admitted to intervention units for at least 24 hours with EDDs within 24-48 hours were eligible. Research assistants asked the nurses caring for these patients if they were appropriate to approach, temporarily excluding any patient who was nonverbal, incapacitated, or behaviorally not safe. When an eligible patient was confirmed as not capable of participating, the research assistant attempted to identify a caregiver (a designated health care proxy). Patients and caregivers who were not available for recruitment (eg, off unit getting a test) were reapproached later that day or on subsequent days if they still met eligibility criteria. Research assistants then asked eligible patients (or caregivers) to watch the video and complete the checklist (including entering their mobile phone number to request postdischarge messaging) via the patient portal or REDCap workflow. A patient was considered enrolled on successful submission of the checklist.

Measurements and Data Collection

We used mixed methods to evaluate our implementation experience per each RE-AIM dimension (Table 1). Specifically,
we used quantitative methods to measure usage and perceived utility of intervention components (Reach, Adoption, and Implementation). We used qualitative methods to assess barriers to and facilitators of Implementation and Maintenance from the patient and clinician perspective.

**Usage of Intervention Components (Quantitative)**

We captured the number of times the video was watched, the checklist was submitted, and postdischarge messaging was requested by patients. We captured the number and type of patient-reported concerns for each checklist submitted, as well as the number of times clinicians accessed the discharge column on the safety dashboard to view patient-reported concerns and click on the link to initiate postdischarge messaging.

**Patient Surveys (Quantitative)**

We previously reported usability of the patient portal, which included a discharge module with an earlier, noninteractive version of the checklist [19]. To better understand perceived utility of the PDTK, we asked a convenience sample of enrolled patients to participate in a survey guiding them through each intervention component. The 2-part survey, based on prior work [32], asked participants to rate their perceived readiness for discharge and willingness to self-assess discharge preparedness on a 5-point Likert scale. After watching the video, completing the checklist, and viewing how clinicians could visualize checklist responses in the safety dashboard, participants rated statements about their confidence that the intervention would facilitate self-identification and communication of discharge concerns to their care team.

**Patient Interviews (Qualitative)**

We verbally consented and conducted semistructured interviews with a convenience sample of English-speaking patients within 24-48 hours of anticipated discharge. Care team members (nurse, physician assistant, and resident or attending) were asked to identify patients within this time frame who were present in their rooms and would be amenable to participating in a brief interview. To reduce sampling bias, potential participants were selected to create a diverse sample based on age, gender, and reason for hospitalization. To minimize selection bias, patients were assured that their participation would not influence their care team’s medical decisions, and care teams were not told which patients agreed to participate. All participants completed the checklist and watched the video either before or at the time of the interview. Study staff (DP and NP) trained in qualitative research methods conducted the interviews using a semistructured interview guide that explored (1) patient experiences completing the checklist and viewing the video, (2) addressal of discharge concerns by the care team, and (3) pros and cons of using these tools. Interviews were digitally recorded, transcribed, and reviewed for accuracy, and conducted until thematic saturation was achieved [41].

**Clinician Focus Groups (Qualitative)**

After the study was completed, we conducted focus groups with physicians, physician assistants, and nurses to assess implementation barriers and facilitators until thematic saturation. Using a structured guide, we asked about EDD entry via the EHR, perception of the checklist workflow, usage of the discharge column of the safety dashboard to review checklist responses and initiate postdischarge messaging, and awareness of patient-facing components (bedside display and patient portal). Focus group discussions were digitally recorded, transcribed, and reviewed for accuracy.

**Statistical and Qualitative Analyses**

Descriptive statistics were used to report patient demographic and administrative data, quantify patient-reported concerns, calculate the frequency of tool use by patients and clinicians, and quantify survey data. We calculated the proportion of patients (or caregivers) completing the checklist via the patient portal or REDCap. All qualitative data collected from patient and clinician participants were transcribed, openly coded, and analyzed using the constant comparative method [42]. Two researchers (DP and NP) independently coded all transcripts line by line using Word (Microsoft, Inc, Redmond, WA). The code structure was revised as needed to capture novel concepts, adapt, and merge existing concepts; transcripts were coded with each iteration of the codebook, with any discrepancies resolved during consensus meetings. This process was repeated until no novel concepts were identified, at which point, the 2 researchers again independently applied the final code structure to all transcripts. Key themes were identified in a final group consensus meeting with the study staff. Key implementation barriers were identified by study staff via a group consensus approach based on quantitative and qualitative data.

**Results**

Of 752 patient-admissions, the patient (or caregiver) watched the video and completed the checklist in 416 (55.3%), and the patient/caregiver completed the checklist alone in 94 (12.5%). Research assistants made 313 attempts at approaching patients in the remaining 242 patient-admissions; however, the patient was unavailable (126), not appropriate per nurse (97), declined to participate (41), did not speak English or Spanish and no caregiver was available (33), did not respond by email when reminded (8), or encountered technical issues (8). The demographic characteristics of the 67.8% (510/752) patient-admissions (480 unique patients) in which a checklist was submitted and the 32.2% (242/752) patient-admissions (238 unique patients) in which the checklist was not submitted are reported in Table 3. In general, those who did not submit a checklist were older, more often Hispanic and non-English speaking, less often privately insured, had higher diagnosis-related group (DRG) weights and longer lengths of stay, and were typically discharged to a destination other than home.
Table 3. Demographics of patient admissions (N=752).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Submitted checklist (n=510)</th>
<th>Did not submit checklist (n=242)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unique patients</strong></td>
<td>480</td>
<td>238</td>
<td></td>
</tr>
<tr>
<td>1 hospitalization</td>
<td>453</td>
<td>234</td>
<td></td>
</tr>
<tr>
<td>2 or more hospitalizations</td>
<td>27</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>58.6 (17.9)</td>
<td>62.4 (18.6)</td>
<td>.008b</td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td>.94c</td>
</tr>
<tr>
<td>Female</td>
<td>280 (54.9)</td>
<td>126 (52.1)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>14 (5.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td>.13c</td>
</tr>
<tr>
<td>White</td>
<td>340 (66.7)</td>
<td>140 (57.9)</td>
<td></td>
</tr>
<tr>
<td>Nonwhite</td>
<td>162 (31.7)</td>
<td>86 (35.5)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>8 (1.6)</td>
<td>16 (6.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>468 (91.8)</td>
<td>189 (78.1)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>33 (6.5)</td>
<td>36 (14.9)</td>
<td></td>
</tr>
<tr>
<td>Unavailable</td>
<td>9 (1.7)</td>
<td>3 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>14 (5.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Primary language, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001f</td>
</tr>
<tr>
<td>English</td>
<td>492 (96.5)</td>
<td>187 (77.3)</td>
<td></td>
</tr>
<tr>
<td>Non-English</td>
<td>11 (2.2)</td>
<td>40 (16.5)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>7 (1.4)</td>
<td>15 (6.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Median income by ZIP code</strong></td>
<td></td>
<td></td>
<td>.46c</td>
</tr>
<tr>
<td>≤US $47,000</td>
<td>96 (18.8)</td>
<td>49 (20.3)</td>
<td></td>
</tr>
<tr>
<td>US $47,001 to US $63,000</td>
<td>124 (24.3)</td>
<td>48 (19.8)</td>
<td></td>
</tr>
<tr>
<td>Greater than US $63,000</td>
<td>272 (53.3)</td>
<td>131 (54.1)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>18 (3.5)</td>
<td>14 (5.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Insurance status, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001f</td>
</tr>
<tr>
<td>Private</td>
<td>195 (38.2)</td>
<td>70 (28.9)</td>
<td></td>
</tr>
<tr>
<td>Public (Medicaid, Medicare)</td>
<td>305 (59.8)</td>
<td>134 (55.4)</td>
<td></td>
</tr>
<tr>
<td>Otherc</td>
<td>10 (2.0)</td>
<td>18 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>20 (8.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Primary care physician, n (%)</strong></td>
<td></td>
<td></td>
<td>.01c</td>
</tr>
<tr>
<td>In-network</td>
<td>229 (44.9)</td>
<td>125 (51.7)</td>
<td></td>
</tr>
<tr>
<td>Nonnetwork</td>
<td>280 (54.9)</td>
<td>103 (42.5)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.2)</td>
<td>14 (5.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Elix number of comorbidities, mean (SD)</strong></td>
<td>4.22 (2.41)</td>
<td>4.53 (2.45)</td>
<td>.15b</td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td><strong>Elix index, comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td>.03c</td>
</tr>
<tr>
<td>Less or = 0</td>
<td>104 (20.4)</td>
<td>33 (13.6)</td>
<td></td>
</tr>
<tr>
<td>1 to 5</td>
<td>96 (18.8)</td>
<td>29 (12.0)</td>
<td></td>
</tr>
</tbody>
</table>
Usage of each PDTK component for the 510 patient-admissions in which a checklist was submitted is reported in Table 4. Although the patient was enrolled in the acute care patient portal in 173 (33.9%) of the 510 patient-admissions, the patient portal was used to submit the checklist in 53 (10.4%); the remainder were submitted via REDCap. The checklist was submitted once and 2 or more times in 492 and 18 patient-admissions, respectively. The median (IQR) days from initial checklist submission to EDD and ADD were 1 (1,2) and 2 (1,5), respectively. On average, 4.24 concerns were reported for each checklist submitted: the most commonly entered concerns by patients were about medications (664/2164, 30.68%) and follow-up (656/2164, 30.31%). The EDD was accurate in 307 (60.2%) of the 510 patient-admissions.

Of the 20 patient experience survey participants, 13 (65%) felt well prepared for discharge, and 16 (80%) stated that they would be willing to self-assess discharge preparedness via a checklist. After viewing how the PDTK components functioned, all (100%) completed the checklist, reporting an average of 5.1 concerns (17 understanding of the plan, 30 medications, 21 self-care management, and 34 follow-up); and 7 (35%) requested secure messaging after discharge; 13 (65%) felt that the checklist facilitated self-identification of potential issues before discharge; 15 (75%) believed that their care team would become aware of these issues via the safety dashboard; 10 (50%) felt more confident about what to do to prevent issues after leaving, and 15 (75%) felt confident that they could quickly communicate with a hospital physician via secure messaging should an issue arise postdischarge.

Of the 20 patients approached for semistructured interviews, 12 participated: 7 (58%) were male, 10 (83%) were white, the median age was 70.5 years, and 8 had public insurance. The most common reason for declining to participate was feeling unwell or tired. We identified two overarching themes about discharge preparation: (1) gaps in communication between patients and their care team resulting in patients feeling inadequately informed about their discharge care plan (eg, I wasn’t informed and kept up to date with what was happening and the reason why, I understood on my own basically what was needed because I’ve gone through this before, but if it was the first time, I think I would have been very confused); and (2) despite perceived communication gaps, patients were confident that their care team would address all of their questions and concerns before discharge (eg, I knew everything was going to be done and things were going to be taken care of, but really, I didn’t feel informed, I really didn’t). We also identified key themes regarding patient experiences using the checklist and video components of the PDTK (Table 5).

In total, 22 clinicians (8 physicians, 6 physician assistants, 8 nurses; mean age 36.9 years; 14 (14/22, 64%) female) participated in 1 of 3 focus groups from which we identified 3 major themes regarding the safety dashboard component of the PDTK (Table 5): low awareness and variable workflow, lack of optimization, and inconsistent leadership.
Table 4. Usage of patient-centered discharge toolkit component during 510 patient-admissions (480 unique patients).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Statistic</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discharge video watches, n (%)</strong></td>
<td>416 (81.6)</td>
<td>Watched before checklist completion, most often the English version</td>
</tr>
<tr>
<td><strong>Discharge checklist version submitted, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>497 (97.5)</td>
<td>__a</td>
</tr>
<tr>
<td>Caregiver</td>
<td>13 (2.5)</td>
<td>Consented if patient preferred or did not have capacity</td>
</tr>
<tr>
<td><strong>Electronic workflow used to submit checklist, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based REDCap survey</td>
<td>457 (89.6)</td>
<td>Submitted via a mobile device</td>
</tr>
<tr>
<td>Patient portal (discharge module)</td>
<td>53 (10.4)</td>
<td>Could submit the checklist via the portal or REDCap</td>
</tr>
<tr>
<td><strong>Total number of concerns reported by domain</strong></td>
<td>164</td>
<td>Most frequent items checked no or unsure by domain</td>
</tr>
<tr>
<td>Understanding the plan, n (%)</td>
<td>355 (16.4)</td>
<td>Understanding the main reason for hospitalization</td>
</tr>
<tr>
<td>Medications, n (%)</td>
<td>664 (30.7)</td>
<td>Understanding changes to the medication regimen and how to get and take medications</td>
</tr>
<tr>
<td>Self-care, n (%)</td>
<td>437 (20.2)</td>
<td>Understanding red flag signs and symptoms</td>
</tr>
<tr>
<td>Follow-up, n (%)</td>
<td>656 (30.3)</td>
<td>Time and date of appointments, how to get to them</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>52 (2.4)</td>
<td>Unaddressed clinical concerns, nonmedical barriers</td>
</tr>
<tr>
<td><strong>Safety dashboard discharge column</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Viewed by clinical staff during patient-admission, n (%)</td>
<td>210 (41.2)</td>
<td>Accessed safety dashboard’s patient-detail view or clicked acknowledgment check-box</td>
</tr>
<tr>
<td>Total number of times accessed, n</td>
<td>631</td>
<td>Median (IQR 25,75): 2 (1,4) per patient-admission</td>
</tr>
<tr>
<td>RN, n (%)</td>
<td>399 (63.2)</td>
<td>Unit-based bedside nurses</td>
</tr>
<tr>
<td>MD, n (%)</td>
<td>180 (28.5)</td>
<td>Attending or resident</td>
</tr>
<tr>
<td>Administrative, n (%)</td>
<td>44 (7.0)</td>
<td>Unit clerk</td>
</tr>
<tr>
<td>Physician assistant, n (%)</td>
<td>8 (1.3)</td>
<td>Worked on separate nonresident service with attendings</td>
</tr>
<tr>
<td><strong>Secure postdischarge messaging (n=422c)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requested by patient, n (%)</td>
<td>141 (33.4)</td>
<td>Patient must have had mobile phone with a mobile web-browser</td>
</tr>
<tr>
<td>Initiated by physician, n (%)</td>
<td>3 (2.1)</td>
<td>2 attendings, 1 senior resident</td>
</tr>
</tbody>
</table>

*aNot applicable.

*A discharge checklist item for which the response was no or unsure was considered a patient-reported concern.

Denominator reflects number of patient admissions in which postdischarge messaging was available.
We attribute the high rate of patient participation to flexible workflow integration, optimization, and leadership are necessary to promote a more robust adoption of these tools. The workflow for entering and updating EDD\textsuperscript{a} was inconsistent and included both clinical and nonclinical staff. Although clinicians were generally aware, checklist answers were variably viewed on the safety dashboard. Reinforcement and reminders to use the safety dashboard to review patient-reported discharge concerns were variable. The workflow for entering and updating EDD\textsuperscript{a} was inconsistent and included both clinical and nonclinical staff. Discharge column flag logic was often misinterpreted by different clinicians. Summarized checklist responses displayed in safety dashboard were too broad and nonspecific. Clinicians could not quickly access the entire checklist.

First, the iterative process to develop and refine the checklist and video incorporated feedback from patient advisers and institutional stakeholders, resulting in a product that was relevant and understandable to patients. Next, research assistants functioned as discharge advocates for study participants, guiding them through the process of viewing the video, and completing the checklist. This encouraged participation from patients who might otherwise have not been comfortable or motivated to do so independently. In addition, we included a video component and incorporated a checklist submission process that did not depend on the acute care patient portal: REDCap's Web-based workflow was useful as a mobile app prototype and also circumvented key barriers to patient portal enrollment and use during hospitalization, such as patients' dislike of having a separate log-in for the acute care patient portal [19,36]. In contrast, the direct hyperlink to the discharge checklist in REDCap offered more streamlined access (eg, no log-in was needed) for patients, and facilitation by research staff mitigated the perceived burden of submitting the checklist electronically on their own.

Although most patient participants perceived that the intervention would facilitate communication regarding discharge concerns to their care team, often this did not occur because of

**Discussion**

**Principal Findings**

We used the RE-AIM framework to evaluate the feasibility and acceptability of a suite of EHR-integrated digital health tools to engage patients, caregivers, and clinicians in discharge preparation. Most patients agreed to watch the discharge video and complete the checklist to self-assess discharge preparedness when coached, and we did not encounter significant technical difficulty in our approach. The patient-facing tools were perceived to be valuable by both patients and clinicians, and most patient-reported concerns submitted via the checklist related to medications and follow-up. Clinician use of the safety dashboard discharge column to view these concerns was modest, mostly due to workflow challenges. A large percentage of patients requested postdischarge messaging, but very few clinicians opted in. Themes identified from our qualitative analysis suggest that timing of administration, additional workflow integration, optimization, and leadership are necessary to promote a more robust adoption of these tools.

We attribute the high rate of patient participation to flexible Web-based workflows and facilitation by research assistants.

---

**Table 5.** Key themes from patient interviews and clinician focus groups about patient-centered discharge toolkit components.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
<th>Quote</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Checklist and video</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valuable for patients</td>
<td>• The checklist and video increased understanding of self-care needs and follow-up plans and promoted patient engagement and empowerment in the discharge process.</td>
<td>“I may think of questions I didn’t really have. Definitely worth it. It actually makes you think.” [Patient] “[The checklist] made the patient feel like a more active participant [in] their care…” [Clinician]</td>
<td></td>
</tr>
<tr>
<td>Patient utility dependent on the timing of administration</td>
<td>• The checklist and video were most useful when administered close to discharge but before a detailed discussion of discharge preparation by a care team member.</td>
<td>“Well, it was a little unclear given that we’re not about to leave. It’s hard to report on the process because it hasn’t actually happened yet.” [Patient]</td>
<td></td>
</tr>
<tr>
<td><strong>Safety dashboard</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low awareness, variable workflow</td>
<td>• Although clinicians were generally aware, checklist answers were variably viewed on the safety dashboard.</td>
<td>“[Discharge checklist responses] on the dashboard?… Did not know that.” [Clinician]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Reinforcement and reminders to use the safety dashboard to review patient-reported discharge concerns were variable.</td>
<td>“When it first rolled out there was a lot of information about it and then it just dropped off, and then the usage dropped off…” [Clinician]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The workflow for entering and updating EDD\textsuperscript{a} was inconsistent and included both clinical and nonclinical staff.</td>
<td>“[EDD] not really my workflow… I mean we’ll put in [the EDD], and it’ll get changed by a unit coordinator on a different pod.” [Clinician]</td>
<td></td>
</tr>
<tr>
<td>Lack of optimization</td>
<td>• Discharge column flag logic was often misinterpreted by different clinicians.</td>
<td>“The senior resident did not know really, what green [dashboard flags] meant… are [the patients] ready to be discharged?” [Clinician]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Summarized checklist responses displayed in safety dashboard were too broad and nonspecific. Clinicians could not quickly access the entire checklist.</td>
<td>“I would look at [the safety dashboard] sometimes and wonder what [the patient] clicked off [on the checklist], but sometimes I couldn’t tell exactly what they had questions about.” [Clinician]</td>
<td></td>
</tr>
<tr>
<td>Inconsistent leadership</td>
<td>• Usage was dependent on senior-level clinician leadership (attending or senior resident).</td>
<td>“…when the attendings were into it we were all into it for that week.” [Clinician]</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}EDD: expected discharge date.
low uptake of the intervention by clinicians; we attribute this to low awareness of the intervention, inconsistent understanding of its purpose and how to use it, and lack of specificity of patient-reported concerns viewable on the safety dashboard. Specifically, although the safety dashboard discharge column logic was vetted by institutional stakeholders to align with hospital priorities (improving EDD accuracy), clinicians often misinterpreted safety dashboard flag colors (eg, green did not signify safe for discharge) and had a different understanding of responsibility for updating the EDD in the EHR because of inconsistent processes. In addition, if clinicians did not access the detailed view for the patient or click on the flag, they did not see the full text of the flag and what it meant, only its color [43]. Finally, variable use of the discharge column by physicians likely led to poor awareness of the link to initiate a secure messaging thread when requested by patients, and many were resistant to using this feature altogether.

As one of the first reported attempts at engaging patients, caregivers, and clinicians in discharge preparation using a suite of EHR-integrated digital health tools, findings from our implementation study, guided by the RE-AIM framework, offer several instructive lessons (Table 6). First, the optimal timing of when to complete the checklist is paramount. If completed too early, patients perceive less utility, anticipating that the care team would eventually address their concerns. If completed too late, concerns identified from the patients’ perspective are less likely to be communicated to clinicians, leading to potential deficiencies or delays in addressing them. Second, dashboard flag changes were not linked to relevant EHR data elements because of competing workflows (eg, a newly created process for documenting and escalating discharge barriers to hospital leadership) and technical limitations (eg, lack of a Web service to retrieve readmission risk scores from the EHR). Rather than linking flag changes to EDD documentation and timing, using the safety dashboard to review patient-reported concerns about discharge might be more clinically meaningful in the context of patient-specific readmission risk scores; this would be more consistent with the overall intent of the safety dashboard as a tool for proactively identifying patients at risk for harm [27,44]. Third, improving EDD accuracy via this type of intervention is more likely to be achieved if the responsibility for updating EDD resides with clinicians rather than unit clerks and is clear to all parties. Patients and clinicians will then have more confidence in the EDD displayed on the patient portal, bedside display, and safety dashboard. Still, it is noteworthy that EDD accuracy for enrolled patients (307/510, 60.2%) was marginally higher than the EDD accuracy rate for general medicine (965/1702, 56.70%) as a whole. Finally, secure messaging after discharge clearly requires a better understanding of factors predicting whether clinicians will use this feature and how to incentivize its use.
<table>
<thead>
<tr>
<th>Implementation barriers</th>
<th>Strategies to promote adoption</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discharge video</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Timing and access of video after admission to the unit | • Make videos available via the patient portal, bedside display, and television  
• Engage nurses to have patients watch videos as EDD\textsuperscript{a} approaches |
| Too generic and impersonal | • Have clinical unit leaders create unit-specific videos  
• Create videos for each attending, play video for patient’s current attending by linking to the treatment team in the EHR\textsuperscript{b}  
• Translate videos into common languages (eg, Spanish) using medical interpreters |
| **Discharge checklist**  |                                |
| Timing and administration | • Determine optimal timing of checklist administration for specific patient categories (eg, admissions for acute on chronic disease exacerbations, awaiting procedures, undifferentiated diagnoses)  
• Demonstrate impact on key hospital priorities and process metrics (EDD accuracy, early hospital discharges) |
| Patients’ belief that clinicians will address all items | • Encourage patients to review and update the checklist during their hospitalization  
• Allow patients to update checklist responses as EDD approaches or changes |
| Checklist responses out-of-date owing to discharge delays | • Identify workflow to update checklist after initial submission (eg, notification via the patient portal, email, or mobile app) |
| **Dashboard discharge column** |                                |
| Variable EHR data entry of key data elements (EDD, medical, nonmedical barriers) | • Demonstrate how EDD can be viewed by patients (patient portal, bedside display) and clinicians (bedside display, dashboard)  
• Add a confidence indicator that estimates the likelihood that EDD will equal ADD\textsuperscript{c} to manage patient and clinician expectations  
• Demonstrate the value of structured EHR data entry for driving dashboard logic (flagging red when EDD not entered)  
• Encourage checklist completion for patients at high risk for readmission by incorporating patient-specific readmission risk scores from EHR into logic  
• Display barriers to discharge on the dashboard |
| Competing QI\textsuperscript{d} interventions | • Understand current institutional priorities and emerging workflows for identifying and escalating discharge barriers  
• Propose enhancements based on lessons learned from concurrent QI efforts to explain how the use of a checklist can prepare patients for postdischarge care (increasing patient satisfaction, reducing readmission rates) while maintaining or reducing the length of stay (by proactively identifying and overcoming barriers to timely discharge) |
| Poor specificity of patient-reported concerns viewed in the dashboard | • Provide a link to discharge checklist questions and patient’s responses  
• Link patient-reported concerns to specific clinical actions (eg, if poor understanding of the main diagnosis, update after visit summary with condition-specific educational materials) |
| **Secure postdischarge messaging** |                                |
| Physician resistance | • Frame the initiation of secure messaging thread as an opt-in process  
• Align with value-based incentives for clinical services (readmissions)  
• Communicate success stories from early adopters to assuage fears (eg, excessive text messages from patients) |
| Managing patient expectations about whether physicians will initiate secure messaging | • Educate patients about the opt-in process for attendings  
• Encourage patients to request attendings to use this feature for clearly defined reasons (eg, concern about obtaining a key medication) |

\textsuperscript{a}EDD: expected discharge date.  
\textsuperscript{b}EHR: electronic health record.  
\textsuperscript{c}ADD: actual discharge date.  
\textsuperscript{d}QI: quality improvement
Limitations

Our study has several limitations. First, it was conducted for general medicine patients at a single institution without a control group; therefore, we could not evaluate the impact of our intervention on clinical outcomes. Similarly, our qualitative analyses were performed on convenience samples of participants, which may limit the generalizability of our findings. Second, we used research assistants to coach patients in submitting the checklist; although dedicated discharge advocates are becoming increasingly common, many institutions lack sufficient personnel [45]. In most hospitals, nursing staff could serve patients in this capacity as they are often the first to identify concerns reported by patients preparing for discharge. Third, we identified disparities among those who submitted and those who did not submit a checklist. Clearly, additional work is needed to address disparities in underrepresented groups to fully evaluate the utility of this intervention in a broader population. Finally, this was a hospital-centric intervention—we did not engage primary care physicians. Although our efforts at postdischarge messaging attempted to bridge the transition from inpatient to ambulatory care, the secure messaging vendor used in this study did not offer the ability to communicate with multiple care team members simultaneously, as we previously described [40]. Nonetheless, seamless communication with key ambulatory clinicians is important during the immediate postdischarge period [46,47].

Conclusions

We believe that EHR-integrated digital health tools such as those we described will become increasingly useful as part of an institutional strategy to engage patients, caregivers, and clinicians in improving discharge safety if they simultaneously address key hospital priorities (eg, improving EDD accuracy and mitigating readmission risk). Currently, we are making further enhancements to the intervention components and their implementation. For example, we are reconfiguring the dashboard discharge column logic to more clearly identify patients at high risk for readmission, which should provide context for the types of concerns patients report after completing the checklist. Exploratory features, such as secure messaging with patients, clearly require further investigation to better characterize patient and clinician perceptions of its value and appropriate use after discharge. However, we believe that many of these features will become increasingly utilized to comply with new regulations (eg, Caregiver Advise, Record, Enable [CARE] Act) [48]. Finally, we plan to conduct rigorously designed studies to evaluate the impact of the PDTK on key outcomes during transitions, such as patient activation at discharge, postdischarge health care resource utilization, and hospital readmissions.
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Abstract

Background: Electronic consultations, which use store-and-forward transfer of clinical information between a primary care physician and a specialist, improve access to specialty care. Adoption of electronic consultations is beginning in pediatric health care systems, but little is known about parent perspectives, informational needs, and preferences for interaction with this new model of care.

Objective: This study aimed to examine parent perspectives about electronic consultations, including perceived benefits and risks, anticipated informational needs, and preferences for parent engagement with electronic consultations.

Methods: We recruited caregivers of pediatric patients (aged 0-21 years) attending visits at an academic primary care center. Caregivers were eligible if their child had ever been referred for in-person specialty care. Caregivers participated in a semistructured interview about electronic consultations, including general perspectives, desired information, and preferences for parental engagement. Interviews were transcribed and qualitatively analyzed to identify parent perspectives on electronic consultations in general, information parents would like to receive about electronic consultations, and perspectives on opportunities to enhance parental engagement with electronic consultations.

Results: Interviewees (n=20) anticipated that electronic consultations would reduce the time burden of specialty care on families and that these had the potential to improve the integrity and availability of clinical information, but interviewees also expressed concern about data confidentiality. The most detailed information desired by interviewees about electronic consultations related to data security, including data confidentiality, availability, and integrity. Interviewees expressed concern that electronic consultations could exclude parents from their child’s health care decisions. Interviewees saw value in the potential ability to track the consultation status or to participate in the consultation dialogue, but they were more ambivalent about the idea of read-only access to consultation documentation.

Conclusions: Parents identified the potential risks and benefits of pediatric electronic consultations, with implications for communication with families about electronic consultations and for incorporation of features to enhance parent engagement.

Keywords: consultation; referral; telemedicine; telehealth; child health; child health services

Introduction

Background

The demand for pediatric specialty care exceeds supply, resulting in challenges such as long wait times for families seeking specialty care [1,2]. One innovative and promising strategy to improve timely access to specialty care is electronic consultations, a store-and-forward type of telemedicine [3]. Electronic consultations, also called eReferrals and eConsults in specific health systems, allow primary care physicians (PCPs)
to communicate with specialists about a specific patient as a way to right size the patient’s specialty care [4]. In an electronic consultation, the PCP sends a clinical question to a specialist, along with photos, videos, and any other relevant media through a secure electronic platform. The specialist reviews the information at a later time and then sends recommendations to the PCP, including advice for further PCP-driven evaluation, potential management through the PCP, or timeframe for an in-person specialty consultation if indicated. The PCP, consequently, communicates those recommendations back to the patient. This process, intended for nonurgent specialist input, may completely avert the need for the patient to physically attend an in-person specialty consultation, or it may guide interval care so that evaluation and management can be optimized while awaiting in-person specialty consultation.

To date, electronic consultations have been implemented in several health care systems, including the Department of Veterans Affairs, the Mayo Clinic, San Francisco General Hospital, and the Los Angeles County Department of Health Services, and these show initial promise in their ability to efficiently meet the demand for specialty care [5-7]. After electronic consultations became a required preliminary step for all referrals through the LA County Department of Human Services, 25% of the electronic consultations were resolved without a specialist visit, and the percentage of referrals scheduled within 30 days improved from 24% to 30% [8]. Studies of clinician perspectives on electronic consultations identified potential clinician-perceived benefits and risks [9,10]. Studies of the perspectives of adult patients are more limited, but these studies reported general acceptability [11,12]. Patients appear to value the potential for electronic consultations to improve access to specialist expertise and to place PCPs in a more central role [7], but patients raise concerns that the information transmitted may not be comprehensive and that quality of the outcome may depend on patient-PCP relationships [11,13]. In addition, adult patients also expressed a desire to be more informed about and engaged with the electronic consultation process, which often appeared to occur without patient knowledge [13].

Electronic consultations are now also beginning to be used by innovative pediatric referral centers. The Canadian Champlain Building Access to Specialists through eConsultations eConsult service reported on over 1000 pediatric electronic consultations between 2014 and 2016, where 36% of the electronic consultations were resolved without an in-person visit and PCPs reported high satisfaction [14]. At Boston Children’s Hospital, a pilot electronic consultation from 2014 to 2016 significantly reduced wait time for specialty appointments and improved appointment completion rates, with PCPs also reporting improved communication and care [15]. For the adoption and implementation of new technology in general, input from the end user is needed to optimize acceptability and impact. When new technology and care models are directed at children, caregiver perspectives and preferences become an important part of the design processes, given the essential role of adult caregivers as integral partners of the pediatric care team [16]. Thus, as additional pediatric systems consider adopting electronic consultations, it will be important to consider parental views on electronic consultations and optimal design of electronic consultation systems, yet little is known about parent perspectives and preferences around this model of care.

**Objective**

This study aimed to fill this knowledge gap by assessing parent perspectives, anticipated informational needs, and preferences to guide the development of family-centered electronic consultation systems. Specifically, we aimed to answer three questions: (1) what do parents see as the benefits and risks of electronic consultations? (2) what information would parents like to receive before a physician initiates an electronic consultation for their child? and (3) what value do parents perceive in features that could heighten parent engagement with electronic consultation systems? Answering these questions will facilitate a more family-centered design of pediatric electronic consultations to optimize usability and usefulness from parent perspectives.

**Methods**

**Study Design**

We performed a qualitative analysis of semistructured interviews to identify family preferences regarding electronic consultations for pediatric specialty care.

**Recruitment**

During June 2019 and July 2019, we conducted semistructured interviews with caregivers of children attending primary care visits at the University of Pittsburgh Medical Center Children’s Hospital of Pittsburgh (CHP) Primary Care Clinic. The CHP Primary Care Center is an academic pediatric primary care center where the majority of patients are insured by Medicaid. Eligible participants were the parents of pediatric patients (aged 0-21 years) attending either well-child visits or acute visits whose child had ever been referred to specialty care. Pediatricians at the clinic identified potentially eligible participants and asked for permission for the research team to provide study information. A research team member then invited parents to participate in a semistructured interview and obtained verbal consent from participants. Participants received a US $25 gift card at the conclusion of the interview to compensate them for their participation. The University of Pittsburgh Institutional Review Board provided ethical review and determined this study to be exempt from formal further review.

**Interview Guide**

An interview guide was developed to include questions that explored parents’ perspectives on electronic consultations, the information they would like to receive if electronic consultations were to be used for their child, and potential features to enhance family engagement. Electronic consultations were described for interviewees using standard language as a process involving the following:

> A pediatrician summarizing a clinical question about a child in written form and sending it to a specialist. Sometimes, the written information could also include a picture or a video. The specialist then reviews this information, provides their recommendations, and
Interview prompts then asked about circumstances where they would prefer to use either electronic consultations or in-person visits, information desired about the process, preferences regarding the information transferred within the electronic consultation, and experiences while accessing child health information on the internet (eg, through a patient portal). Finally, we examined parent perspectives on different levels of potential family involvement with the electronic consultation process. For this final question, we developed and presented static prototypes of three hypothetical options for family engagement with electronic consultations within a patient portal (Figure 1), with parents asked to discuss their reactions to each. First, parents were asked to consider an option where they could view the status of the electronic consultation (sent, read, or responded) but not the actual content of the consultations. Second, parents were asked to consider an option where they could read the actual text of the communication between the PCP and the specialist in a read-only view. Finally, parents were asked to consider an option where they could read the text of the communication between the PCP and specialist with the additional ability of adding their own questions and comments to the pediatrician-specialist electronic consultation dialogue.

Figure 1. Prototype options for family engagement with electronic consultation. Three prototype static visual images sequentially presented to interviewees during interviews.

Qualitative Analysis
The interviews were digitally recorded and subsequently transcribed. Transcripts and audio files were stored without personal identifiers on a password-protected server. Two investigators (RV and KR) analyzed interview transcripts using thematic content analysis. After coding the first five interviews separately, a preliminary codebook was developed. Using this preliminary codebook, the two investigators then recoded the first five interviews and coded all subsequent interviews, meeting regularly to discuss discrepancies in coding and to refine the codebook to encompass additional emerging themes. Analysis was performed using qualitative data software (Dedoose, SocioCultural Research Consultants, Los Angeles, California), with recruitment continuing until thematic saturation was reached [17]. The results in this paper are organized around three major overarching themes: perspectives on electronic consultations in general, information parents would like to receive about electronic consultations, and perspectives on opportunities to enhance parent engagement with electronic consultations.

Results
Participants
In total, we interviewed 20 caregivers (17 mothers, 2 fathers, and 1 grandmother) of children referred to specialty care (Table 1). Reflecting clinic demographics, 90% (18/20) of the caregivers reported that their children were insured by Medicaid, and 85% (17/20) of the participants identified as black. All respondents reported owning a smartphone. In addition, 17 respondents reported experience using a web-based patient portal, either for themselves or for their child.
Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;24</td>
<td>2 (10)</td>
</tr>
<tr>
<td>25 to 44</td>
<td>16 (80)</td>
</tr>
<tr>
<td>45 to 64</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Participant gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>18 (90)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Participant relationship with patient</strong></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Father</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Grandparent</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Participant patient portal experience</strong></td>
<td></td>
</tr>
<tr>
<td>Portal user</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Nonuser</td>
<td>3 (15)</td>
</tr>
<tr>
<td><strong>Patient visit reason</strong></td>
<td></td>
</tr>
<tr>
<td>Wellness check</td>
<td>18 (90)</td>
</tr>
<tr>
<td>Sick visit</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Patient insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Commercial insurance</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Medicaid/Children’s Health Insurance Plan</td>
<td>18 (90)</td>
</tr>
</tbody>
</table>

**Perspectives on Positive and Negative Aspects of Electronic Consultations**

In discussing electronic consultations as a potential substitute or complement to in-person specialty visits, interviewees discussed several ways in which electronic consultations could alter (1) the time burden of specialty care on families, (2) the transfer of information between the doctors and caregivers, and (3) caregiver involvement with the consultative process (Table 2).

There was general agreement that electronic consultations would reduce the time burden on families in multiple ways. Interviewees noted that if an issue could be resolved without a specialist visit, they would also be able to avoid unnecessary travel and reduce the time spent away from school and work. Interviewees were optimistic that electronic consultations might also reduce the time they currently spend waiting for specialist input in their child’s care:

> I mean, I think that the wait time to get in to see a psychiatrist is like a year and a half. So if you have an issue and you need to get in there now, a digital consult might actually be helpful. That way, at least they can get you on some medicine or whatever.

Interviewees also expressed hope that if an in-person specialist visit was determined to be necessary, the electronic consultation process might still result in more efficient care if it could simplify scheduling processes or allow for increased efficiency because of previsit communication. For example, one mother suggested the following:

> It would save time of sitting there and have me go over every [piece of medical history]—if you already had it when I come in, I can give you a brief synopsis of what it is and you can save a little bit of time there.

Interviewees had more mixed comments across issues related to information transfer. Interviewees expressed concern and hesitancy related to data confidentiality, stating concern that their child’s information would “get into the wrong hands.” Interviewees raising this concern elaborated that they would be particularly worried if multimedia information (eg, images) were included. Relatedly, some interviewees queried whether parental permission would be required for this digital transfer of information. However, interviewees also predicted a positive effect on data integrity and availability. Specifically, the ability of the specialist to have access to comprehensive health information was a feature in which many interviewees saw value. Interviewees also valued the potential “paper trail” of electronic consultations, which might clarify what information was available and who had access:

> I think it would help out a whole lot. I think it will eliminate a lot of, you know, confusion and paperwork, too.
<table>
<thead>
<tr>
<th>Theme</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time burden: potential benefits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less time to hear back</td>
<td>Hearing back electronically would allow faster access to specialist expertise</td>
<td>“I mean, I think that the wait time to get in to see a psychiatrist is like a year and a half. So if you have an issue and you need to get in there now, a digital consult might actually be helpful. That way, at least they can get you on some medicine or whatever.”</td>
</tr>
<tr>
<td>Save unnecessary visits</td>
<td>Electronic consultation could avoid a need for specialty visits in some circumstances</td>
<td>“Yeah, so if they would’ve had [electronic consults], that would’ve saved us trips going to the hospital.”</td>
</tr>
<tr>
<td>Save travel time</td>
<td>Time saved from not having to drive to specialty care location</td>
<td>“I guess that would be a little bit better for me, so I’m not traveling 20 million miles.”</td>
</tr>
<tr>
<td>Less missed school/work/other commitments</td>
<td>Avoiding opportunity costs of missed school/work because of appointments</td>
<td>“I think that would make it a lot easier for some of us parents that have to deal with truancy.”</td>
</tr>
<tr>
<td>Have a specialist agree that a visit is needed needed before going</td>
<td>Likes the idea of a specialist reviewing rather than going in and finding out visits are not needed</td>
<td>“I’m sure she could have probably sent over, you know, the stuff from the bloodwork in conjunction with the growth chart in an e-mail or whatever and said, “Hey, what do you think of this?” And if it was medically necessary, then we’d go to visit.”</td>
</tr>
<tr>
<td>Previsit communication can save time in overall appointment</td>
<td>Previsit consultation allows doctors to know what to look for</td>
<td>“So yeah, definitely the electronic way would have helped in the past and most likely in the future, as well, with them being able to see the issue prior to us getting there. So that way they can really relay to us exactly what’s going on.”</td>
</tr>
<tr>
<td>Shorter appointments overall</td>
<td>Doctors know what to look for during appointments and have patient information ready</td>
<td>“It would save the time of sitting there and have me go over every—if you already had it when I come in, I can give you a brief synopsis of what it is and you can save a little bit of time there.”</td>
</tr>
<tr>
<td>Removes scheduling difficulty</td>
<td>Less stress about getting an appointment in a timely manner, especially if one is not needed at all</td>
<td>“I would have appreciated [an electronic consultation] versus me actually...going and schedule an appointment because it would have been the timeframe, the process...”</td>
</tr>
<tr>
<td>Postvisit communication and follow-up are more timely electronically</td>
<td>Keeps postvisit communication concise, less need to keep going back in after the initial visit</td>
<td>“I definitely will like it when my child has an ongoing issue, you know, say, like asthma or something and they just need a refill. I don’t feel I should have to come into the office just for them to give me a refill. You know what I mean? Like just something that’s ongoing, you know?”</td>
</tr>
<tr>
<td><strong>Data availability, integrity, and confidentiality: potential benefits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More comprehensive transfer of information</td>
<td>More comprehensive transfer of information from the primary care physician to the specialist</td>
<td>“But at least knowing that they have a heads up and they know what to look for and why we’re coming would be even more reassuring.”</td>
</tr>
<tr>
<td>More convenient transfer of information</td>
<td>The transfer of information is more convenient when an electronic consultation is used</td>
<td>“I think it would help out a whole lot. I think it will eliminate a lot of, you know, confusion and paperwork, too.”</td>
</tr>
<tr>
<td>Better paper trail</td>
<td>Clearer paper trail that parents can refer to as documentation of visit occurrence and visit content</td>
<td>“That’ll be kind of like my back-up, you know what I mean? My paper trail.”</td>
</tr>
<tr>
<td><strong>Data availability, integrity, and confidentiality: potential risks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data confidentiality</td>
<td>Data should not be discussed with unauthorized people</td>
<td>“Confidentiality, that’s it. That’s the only thing...I would be concerned about with stuff being sent electronically.”</td>
</tr>
<tr>
<td>Incorrect/incomplete information transferred</td>
<td>Possibility of incomplete transfer of information or incorrect interpretation</td>
<td>“I think they have to see up close and personal because maybe there’s something that they can see that the picture didn’t quite capture, you know?”</td>
</tr>
<tr>
<td>Inaccurate decisions made with incomplete information</td>
<td>Electronic consultations do not give the full picture and may result in incorrect diagnosis</td>
<td>“So if I didn’t bring her in we might’ve not found that. And it was good that we came in and we didn’t do it electronically.”</td>
</tr>
<tr>
<td>More uncertainty when decisions are made with incomplete information</td>
<td>The specialist may not be sure how to diagnose based on just the information provided</td>
<td>“I’m like instead of just like ‘Oh yeah, you know, this might be the problem’ like no, I need you to look.”</td>
</tr>
</tbody>
</table>

**Parent involvement: potential risk**

---
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Interviewees had mixed views on how accurate electronic consultations could be, which related to concerns about data integrity and availability. Specifically, interviewees stated with concern that if the specialists only receive the information that is specifically sent to them, they may miss the broader context of the child’s health.

An additional concern raised by some interviewees was that the process of an electronic consultation could exclude caregivers from the clinical conversations and decision making, in contrast to an in-person visit, limiting their ability to provide information and context, as well as their ability to ask questions:

I would’ve preferred to just go in and see the specialist because it...it’s better. It – I mean, you get more answers that way, I guess, so.

Balancing these advantages and disadvantages, overall, interviewees appeared to favor the possibility of using electronic consultations, with most interviewees stating that there are times that they would have preferred the use of an electronic consultation rather than an in-person visit to the specialist:

Yeah, that’s something I would be willing to use. It sounds like way more easier than the stuff that goes on now.

However, interviewees noted that whether electronic consultations were appropriate in a given circumstance might vary with both the clinical indication as well as with family circumstances and comfort with technology:

Plus, I...I’m not computer illiterate, you know what I mean? So it’s OK for me.

Desired Information About Electronic Consultations

When interviewees were asked about what information about an electronic consultation they would like to know when considering its use for their child, most interviewees suggested a desire for relatively detailed information, including what the steps of the consultation are, what information is being sent about their child, and the speed of the expected response:

I would like for them to explain the whole process. What it entails, what they’re going to – the information that they’re going to give the doctor and even the timeframe when they – when we should hear something. So yes, I would expect for them to explain everything before proceeding.

Some interviewees stated that they would want additional specific information, such as the rationale for use, specifics of information transfer and security, and potential outcomes of the process (Table 3). A small minority of interviewees, in contrast, expressed minimal need for information on the process.
Table 3. Parent perspectives on information they would like to receive at the time of pediatric electronic consultation.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal explanation desired</td>
<td>Parents want minimal explanation</td>
<td>“I think the process is pretty clear, and if it wasn’t, I’m sure I would be able to ask the questions electronically, so.”</td>
</tr>
<tr>
<td>Desire to know the speed of the consultation</td>
<td>Want to know when they will hear back from specialist</td>
<td>“I would like for them to explain the whole process. What it entails, what they’re going to do – the information that they’re going to give the doctor and even the timeframe when they – when we should hear something. So yes, I would expect for them to explain everything before actually proceeding.”</td>
</tr>
<tr>
<td>Desire to know rationale for use</td>
<td>Parents want to understand why an electronic consultation is being used in their case instead of an in-person visit</td>
<td>“Why is it electronic consult versus seeing the person and...you know, actually in person.”</td>
</tr>
<tr>
<td>Desire to know what information will be transferred</td>
<td>Desire to know what information is being put in the consultation for the specialist to review</td>
<td>“I guess just letting me know everything that she was going to be doing, and you know, just keeping me informed of like, you know, I guess any pictures or videos or anything that’s being sent to them.”</td>
</tr>
<tr>
<td>Desire to know about security/quality of information transfer</td>
<td>Parents want to know what security measures are taken to protect the child’s information</td>
<td>“What kind of security is there? You know, if for some reason there would be some type of breach, what are the protocols to let the parents know that pictures of my child are no longer safe, that kind of thing. Those are the – probably the biggest questions in my mind.”</td>
</tr>
<tr>
<td>Desire to understand the steps/paper trail</td>
<td>Parents want to understand how information is being transferred and the steps to an electronic consultation</td>
<td>“Exactly what they’re taking the test on, like I need to go from Point A to Point B, C D. Every step that they’re doing, I need to know, and I need to be broken down.”</td>
</tr>
<tr>
<td>Explanation of possible diagnoses and management</td>
<td>Parents want possible diagnoses and treatments explained to them while awaiting consultation advice</td>
<td>“The most serious, the most important, and what can be helped – like a solution. So, yeah, that’s basically it. Like, the most serious, ‘This is this,’ like the most important about it, what can it affect, the stuff like that.”</td>
</tr>
</tbody>
</table>

Perspectives on Parent Participation in Electronic Consultations

When presented with options that might enhance parent engagement with the electronic consultation process (Figure 1), almost all the respondents responded positively to the idea of a feature allowing tracking of the status of the electronic consultation (eg, sent, read, and replied) to help them know how the process was advancing and to anticipate when they might hear back (Table 4):

I guess I don’t have to keep calling people and them calling me back or saying, you know, they’re busy right now. I guess it would be plain in sight for me to be able to see myself instead of having to go through 50 people.

Interviewees were more ambivalent about read-only access to the electronic consultation. Some anticipated value in being able to “stay up to date” on the physician conversation, and others valued the potential to assess the quality of the physician-to-physician communication with a read-only feature:

Just to know what’s going on, and then determine if I want to see the consultant in person.

However, others were apprehensive that medical terminology would be confusing and reported they prefer to receive information verbally through their PCP after the electronic consultation process:

I would prefer they do that in private and then talk to me because I’m not no doctor and half the words that they going to be saying. I don’t know.

Relatedly, some interviewees also mentioned that getting too much information could be overwhelming.

Despite these concerns raised about reviewing electronic consultations through read-only access, interviewee responses were generally positive when asked about the possibility of a feature allowing parents to join the generalist-specialist dialogue by adding their own questions and comments to the consultation. Interviewees thought this feature would improve their ability to get questions answered and would also better approximate an in-person appointment:

If I have a question about something, I could ask the doctors directly, you know, see what they’re saying. ‘Cause that’s how it is when you go to appointments: they include you. So I would want to be included.

Many families also mentioned that if the doctor missed something or had incorrect information, this feature would give them the opportunity to correct them, which might consequently lead to a more accurate diagnosis. Two families, however, were skeptical of whether the parents’ comments would add value to a consultation between two doctors (“I don’t know on the medical perspective how it will be used”), and one caregiver interviewee suggested that a word limit should be placed to keep parent comments concise.
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Table 4. Parent perspectives on parent participation in electronic consultations.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking electronic consultation status: benefit</td>
<td>Ability to track consultation status</td>
<td>“I guess I don’t have to keep calling people and them calling me back or saying, you know, they’re busy right now. I guess it would be plain in sight for me to be able to see myself instead of have to going through 50 people.”</td>
</tr>
<tr>
<td>Read-only access to electronic consultation documentation: benefit</td>
<td>Ability to stay up to date</td>
<td>“…because you are in the loop, what’s going on, yeah. With this experience with [name] seven years ago, we wanted to know exactly was what going on every day or every time. Yeah, so I am pro to see the communication.”</td>
</tr>
<tr>
<td>Read-only access to electronic consultation documentation: risk</td>
<td>Ability to assess quality of electronic consultation</td>
<td>“Just to know what’s going on, and then determine if I want to see the consultant in person.”</td>
</tr>
<tr>
<td>Ability to comment on electronic consultation dialogue: benefit</td>
<td>Ability to get questions answered</td>
<td>“I mean, once their initial communication is complete...at that time, once I view it, if I have a question or concern, I can type out a message and then send it out to both the doctor and the specialist.”</td>
</tr>
<tr>
<td>Ability to comment on electronic consultation dialogue: risk</td>
<td>Ability to increase timely answers</td>
<td>“Yes – that’s important as well too. Cause the parent has a different perspective. The parent might say, ‘OK, well, this is not what’s – its more geared toward this, this is the issue more’ or something. Year, I think that’s important too, to have that little, you know, open communication.”</td>
</tr>
<tr>
<td>Ability to comment on electronic consultation dialogue: benefit</td>
<td>Parent use of interactive features would increase timely answers</td>
<td>“Because if I have a question about something, I could ask the doctors directly, you know, see what they’re saying. ‘Cause that’s how it is when you go to appointments: they include you. So I would want to be includ-ed.”</td>
</tr>
</tbody>
</table>

aPCP: primary care physician.

Discussion

Using a qualitative analysis of semistructured interviews, we identified caregiver perspectives on potential benefits and risks of electronic consultations in pediatric care, information desired by caregivers about electronic consultations before use, and reactions to potential strategies to enhance parent engagement with electronic consultations. With the adoption of electronic consultations just beginning in pediatric health care systems [14,15], these results are important for envisioning optimal parent engagement and proactively developing approaches to increase the acceptability, uptake, and impact of this emerging model of specialty care. Caregivers appreciated a range of ways through which electronic consultations could reduce the time spent obtaining specialist expertise through in-person care. They anticipated benefits not only from gaining specialist advice more rapidly through this system but also from avoiding the time burden of scheduling and attending an in-person visit. These perceived benefits are supported by previous studies highlighting resolution of specialty care needs without in-person visits and improved time to appointment when visits are needed [8,15]. Although adult patients and primary care providers tempered similar perceptions with concerns about the electronic consultation process potentially adding delays to definitive care [9,13], parent interviewees did not voice such concerns. Overall, the perceived benefits in access by parents contributed to an overall positive perception of this model of care. Parents’ informational needs related to this domain were relatively straightforward, with a desire to know the anticipated timeframe for follow-up communication from their PCP.
Caregiver perceptions of risks and benefits related to data security (including data confidentiality, data integrity, and data availability) associated with electronic consultations were more varied. In general, parents raised concerns about electronic consultation data falling into “the wrong hands,” but they perceived benefits in the resulting “paper trail” regarding their child’s care. Parents also had mixed perceptions regarding whether the information transmitted between PCPs and specialists would be more or less comprehensive than current processes, with implications for their confidence in the accuracy of the resulting clinical decisions. Much of the information desired by parents about electronic consultations related to these data security concerns, including a desire to know what information will be transferred, who would have access, and details of data transfer security and quality. These concerns were not predominant features of previous studies of adult patients [13], perhaps suggesting a greater drive to be a good steward of data for others than for oneself. Alternatively, adult patient studies focused on individuals with experience using an electronic consultation system, whereas this study discussed a hypothetical system, it may be that these fears become allayed after the experience of using a well-designed system. Regardless, the study’s results suggest that, at least during the initial adoption phases, parents desire comprehensive information regarding all domains of data security (eg, data confidentiality, integrity, and availability) at the time of electronic consultation initiation. As a result, systems may wish to develop patient education tools so that the PCPs initiating electronic consultations can share this information accurately and efficiently.

Caregivers also voiced concerns about the idea that they would have less ability to contribute information or to ask questions of the specialist during the electronic consultation process. This relates to ideas of data integrity—information might be missing without caregiver involvement—but extends farther to the ways in which electronic consultations alter decision making in the triad of specialist, PCP, and parent. Adult patients who used electronic consultations appeared to value the strengthening of the role of their PCP relative to the specialist in clinical care [11], but this idea did not emerge from parent respondents considering hypothetical use of electronic consultations, who focused instead on the relative diminishing of their own role. This primarily suggests that centering the family-PCP relationship in the information about the electronic consultation process may improve parent acceptability. This also suggests that the opportunities to increase family involvement in electronic consultations may be particularly valued in pediatric settings.

Regarding specific strategies to increase family involvement, caregivers were generally interested in being able to track the electronic consultation process, with no risks of this strategy raised by parents. Parents were more ambivalent about having read-only access to electronic consultation dialogue, with some valuing the potential to ascertain accuracy but others expressing concern that it could further their sense of being outside of the process because of lack of comprehension or inability to participate. Of note, data from settings sharing clinical notes in general (eg, OpenNotes) suggest that patients do often identify accuracy concerns, but they also benefit from enhanced patient understanding and patient-doctor relationships [18,19]. Such findings suggest that read-only access to electronic consultations may not ultimately result in the disenfranchisement that some parents envision, but these parental concerns warrant consideration of other levels of engagement or actionable patient education to assuage these concerns. Specifically, parents preferred access to notes when access was paired with opportunities to add details and ask questions, effectively creating a three-way dialogue among parent, specialist, and PCP. Although caregivers perceived this to best approximate in-person visits, this strategy could actually be viewed as a step beyond usual care. Instead of sequential dyadic conversations (parent-PCP and parent-specialist), this option could generate an ongoing conversation among all three relevant parties.

This study has several limitations. First, interviews were conducted at a single, urban, and academic primary care center, and the majority of participants were African American and female. In addition, most participants reported experience using a patient portal either for themselves or their child, which differs from national estimates in which one-third of the individuals reported patient portal use [20]. All caregivers had children who were referred to specialty care, but the recency of that referral varied (some referred that day and some in the past). In addition, as formative work to inform the design of an electronic consultation system, this study asked caregivers to consider the hypothetical use of an electronic consultation system, and the findings may differ as parents gain experience with electronic consultations in general or systems with specific features. Finally, as a qualitative analysis, the study’s results should be considered hypothesis generating rather than hypothesis confirming.

In conclusion, the study’s results suggest that caregivers perceive value in the use of electronic consultations, largely motivated by more timely and efficient access to specialist expertise for their children. Parents wish to receive information about the confidentiality, integrity, and availability of clinical information throughout the electronic consultation process, and systems may also wish to include messaging about electronic consultations that centers the family-PCP relationship. Systems considering electronic consultation should consider developing clear communications that address parents’ concerns and informational needs before integration. The inclusion of design features to track the electronic consultation process and to contribute to a three-way dialogue was of interest to families. Incorporating these parent perspectives into the design of pediatric electronic consultations may enhance acceptability and uptake of electronic consultations and optimize their ability to improve upon current processes of specialty care delivery.
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Abstract

Background: Video-based health care can help address access gaps for patients and is rapidly being offered by health care organizations. However, patients who lack access to technology may be left behind in these initiatives. In 2016, the US Department of Veterans Affairs (VA) began distributing video-enabled tablets to provide video visits to veterans with health care access barriers.

Objective: This study aimed to evaluate veterans’ experiences with VA-issued tablets and identify patient characteristics associated with preferences for video visits vs in-person care.

Methods: A baseline survey was sent to the tablet recipients, and a follow-up survey was sent to the respondents 3 to 6 months later. Multivariate logistic regression was used to identify patient characteristics associated with preferences for care, and we examined qualitative themes around care preferences using standard content analysis methods for coding the data collected in the open-ended questions.

Results: Patient-reported access barriers centered around transportation and health-related challenges, outside commitments, and feeling uncomfortable or uneasy at the VA. Satisfaction with the tablet program was high, and in the follow-up survey, approximately two-thirds of tablet recipients preferred care via a tablet (194/604, 32.1%) or expressed that video-based and in-person care were “about the same” (216/604, 35.7%), whereas one-third (192/604, 31.7%) indicated a preference for in-person care. Patients were significantly more likely to report a preference for video visits (vs a preference for in-person visits or rating them “about the same”) if they felt uncomfortable in a VA setting, reported a collaborative communication style with their doctor, had a substance use disorder diagnosis, or lived in a place with better broadband coverage. Patients were less likely to report a preference for video visits if they had more chronic conditions. Qualitative analyses identified four themes related to preferences for video-based care: perceived improvements in access to care, perceived differential quality of care, feasibility of obtaining necessary care, and technology-related challenges.

Conclusions: Many recipients of VA-issued tablets report that video care is equivalent to or preferred to in-person care. Results may inform efforts to identify good candidates for virtual care and interventions to support individuals who experience technical challenges.

(J Med Internet Res 2020;22(4):e15682) doi:10.2196/15682
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**Introduction**

**Background**

Health care technology is advancing at a rapid pace and with it the opportunities for health care organizations to engage with patients in new ways [1]. This growth includes the expansion of telehealth services and technologies and now encompasses Web-based care solutions that include patient portals with email communication, access to records, technology to track chronic conditions remotely, video visits, and other resources that can improve access to health care [1-3].

The expansion of these Web-based care services includes the use of video visits to treat patients via mobile apps or Web-based applications [2,3]. The 2017 American Hospital Association Annual Survey found that 66% of health systems have adopted video visits, with variation across academic (61%), rural (25%), and community (45%) hospitals [4]. Video visits can help address issues related to health care access [5-7], and evidence shows that they can be effective methods for delivering care, especially for disease management [8-11] and mental health care [12-15]. Patients often report positive feedback and the desire to continue participating in video visits, citing the convenience, cost and time savings, and the benefit of facilitating timely access to care [16-18]. Prior work has identified the benefits of providing mental health care using video visits, including reduced treatment drop out and improvements in patient and provider satisfaction [9,10,13,15]. Mental health patients may also experience increased connectedness and support, improved accuracy, and reduced treatment stigma [12], while providers of patients with mental health and chronic conditions may benefit from visual access to the patient’s home environment and other contextual information [9,10,12,13]. Some barriers to implementing video visits still exist, including cost and liability, training and support, and providers' willingness to engage [19-22]. Prior research, for instance, has found that some mental health clinicians felt that video visits could disrupt the clinical workflow or could be perceived as impersonal by some patients [22]. Health care systems continue to address these barriers, including recent changes in reimbursement for video visits [23].

With the rapid growth of Web-based care technologies and video visits, there is an interest in understanding patient attitudes toward these services [24,25], including patient experiences with video visits [16,18,26] and drivers of video visit adoption [27-30]. Previous studies have explored patient characteristics (eg, gender, age, education, and rurality) associated with video visit experiences and found that patient perceptions may improve the acceptance of video encounters [26,31]. Prior experience with the internet and technology [27,31] and the presence of health information seeking and socially motivated personality traits are also potentially associated with a greater willingness to participate in video visits [28].

Despite the promise of in-home video care and acceptance by many patients, access is frequently limited to patients who have a suitable device and the capability of accessing the internet. Patients without technology may not have the opportunity to realize any benefits of Web-based care [32]. This disparity may be an especially important issue for veterans, many of whom experience financial challenges that limit access and use despite their interest and willingness to engage in health technology [24,25]. The US Department of Veterans Affairs (VA) has long supported the use of technology to improve access to care and was an early adopter of video teleconferencing [1,33]. However, until recently, video visits were limited to veterans who could travel to community-based outpatient clinics to connect with providers at other facilities. As the VA developed plans to roll out in-home video visits, there were concerns that the technology requirements would generate new disparities for the many veterans with financial challenges, limiting their technology access and use [23,24].

To address this issue, the VA’s Offices of Rural Health and Connected Care developed a pilot initiative to distribute video-enabled tablets to veterans who did not have the necessary technology and who had a geographic, clinical, or social barrier to in-person health care access. A previous evaluation of this program suggests that the tablets were largely used for mental health care and that as many as 20% of tablet recipients did not use their tablets [34,35].

**Objectives**

To inform optimal tablet distribution and technical support, we evaluated patient experiences with the initiative to learn about the characteristics of patients who prefer video visits to in-person appointments. Our primary objectives were to (1) identify the primary health care access barriers among VA-issued tablet recipients, (2) examine patient experiences with tablets and any changes in perceived access to care, and (3) investigate the patient characteristics associated with preferences for video visits vs in-person care.

**Methods**

**Distribution of Tablets Issued by the Department of Veterans Affairs**

In 2016, the VA launched a pilot initiative to distribute video-enabled tablets with 4G wireless broadband or Wi-Fi connectivity to veterans who did not have access barriers. Providers could refer patients to the program if they had a clinical need for services but experienced a barrier to accessing VA care in person and if they lacked a device or the necessary internet connectivity to engage in video appointments [34]. Eligible patients received a video-enabled tablet with built-in wireless connectivity and the option to connect peripheral devices (such as a blood pressure cuff or thermometer) if indicated by the provider. Tablets allowed access to VA-supported programs such as the patient portal for managing prescriptions and secure messaging (My HealthVet), mobile apps, and videoconferencing software. Tablets could be used for a wide range of clinical services, and the specific services and scheduling procedures were determined by local facilities. Technical support was available and provided by local VA facility telehealth coordinators and the VA National Telehealth Technology Help Desk.

The implementation of the VA's tablet distribution initiative has been described previously [34]. Briefly, over the 2-year pilot period, 5000 tablets were distributed to 6745 patients at
86 (out of 130) VA health care systems, spanning all 18 geographic regions of the VA's health care network. Approximately half of the tablet recipients lived in rural areas and 75% had a mental illness diagnosis. Tablets were predominantly used for mental health care [35] but also for spinal cord injury care, primary care, palliative care, rehabilitation, and other services [34]. The high rates of tablet use for VA mental health services are consistent with the early adoption of telemental health care in the VA [36] and likely explain the high rates of mental health conditions among tablet recipients compared with the general VA population.

**Patient Survey**

As part of the program’s evaluation, the VA tablet shipment facility (Denver Acquisitions and Logistics Center, DALT) distributed surveys with all tablet shipments between April 1 and September 30, 2017. The paper survey packets included an initial incentive (US $2 or four first class US stamps), and those who completed surveys received US $10 as a thank-you. Participants could opt out at any time by calling or sending in an opt-out card to the evaluation team. Survey recipient information was provided to the evaluation team by the DALC, and the information was merged with administrative data to complete follow-up. Nonresponders received up to two reminder postcards and two additional survey copies as well as up to two follow-up phone calls within 2 months of the survey mail-out. Among the 2120 recipients of the baseline survey, 1321 returned the survey to the evaluation team, a 62% response rate. Similar procedures were used to send a follow-up survey to baseline survey respondents who had valid contact information 3 to 6 months later (n=1298). A total of 36.04% (763/2120) recipients completed both the baseline and follow-up survey and were included in these analyses. The survey-based evaluation of this quality improvement initiative was reviewed and designated as nonresearch by the supporting VA program office, local institutional review board, and VA Research Administration.

**Survey Measures**

**Baseline Characteristics**

Patient-reported barriers to accessing health care were assessed using a list of eight potential barriers generated through a literature review and expert recommendations; the 4-point response options ranged from “not a problem” to “big problem” (see survey in Multimedia Appendix 1 [37-40]). The baseline survey also queried patients about characteristics that might influence engagement in video visits, based on a literature review and expert guidance, including the following: demographics, current experience and reliance on VA services (in-person and video), and experience using technology for health-related purposes, via general resources (eg, internet or social media and apps) and VA resources (eg, the VA’s patient portal for managing prescriptions and secure messaging, My HealtheVet, and telehealth remote monitoring for chronic conditions) [41]. Health literacy was measured using one item (“How confident are you filling out medical forms by yourself?”) developed and validated by Chew et al [42]. The collaborative communication style was assessed using questions from a current VA project that is developing a measure to assess veteran health care engagement (“When I see my provider I bring a list of questions or concerns I want to talk about”; “I can make sure my concerns are fully addressed before my appointment ends”; response options ranged from “Not true” to “Mostly true”) [43]. VA reliance was measured with questions in which patients indicated where they receive the majority of their primary, mental health, emergency, and hospital care (response options included “Mostly at the VA,” “Mostly outside VA,” “Half in VA, half outside VA,” and “Nowhere”). The survey also assessed demographics including education, household income, and level of economic hardship (“My household can make ends meet”) [44].

**Outcome Measures**

The follow-up survey evaluated overall experience and attitudes with the tablet, including improvements in access, perception of the video appointment, and feedback about technical aspects of the tablet technology. Patients were asked about their preference for future encounters (response options: video, in person, or “about the same”) and were provided space to describe the reasons for selecting their preference.

Both baseline and follow-up surveys included measures related to satisfaction with VA care overall, as well as primary care and mental health care evaluated on a 10-point scale (1=very dissatisfied and 10=very satisfied) adapted from the 2013 Customer Satisfaction Index [45].

**Additional Data Sources**

Administrative data were collected from the VA Corporate Data Warehouse [46] and included age, gender, race, ethnicity, marital status, and the number of chronic condition diagnoses in the year before receiving the tablet (defined using International Statistical Classification of Disease (ICD)-9 and ICD-10 codes) [47]. Distance from primary VA facility, patient’s zip code, and rural or urban designation were obtained from the VA’s Planning System Support Group. Rurality is defined based on the Rural Urban Commuting Area categories developed by the Department of Agriculture and Health and Human Services’ Health Resources and Services Administration [48]. The contractor (Iron Bow Technologies, Inc) of the VA tablet and the wireless internet provider shared information about the percentage of residents with 4G coverage per zip code.

**Quantitative Data Analysis**

Following data cleaning, the missing data rate was less than 5% for all variables included in the analyses; no adjustments were made for the missing data. To improve the match of the survey respondents (n=764) to the demographics of the entire tablet cohort (n=5981), we performed poststratification survey weighting based on age, rurality, and presence of a mental health condition. To model the covariance among the eight health care access barriers in the survey, we performed exploratory factor analyses, with a predefined factor cutoff of 0.55 [49]. For regressions, Likert scale variables were dichotomized to group together “mostly true and very true,” “strongly agree and agree,” and “neutral, disagree, and not true” as the reference variable. Other continuous variables were dichotomized or grouped into categories (eg, distance and age). The total number of conditions was a continuous variable. All quantitative analyses were performed using Stata 15.0 (StataCorp, LLC, Texas, USA).
The primary outcome for the analyses was a patient-reported preference for video visits (vs a preference for in-person care or rating in-person and video-based care as equivalent). We used logistic regression models to identify patient characteristics associated with a preference for video visits. Three sensitivity analyses were conducted, the first combined video visits and equivalent ratings (vs in-person) and the following two analyses did not combine the three-item survey response options for care preferences: a multinomial logistic regression (video, in person [base], and “about the same”), and an ordered logistic regression ranking the response options (in person, “about the same”, and video).

An additional goal was to describe patient satisfaction with the VA tablet program and to understand changes in satisfaction with VA services by conducting paired t-tests among the baseline and follow-up survey respondents.

Qualitative Data Analysis
The follow-up survey included one open-ended question after patients indicated their preference for future care: “Please explain the preference indicated for receiving VA care.” We analyzed qualitative responses to identify additional information from the patient perspective that could be used to identify patients who may prefer to use video visits. After removing blank responses, “not applicable” responses, and responses that did not answer the question, we analyzed qualitative data from 638 survey respondents using standard content analysis methods for coding open-ended textual data [50]. An initial codebook was developed using the eight barriers listed in the baseline patient survey and revised with additional codes after an independent review of the first 300 responses by 2 coders (CS and AG). The 2 coders independently coded the responses, and discrepancies were resolved by consensus. The codes were grouped into mutually exclusive themes that highlighted each patient’s care preferences. We identified exemplary quotes to demonstrate and highlight examples for each of the themes.

Results
Survey Respondents
A full response breakdown is listed in Figure 1. The survey sample (n=764) was largely representative of the overall tablet cohort (n=5981), but survey respondents were more likely to be young (<65 years) to be non-Hispanic blacks, to live in an urban area, to have a greater number of mental health conditions, and to use the tablet at 6 months compared with the tablet cohort. A comparison of the survey cohort pre-and postweighting is available in Multimedia Appendix 2. Table 1 compares the unweighted characteristics of the baseline and follow-up survey respondents with baseline survey respondents only; the follow-up survey respondents were more likely to be older, to live in a rural area, and to use the tablet at 6 months compared with baseline responders. The mean (SE) age of the survey respondents was 56 (0.20) years, where 81.7% (624/764) of the respondents were men and 54.6% (412/754) lived in a rural location. The common chronic conditions are listed in Table 2, including hypertension (394/764, 51.6%), depression (389/764, 50.9%), and post-traumatic stress disorder (348/764, 45.5%). These condition rates are similar to the overall tablet cohort, and a comparison of the condition counts can be seen in Multimedia Appendix 2 [33]. The patient-reported access barriers are listed in Table 3; the big and small barriers were combined for this analysis owing to small cell sizes in a few barrier categories. The most common barriers were travel time (503/757, 66.4%), travel cost (416/753, 55.2%), health conditions (405/754, 53.7%), bad weather (426/754, 56.5%) and feeling uncomfortable or uneasy at the VA (248/753, 32.9%). The factor analysis created three categories of barriers from the original list: transportation, outside commitments (eg, work, school, and caregiving responsibilities), and a single barrier related to feeling uncomfortable or uneasy at the VA (Table 3).
Figure 1. Survey response flow chart.
### Table 1. Demographics of the survey cohort.

<table>
<thead>
<tr>
<th>Demographics&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Baseline and follow-up survey respondents (n=764)</th>
<th>Baseline survey respondents only (n=530)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Demographics</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>Age (years)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td>58.6 (14.5)</td>
<td>54.7 (17.1)</td>
</tr>
<tr>
<td>18-44</td>
<td>137 (18.5)</td>
<td>_&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-</td>
</tr>
<tr>
<td>45-64</td>
<td>306 (41.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>65-101</td>
<td>299 (40.3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Male (%)</td>
<td>624 (81.7)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Marital status&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>450 (58.9)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Divorced or never married</td>
<td>287 (37.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Widowed</td>
<td>17 (2.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Race&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White or white non-Hispanic</td>
<td>598 (80.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Black or African American</td>
<td>90 (12.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>American Indian, Native Hawaiian, or other</td>
<td>18 (2.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (0.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unknown or decline</td>
<td>34 (4.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ethnicity&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>32 (4.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Non-Hispanic/Latino</td>
<td>704 (92.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unknown or decline</td>
<td>24 (3.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rurality&lt;sup&gt;b,e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>342 (45.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rural or highly rural</td>
<td>412 (54.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Education&lt;sup&gt;b,f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attended or graduated high school or general educational development</td>
<td>227 (29.8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>343 (45.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4-year college graduate or more</td>
<td>191 (25.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Income&lt;sup&gt;b,f&lt;/sup&gt; (US $ per year)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>249 (33.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>25,001-50,000</td>
<td>324 (43.7)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>169 (22.8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Economic hardship&lt;sup&gt;b,f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Great difficulty and difficulty</td>
<td>243 (32.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Some difficulty</td>
<td>271 (35.8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rather easily</td>
<td>149 (19.7)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Easily or very easily</td>
<td>94 (12.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Driving distance to primary VA&lt;sup&gt;e&lt;/sup&gt; facility (miles)</td>
<td>756 (98.9)</td>
<td>22.9 (22.9)</td>
<td>16 (7-32)</td>
</tr>
<tr>
<td>Health literacy (out of 4)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>755 (98.8)</td>
<td>2.6 (1.3)</td>
<td>3 (2-4)</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> Demographics: P value refers to a comparison between baseline and follow-up survey respondents. 

<sup>b</sup> Age, Marital status, Race, Ethnicity, Rurality, Education, Income, Economic hardship, Driving distance to primary VA facility:

<sup>c</sup> P value refers to a comparison between baseline survey respondents only and baseline and follow-up survey respondents. 

<sup>d</sup> Median and IQR are used for continuous variables. 

<sup>e</sup> Rurality: Urban vs. Rural or highly rural. 

<sup>f</sup> Education and Income: Income categories are based on US $ per year. 

<sup>g</sup> Driving distance to primary VA facility: miles.

<sup>h</sup> Health literacy: out of 4 (4 is the highest).
### Demographics

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Baseline and follow-up survey respondents (n=764)</th>
<th>Baseline survey respondents only (n=530)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%) Mean (SD) Median (IQR) n (%) Mean (SD) Median (IQR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology use pretabler</td>
<td>761 (99.6) 2.1 (1.9) 2 (1-4)</td>
<td>529 (99.8) 2.5 (1.9) 2 (1-4)</td>
<td>.29</td>
</tr>
<tr>
<td>Percentage of 4G internet coverage per zip code</td>
<td>760 (99.5) 96.5 (10.5) 99.99 (99.1-100)</td>
<td>527 (99.4) 97.4 (9.6) 99.99 (99.4-100)</td>
<td>.16</td>
</tr>
<tr>
<td>Number of tablet encounters at 6 months</td>
<td>592 (77.5) 5.7 (5.2) 4 (2-7)</td>
<td>363 (68.5) 4.4 (4.5) 3 (1-6)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Number of mental health tablet encounters at 6 months</td>
<td>383 (50.1) 5.7 (5.0) 4 (2-8)</td>
<td>246 (46.4) 4.7 (4.7) 3 (1-6)</td>
<td>&lt; .01</td>
</tr>
</tbody>
</table>

---

[a] The results of poststratification weighing available in Multimedia Appendix 2 shows changes when weighted on age, rurality, and mental health conditions.

[b] The denominator for the proportions calculated is the total number of individuals with available data.

[c] P values in italics are statistically significant.

[d] Not applicable.

[e] Rurality provided by the VA’s Planning Systems Support Group, which categorizes rural and urban status based on the Rural Urban Commuting Area categories developed by the Department of Agriculture and Health and Human Services’ Health Resources and Services Administration [48].

[f] Indicates a survey measure.

[g] VA: Department of Veterans Affairs.
Table 2. Chronic conditions among baseline and follow-up survey respondents.

<table>
<thead>
<tr>
<th>Chronic conditions</th>
<th>Values</th>
<th>Mean (SD)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)^a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of chronic conditions</td>
<td></td>
<td>4.1 (2.3)</td>
<td>4 (2-5)</td>
</tr>
<tr>
<td>0-3</td>
<td>297 (38.9)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4-6</td>
<td>339 (44.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7-14</td>
<td>128 (16.8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Conditions^b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acid-related diseases</td>
<td>181 (23.7)</td>
<td>c</td>
<td>-</td>
</tr>
<tr>
<td>Alzheimer or Dementia</td>
<td>19 (2.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Arthritis</td>
<td>153 (20)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Asthma</td>
<td>43 (5.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cancer</td>
<td>85 (11.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>121 (15.8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Diabetes</td>
<td>195 (25.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Heart failure</td>
<td>61 (8.0)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HIV or AIDS</td>
<td>4 (0.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Headache</td>
<td>97 (12.7)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hepatitis C</td>
<td>30 (3.9)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hypertension</td>
<td>394 (51.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>114 (14.9)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Low back pain</td>
<td>279 (36.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>17 (2.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>25 (3.3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>50 (6.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Prostatic hyperplasia</td>
<td>74 (9.7)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Renal disease</td>
<td>54 (7.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Spinal cord injury</td>
<td>62 (8.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stroke</td>
<td>42 (5.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>34 (4.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mental health conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any mental health condition</td>
<td>561 (73.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Number of mental health conditions</td>
<td>-</td>
<td>1.3 (1.1)</td>
<td>1 (0-2)</td>
</tr>
<tr>
<td>Substance use disorder^d</td>
<td>121 (15.9)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Alcohol abuse or dependence</td>
<td>90 (11.8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Drug use or dependence</td>
<td>63 (8.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>21 (2.7)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>50 (6.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Depression</td>
<td>389 (50.9)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td>348 (45.5)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

^a n (%) represents the unadjusted number of survey respondents; weighted differences are available in Multimedia Appendix 2.

^b Conditions have been adapted from a list developed by the VA Health Economics Research Center [47].

^c Not applicable.
Table 3. Self-reported health care access barriers and factor analysis.

<table>
<thead>
<tr>
<th>Self-reported health care access barriers&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Big or small problem, n (%)</th>
<th>Not a problem or don’t know, n (%)</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Uniqueness</th>
<th>Factor category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time to the VA&lt;sup&gt;b&lt;/sup&gt; (n=757)</td>
<td>503 (66.4)</td>
<td>254 (33.6)</td>
<td>0.68</td>
<td>0.24</td>
<td>0.48</td>
<td>Transportation</td>
</tr>
<tr>
<td>Difficulty getting transportation to the VA (n=753)</td>
<td>270 (35.9)</td>
<td>483 (64.1)</td>
<td>0.71</td>
<td>0.01</td>
<td>0.49</td>
<td>Transportation</td>
</tr>
<tr>
<td>Cost of traveling to the VA (n=753)</td>
<td>416 (55.2)</td>
<td>337 (44.8)</td>
<td>0.60</td>
<td>0.30</td>
<td>0.55</td>
<td>Transportation</td>
</tr>
<tr>
<td>Health conditions make it challenging for you to get to the VA (n=754)</td>
<td>405 (53.7)</td>
<td>349 (46.3)</td>
<td>0.67</td>
<td>-0.06</td>
<td>0.55</td>
<td>Transportation</td>
</tr>
<tr>
<td>Bad weather conditions (n=754)</td>
<td>426 (56.5)</td>
<td>328 (43.5)</td>
<td>0.58</td>
<td>-0.23</td>
<td>0.61</td>
<td>Transportation</td>
</tr>
<tr>
<td>Work or school make it difficult for you to get the health care you need (n=734)</td>
<td>182 (24.8)</td>
<td>552 (75.2)</td>
<td>-0.07</td>
<td>0.84</td>
<td>0.28</td>
<td>Commitments</td>
</tr>
<tr>
<td>Family or caregiving responsibilities make it difficult for you to get the health care you need (n=753)</td>
<td>183 (24.3)</td>
<td>570 (75.7)</td>
<td>0.36</td>
<td>0.56</td>
<td>0.56</td>
<td>Commitments</td>
</tr>
<tr>
<td>Feeling uncomfortable or uneasy at the VA (n=753)</td>
<td>248 (32.9)</td>
<td>505 (67.1)</td>
<td>0.30</td>
<td>0.45</td>
<td>0.70</td>
<td>Uncomfortable or uneasy</td>
</tr>
</tbody>
</table>

<sup>a</sup>The predefined factor cut-off of .55 was used to group access barriers into categories.

<sup>b</sup>VA: Department of Veterans Affairs.

Satisfaction With Tablets and the Department of Veterans Affairs Health Care

Respondents indicated high levels of satisfaction with their VA health care. Between baseline and follow-up surveys, there were statistically significant increases in patient satisfaction regarding their overall VA care (from mean 7.4, SE 0.10 to mean 7.9, SE 0.08; \(P<.001\); n=706), as well as primary care (from mean 7.4, SE 0.1 to mean 7.7, SE 0.1; \(P<.001\); n=667) and mental health care (from mean 7.5, SE 0.1 to mean 8.2, SE 0.1; \(P<.001\); n=570). In the follow-up survey, 86.0% (523/608) of the respondents indicated that they would recommend video care to others (agree or strongly agree). Satisfaction ratings for the quality of the technology and technical assistance were also high: 86.1% (547/635) agreed or strongly agreed with statements regarding the ease of using the equipment and receiving the help needed to learn the technology (83.5%, 513/614) and that it was easy to ask questions (88.4%, 518/586), ask for help (87.2%, 525/602), and understand instructions (87.4%, 512/586). Satisfaction with the video visits was also high: 84.1% (493/586) agreed or strongly agreed that their provider addressed their concerns during the video visit, 78.1% (472/604) agreed or strongly agreed that the lack of contact was not a problem, and 83.4% (534/640) agreed or strongly agreed that the technology was secure. A breakdown of these results is shown in Figure 2.
Preferences for Video Visits Versus In-Person Care

In the follow-up survey, 32.1% (194/604) of tablet recipients indicated that they would prefer to conduct their future VA appointments by video, 31.8% (192/604) indicated that they would prefer these visits in person, and 35.7% (216/604) indicated their preference was “about the same”. In the multivariate regression analyses, patients were more likely to report a preference for video-based care (vs in person or “about the same”) if they reported the barrier of feeling uncomfortable or uneasy in the VA setting (adjusted odds ratio [AOR] 2.22, 95% CI 0.88-2.26; \(P<.001\)), if they indicated mostly/very true to the statement “I can make sure my concerns are fully addressed before my appointment ends” (AOR 1.59, 95% CI 1.02-2.47; \(P=.04\)), or if they had a substance use disorder in the year before receiving the tablet (AOR 1.91, 95% CI 1.12-3.26; \(P=.02\)). Patients were less likely to prefer video-based care if they had a greater number of chronic conditions (AOR 0.88, 95% CI 0.78-0.99; \(P=.03\)). There were trends suggesting that patients were also more likely to prefer video-based care if they had less than college education (AOR 1.52, 95% CI 0.96-2.40; \(P=.08\)) and if they indicated mostly/very true to the question “When I see my doctor, I bring a list of questions or concerns I want to talk about” (AOR 1.49, 95% CI 0.99-2.26; \(P=.06\)). The full regression results are listed in Table 4.
Table 4. Characteristics associated with the preference for video visits (N=558).

<table>
<thead>
<tr>
<th>Preference for video appointments</th>
<th>Adjusted odds ratio(^a) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VA(^b) technology use(^c)</td>
<td>1.41 (0.88-2.26)</td>
<td>.16</td>
</tr>
<tr>
<td>Other technology use(^c)</td>
<td>0.92 (0.60-1.41)</td>
<td>.70</td>
</tr>
<tr>
<td>Reliance on VA: medical care(^d)</td>
<td>0.93 (0.58-1.48)</td>
<td>.76</td>
</tr>
<tr>
<td>Reliance on VA: mental health care(^d)</td>
<td>0.70 (0.43-1.14)</td>
<td>.15</td>
</tr>
</tbody>
</table>

**Driving distance to primary VA facility (miles; reference: <15 miles)**

<table>
<thead>
<tr>
<th>Distance</th>
<th>Adjusted odds ratio</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-40</td>
<td>1.24 (0.81-1.89)</td>
<td>.32</td>
</tr>
<tr>
<td>&gt;40</td>
<td>1.58 (0.89-2.79)</td>
<td>.12</td>
</tr>
<tr>
<td>Access barriers: transportation or travel(^e)</td>
<td>1.44 (0.75-2.75)</td>
<td>.27</td>
</tr>
<tr>
<td>Access barriers: commitments(^e)</td>
<td>1.10 (0.72-1.67)</td>
<td>.66</td>
</tr>
<tr>
<td>Access barriers: uncomfortable or uneasy(^e)</td>
<td>2.22 (1.43-3.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (reference: male)</td>
<td>0.93 (0.56-1.54)</td>
<td>.78</td>
</tr>
</tbody>
</table>

**Age (years; reference: 18-44 years)**

<table>
<thead>
<tr>
<th>Age</th>
<th>Adjusted odds ratio</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>45-64</td>
<td>1.01 (0.62-1.66)</td>
<td>.96</td>
</tr>
<tr>
<td>65-101</td>
<td>0.72 (0.38-1.37)</td>
<td>.32</td>
</tr>
<tr>
<td>Married(^d)</td>
<td>1.35 (0.90-2.02)</td>
<td>.14</td>
</tr>
<tr>
<td>Verizon coverage (reference: less than 95% coverage)</td>
<td>1.60 (0.84-3.06)</td>
<td>.15</td>
</tr>
<tr>
<td>Economic hardship (great and some difficulty making ends meet vs all else)</td>
<td>1.43 (0.94-2.19)</td>
<td>.10</td>
</tr>
</tbody>
</table>

**Education (reference: some college or more)**

<table>
<thead>
<tr>
<th>Education</th>
<th>Adjusted odds ratio</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>High school graduate or GED(^f)</td>
<td>1.52 (0.96-2.40)</td>
<td>.08</td>
</tr>
<tr>
<td>When I see my provider, I bring a list of questions or concerns I want to talk about(^d)</td>
<td>1.49 (0.99-2.26)</td>
<td>.06</td>
</tr>
<tr>
<td>I can make sure my concerns are fully addressed before my appointment ends(^d)</td>
<td>1.59 (1.02-2.47)</td>
<td>.04</td>
</tr>
<tr>
<td>Health literacy (quite and extremely vs all else)</td>
<td>1.08 (0.71-1.64)</td>
<td>.73</td>
</tr>
<tr>
<td>Total number of conditions (continuous)</td>
<td>0.88 (0.78-0.99)</td>
<td>.03</td>
</tr>
<tr>
<td>Substance use diagnosis(^c)</td>
<td>1.91 (1.12-3.26)</td>
<td>.02</td>
</tr>
<tr>
<td>Depression(^c)</td>
<td>0.97 (0.63-1.49)</td>
<td>.89</td>
</tr>
<tr>
<td>Post-traumatic stress disorder(^c)</td>
<td>1.32 (0.87-2.02)</td>
<td>.19</td>
</tr>
<tr>
<td>Schizophrenia or bipolar(^c)</td>
<td>1.45 (0.71-2.95)</td>
<td>.31</td>
</tr>
</tbody>
</table>

\(^a\) Multivariate logistic regression comparing characteristics of patients who reported a preference for video visits with those who reported a preference for in-person care or reported a preference for video visits and in-person care “about the same” (reference group). Italicized \(P\) value indicate significance at \(P<.05\).

\(^b\) VA: Department of Veterans Affairs.

\(^c\) Any or yes vs none.

\(^d\) Mostly true and true vs all else.

\(^e\) Big or small problem vs not a problem and don’t know.

\(^f\) GED: general educational development.

We conducted several sensitivity analyses to understand the nuances among the survey question response options. The first analysis grouped patient-reported preferences for video visits with rating in-person and video-based care as equivalent and compared this with a preference for in-person care. In this model, patients were more likely to prefer video visits or report that they were equivalent to in-person care if they lived within a driving distance of 16 to 40 miles (AOR 1.65, 95% CI 1.09-2.51; \(P=.02\)) and were less likely to report these preferences if their age was greater than 65 years (AOR 0.37, 95% CI 0.18-0.72; \(P<.01\); Multimedia Appendix 3). Sensitivity analyses that used a 3-category dependent variable (prefer video, prefer
in-person, or “about the same”) revealed few differences in predictors of preferences for video visits (Multimedia Appendix 4). An additional predictor for video visits relative to an in-person visit included age older than 65 years and a driving distance of 16 to 40 miles from the VA (relative risk ratios [RRR] 1.66, 95% CI 1.01-2.72; P=.04), as well as lower video visit preference among patients age ≥65 years (RRR 0.40, 95% CI 0.18-0.90; P=.03). The original model predictors remained significant (feeling uncomfortable in the VA, communicating concerns, number of conditions, and substance use disorder). An ordered logistic regression found similar results; significant predictors for video visits included feeling uncomfortable in the VA, communicating concerns, and substance use disorder, and patients ≥65 years were less likely to prefer video visits (AOR 0.47, 95% CI 0.27-0.82; P=.01; Multimedia Appendix 5).

Qualitative analyses revealed four themes underlying patient preferences for video-based vs in-person care: (1) the perceived opportunity to overcome access barriers, (2) the perception of the quality of care provided by video visits versus in-person care, (3) the feasibility of receiving necessary care by video visits versus in-person, and (4) technological issues. Exemplary quotes are presented in Textbox 1.

Textbox 1. Qualitative themes and representative quotes regarding patient care preferences (N=638).

Opportunity to overcome access barriers:
- “Being handicapped & having no transportation, I have to make special arrangements for transportation & pack a lunch for my wife & myself”
- “Sometimes it’s nice to have a face to face visit with my psychologist and sometimes it’s nice not to have to drive 50 miles one way”
- “I would prefer video because it would expose me less to sick people. This benefits me a lot being a transplant recipient. And my caregiver wouldn’t have to take off work to take me to the doctor.”

Perceptions of quality of care provided by video visits versus in-person care:
- “I get to see the provider just as if I came to VA in person so to me that is about the same or just as good.”
- “The care that I receive is the same in person or by video, excellent”

Feasibility of receiving necessary care by video visits versus in-person:
- “Sometimes doctors need to examine patients. I think it’s wonderful for therapy because all I need to do is talk.”
- “I prefer a video chat with mental health provider rather than the 2.5-hour commute for a short session. I like to see my medical doctor and orthopedic doctor in person. Video visits are a good way to have questions answered.”

Technological issues:
- “Need to give a class on how to use the tablet and make sure the connection & passwords are done right”
- “ept dropping video/calls; it’s no longer used because of our location”

Discussion

Principal Findings

This study describes the health care access barriers, experiences, and care preferences for VA patients who received VA-issued tablets for video visits. We identified several patient characteristics that may influence patients’ preferences for video visits, including certain diagnoses and number of conditions, comfort in the VA clinic, and communication style.

To our knowledge, this is the first nationally representative survey of VA tablet recipients examining their experiences with VA video visits. The strong satisfaction ratings for tablets and the fact that characteristics such as age, income, health literacy, distance from the closest VA facility, and prior technology use were not significantly associated with tablet preference suggest that engagement in video-based care is possible for many types of patients, including those who are often considered part of the digital divide (ie, individuals who are older, have a low income, and have greater health or disability challenges) [51]. Providing tablets to this population may help the VA engage veterans who could otherwise be left behind in technology-focused initiatives. Initiatives that encourage patients to use their own devices are growing rapidly. Distributing devices directly to patients who lack the necessary technology can increase a health system’s capacity to reach these patients.

Findings from this survey suggest opportunities to assess potential video-based care patients for specific challenges and preferences, eg, their comfort with technology and desire for in-person encounters. The finding that communication style was associated with preferences for video visits echoes other work that identified patients with certain personality traits (eg, health information seeking and socially motivated) as more comfortable with video visits [28]. The difference in the first sensitivity analyses with the reclassified outcome combining the preference for video visits and “about the same” suggests that driving distance (16-40 miles) and older age (65-101 years) are additional factors that may influence the acceptance of video care. Further research of characteristics or traits may identify additional opportunities to improve patient engagement in video visits.

Although some work has identified that patients may opt to use video care in lieu of in-person primary care [30], the nature of the program we are studying has enabled video visits to be used as an adjunct to in-person care to increase access to providers.
The results indicate the importance of identifying patients who are amenable to using technology for their care and identifying opportunities to improve training for patients and providers who want to conduct video visits. Health care programs could consider patients’ chronic conditions and access barriers to identify candidates who may prefer video encounters and review the patients’ local broadband capability to ensure connectivity. Previous work has identified that patients sometimes decline telehealth owing to the lack of access or skills needed to engage in video visits [52,53] and that patients with mental health conditions are less likely to have access to the internet and technology [25,54]. Despite the technical challenges that may hinder initial use, once patients participate in a video visit, they often perceive it to be of the same or better quality than in-person care [16,17,27,29]. However, patients acknowledge that video visits cannot fully replace in-person care, particularly when physical examinations are needed for decision making [18]. This study builds on prior work by identifying additional factors such as patient communication style, comfort in the care setting, and health conditions that predict a preference for video visits when the barrier to accessing technology is removed. Telemedicine is more sensitive to patient preferences because it is the mode of health care service delivery [31] rather than a treatment option, and understanding patient preferences will enable health care systems to target this limited resource to ensure it is utilized effectively.

Some limitations of this study include a potential bias introduced by survey nonresponse, despite weighting. Even though the survey respondents were older, they were similar to the population of tablet recipients in most characteristics (Multimedia Appendix 2). Owing to the novel focus of this survey, we included some de novo questions, although most of the survey material was derived from validated measures [36-41]. The factor analysis of the access barriers combining big and small groupings could cause us to miss some nuances among some of the factors. However, analyses of the groupings only identified two barriers (uncomfortable or uneasy and travel time) for which the proportion differed significantly between big and small barriers by preference for care. As there were no significant differences noted for the other six factors, and because some factors had relatively small numbers in the big problem category, we chose to combine the big and small categories in the analyses. It is to be noted that our evaluation does not include veterans who participate in video visits from their own devices, and providers may have selectively distributed tablets to certain types of patients during this pilot, so our results may not extend to all current or potential veteran patients participating in video visits. Another limitation in interpreting our results is that we cannot attribute changes in satisfaction directly to receipt of the tablet, as surveys were only distributed to tablet recipients and there was no control group with which to compare these outcomes.

Nevertheless, results from this evaluation will inform efforts to improve the reach of this program across participating VA facilities by identifying characteristics associated with preferences for video-based care and the reasons behind these preferences. This information can help VA identify and better engage patients who may be interested in this limited resource as well as address factors that may be limiting tablet use among some populations. This study also clarifies that patients understand that video visits may not be appropriate in all cases, which can be used to inform patient and provider trainings on the appropriateness of offering video visits. For patients who prefer video visits, the VA can utilize the tablets to encourage engagement in programs and services that previously were out of reach owing to access barriers. The role that internet connectivity plays in our findings for patient preference and other research related to health care access underscores the importance of broadband access as a priority in the United States [55]. VA program offices continue to work with broadband carriers on this issue and actively test opportunities to augment this barrier by offering multiple broadband service providers or providing cellular signal boosters to patients in certain areas. The VA health care system serves an older population compared with other US health care systems [56], so the program’s success among older veterans (mean age 58.6 years among survey respondents and 54.6 years among all tablet recipients) also provides insights into how best to optimize the use of telehealth and video visits among older adults.

Conclusions

Technology is playing an increasingly important role in enhancing health care access and delivery for patients, especially for those who are geographically isolated or homebound. Although VA has evolved to become both a provider and payer of care, its priority of ensuring access to high-quality care for veterans has not changed. The 2018 Mission Act further expands the role of telemedicine in the VA, including the approved use of video visits in the home and across state lines [57]. Critical issues remain owing to variations in broadband infrastructure that will influence the adoption and use of these technologies. This study provides important information about patient experiences with VA-issued tablets and their preferences for video vs in-person care. The findings may inform the development of assessment and training tools to improve patient targeting and support for tablet recipients as well as opportunities to improve engagement in video visits.
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Abstract

Background: Due to limited access to specialist services, most patients with common mental disorders (depression or anxiety, or both) usually receive treatment in primary care. More recently, innovative technology-based care models (eg, video consultations) have been proposed to facilitate access to specialist services. Against this background, the PROVIDE (Improving Cross-Sectoral Collaboration Between Primary and Psychosocial Care: An Implementation Study on Video Consultations) project aims to improve the provision of psychosocial care through implementing video consultations integrated into routine primary care.

Objective: From the patients’ perspective, this qualitative preimplementation study explored (1) anticipated benefits from and (2) barriers to implementing mental health specialist video consultations embedded in primary care services and (3) prerequisites for interacting with therapists via video consultations.

Methods: Using a purposive (ie, stratified) sampling strategy, we recruited 13 patients from primary care practices and a tertiary care hospital (psychosomatic outpatient clinic) for one-off semistructured interviews. In a computer-assisted thematic analysis, we inductively (bottom-up) derived key themes concerning the practicability of mental health specialist video consultations. To validate our results, we discussed our findings with the interviewees as part of a systematic member checking.

Results: Overall, we derived 3 key themes and 10 subthemes. Participants identified specific benefits in 2 areas: the accessibility of mental health specialist care (shorter waiting times: 11/13, 85%; lower threshold for seeking specialist mental health care: 6/13, 46%; shorter travel distances: 3/13, 23%); and the environment in primary care (familiar travel modalities, premises, and employees: 5/13, 38%). The main barriers to the implementation of mental health video consultations from the patients’ perspective were the lack of face-to-face contact (13/13, 100%) and technical challenges (12/13, 92%). Notably, participants’ prerequisites for interacting with therapists (12/13, 92%) did not seem to differ much from those concerning face-to-face contacts.

Conclusions: Mental health service users mostly welcomed mental health specialist video consultations in primary care. Taking a pragmatic stance, service users, who are often frustrated about uncoordinated care, particularly valued the embedment of the consultations in the familiar environment of the primary care practice. With respect to interventional studies and implementation, our findings underscore the need to minimize technical disruptions during video consultations and to ensure optimal resemblance to face-to-face settings (eg, by training therapists in consistently reacting to nonverbal cues).

Trial Registration: German Clinical Trials Register DRKS00012487; https://tinyurl.com/uhg2one

(J Med Internet Res 2020;22(4):e17330) doi:10.2196/17330

http://www.jmir.org/2020/4/e17330/
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Introduction

Primary Care Mental Health

In most countries, the prevalence of mental health conditions (eg, depression and anxiety) remains high, and the global burden of mental illness accounts for 32.4% of years lived with disability and 13.0% of disability-adjusted life-years. However, access to mental health specialists is precarious, particularly in remote and rural areas [1,2]. Patients with mental health conditions struggle with limited availability of psychosocial services and are exclusively treated in the primary care setting, which has been coined the “de facto mental health care outpatient system” [3] for the United States and other countries [3,4]. To address this care gap, clinicians, researchers, and policy makers have proposed innovative technology-based care models [6-8]. Specifically, remote consultations between patients in the primary care practice and mental health specialists by using videoconferencing have been proposed [9-11]. Given the primary care physicians’ decisive role in managing mental health conditions and the fact that most patients are treated in primary care, directly embedding mental health specialist video consultations into primary care services has been suggested [6-8,12-14]. In this regard, several comprehensive reviews indicated fairly robust evidence that interactive video consultations are an effective means to link patients in the primary care practice with specialists [6,7,15-18]. Thus, establishing a sound therapeutic alliance is generally considered to be a key driver for telepsychiatry and of upmost importance for mental health staff, including nurses [19-22]. Nevertheless, little is known about the patients’ perspective on the benefits of and barriers to mental health specialist video consultations in primary care.

The PROVIDE Project: Fostering Cross-Sectoral Collaborations Between Primary Care Physicians and Mental Health Care Providers Through Video Consultations

This study was the first (preimplementation) phase of a larger implementation project on fostering cross-sectoral collaborations between primary care physicians and mental health care providers through video consultations (Improving Cross-Sectoral Collaboration Between Primary and Psychosocial Care: An Implementation Study on Video Consultations [PROVIDE] [23]). While we have reported results from the preimplementation phase for the primary care physicians elsewhere [24], in this paper we present findings on how to optimally tailor a video-based integrated mental health care model from the patients’ perspective. The PROVIDE service delivery model follows the integrated care approach, which virtually colocalizes primary care teams and specialists and has been proposed by Hilty and colleagues [7,25]. Leveraging the expertise at a distance, specialists located at their office or private practice (or a suitable, designated room at home) provide high-quality video consultations to patients presenting with depression or anxiety, or both, in the primary care practice. The intervention itself is described elsewhere in detail [26]. Recently, the PROVIDE service delivery model has been applied in a feasibility study (German Clinical Trials Register, registration no. DRKS00015812).

Video Consultations in Mental Health From the Patients’ Perspective

There is promising evidence for the effectiveness of videoconferencing both in secondary mental health care [7,10,27-29] and in primary care [15,30]. However, with respect to crucial outcomes applied in implementation science [31], studies on the applicability of and prerequisites for rolling out mental health specialist video consultations in primary care services from the perspective of the actual stakeholders involved are rare. Indeed, it has been argued that it is necessary to involve potential users and target groups at the earliest stage possible to foster the adoption and uptake of new service delivery models [32]. Concerning the patients’ perspective, a few studies primarily evaluated patients’ satisfaction with video consultations in mental health services [33-36]. However, only 2 qualitative studies have investigated the patients’ perspective on mental health specialist video consultations embedded into primary care services [37,38]. First, Simpson [37] focused on patients’ satisfaction after a 1-year course of video consultation therapy. Second, Swinton and colleagues [38] explored the acceptability of mental health specialist video consultations prior to their implementation by investigating alliance aspects both between patients and therapists, and between therapists and primary care physicians. In sum, while studies on patients’ perspective on mental health specialist video consultations in primary care focused on the patients’ acceptance of and satisfaction with such services, they did not provide information on why patients engaged in video consultations, what kind of barriers they experienced, and whether patients had specific expectations of therapists who engage in such consultations.

Rationale and Objectives

The purpose of this exploratory qualitative study was to take the patients’ perspective and investigate (1) anticipated benefits from and (2) barriers to implementing mental health specialist video consultations embedded in primary care services and (3) prerequisites for interacting with therapists via video consultations. Specifically, when considering anticipated barriers and benefits, we focused on both tangible (eg, journey to the primary care practice or handling technical devices) and more general aspects (eg, impact on the availability of mental health services) of the proposed mental health specialist video consultation model. With the therapeutic relationship being the main predictor for treatment outcomes in mental health care [39], we also investigated prerequisites for interaction between patients and therapists in this setting. Our findings provide in-depth information for the prospective large-scale implementation of practical and sustainable mental health conditions.
specialist video consultations tailored to the needs of patients attending primary care practices.

Methods

Study Design and Conceptual Framework

In a naturalistic preimplementation qualitative explorative study, we conducted one-off semistructured telephone interviews to assess the patients’ perspective on implementing mental health specialist video consultations in primary care. We took a critical realist position when designing the study, analyzing the data, and interpreting the results [40]. Subsequently, we applied thematic analysis to identify shared meanings concerning anticipated benefits of and barriers to mental health specialist video consultations, along with prerequisites for interacting with therapists via video consultations [41]. All procedures performed in the study involving human participants were in accordance with the ethical standards of the institutional or national research committee and with the 1964 Declaration of Helsinki and its later amendments or comparable ethical standards. This study was approved by the Ethics Committee of the Medical Faculty at Heidelberg University (no. S-197/2017) and preregistered with the German Clinical Trials Register (registration no. DRKS00012487).

Participants and Recruitment

We applied stratified sampling following a purposive strategy. Given the resources at our disposal, we applied sex and age as the basis for the sample stratification. Specifically, accounting for sex distributions of patient populations in mental health care, we aimed for a recruitment ratio of women to men of 2:1. To ensure appropriate representation of older people, we aimed for a 1:1 recruitment ratio of people aged 18 to 49 years to people aged 50 years or older. We consecutively recruited patients at various primary care practices in Heidelberg, Germany, and our psychosomatic outpatient clinic at Heidelberg University Hospital and asked them to participate in the study. We personally approached patients before or after their scheduled consultations. Inclusion criteria were age 18 years or older, German language proficiency, and informed consent for study participation. Exclusion criteria were poor German language proficiency, lack of informed consent, and cognitive incapability to respond to interview questions. We offered a nonadvertised individual monetary compensation of €30 (about US $35) for each interview.

Data Collection

To capture participants’ descriptions systematically, we designed a semistructured question interview guide (Multimedia Appendix 1) that was reviewed after the first 3 interviews. Since the interview guide proved to be coherent and comprehensive, no changes were made. During March and April 2018, the interviews were conducted by the second author (MH, a PhD student focusing on video consultations in primary care, master’s degree in sociology, expertise in qualitative research), who had no contact or relationship with any participant prior to the study. We obtained written informed consent from all individual participants prior to study enrollment and guaranteed the absence of nonparticipants during the interview. All interviews were audio recorded. In the interviews, we first asked participants about their experience with the health care system, particularly about seeking help for mental health conditions. Second, we verbally described the mental health specialist video consultation model, including that the patient would be located in the primary care practice while the mental health specialist would consult from her or his office or private practice or a suitable, designated room at home (Multimedia Appendix 2). Third, we discussed benefits, barriers, and prerequisites for interacting with therapists via video consultations. Fourth, we collected sociodemographic data from the participants and supplemented the audio data with field notes produced during the interviews. In between the interviews, MH discussed the progress of sampling and data collection with the first author (CB, MD, resident in psychosomatic medicine) and the last author (MWH, MD, internal medicine specialist and master’s degree in clinical psychology), for example, with respect to the sample composition and the level of data saturation. We did not repeat any interviews.

Data Analysis

After the audio recordings were transcribed verbatim by a professional transcription service (Transkripto, Rotterdam, Netherlands), we anonymized the data. We did not return the transcripts to the participants for comments. Two coders (CB and MH) independently conducted a computer-assisted thematic analysis in MAXQDA 12 (VERBI GmbH) of 3 individual interviews. At this stage, the coders developed the code system following an inductive (bottom-up) approach by paraphrasing, generalizing, and abstracting the original data [41]. We subsequently applied this code system to analyze the remaining 9 transcripts top-down. To ensure that all key aspects were represented, we discussed newly derived themes and modified the codes when necessary. Theme saturation was reached when the analyzed data did not provide any new themes or meaning of themes, that is, when the inductively developed themes represented and covered all the data [42]. Both coders compared their analyses and resolved disagreements in a final code system. Multimedia Appendix 3 summarizes the key themes, including definitions and supporting quotes. We followed the consolidated criteria for reporting qualitative research (COREQ) guidelines for reporting qualitative study results [43]. All materials were translated from German to English for this paper by CB and MWH.

Member Checking

To support the credibility of our analyses and review data saturation, we conducted member checking with the participants [44]. To this end, the participants received an anonymized written summary of the interview findings and evaluated to what extent these findings reflected their statements. We contacted all participants via telephone to receive their feedback on the summary that we afterward accounted for when discussing the results.
Results

Sample
We approached 37 people (34 from outpatient clinics, 3 from primary care practices) with an initial interest in scheduling an individual telephone interview. We could not reach 6 patients at the indicated phone number or email address. A total of 18 patients declined to be interviewed after having received further study details, most frequently due to a lack of interest (n=9) and lack of time (n=6). In sum, we conducted individual telephone interviews (range 29-66 minutes, mean 38 minutes) with 13 participants consenting to study participation. Table 1 [45] presents the sociodemographic characteristics of the 13 participants. Table 2 depicts the cross-tabulated table for the sample stratification by sex and age.

Table 1. Sample description (N=13).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>48.7 (17.0)</td>
</tr>
<tr>
<td>Range</td>
<td>21-77</td>
</tr>
<tr>
<td>Female sex, n (%</td>
<td>8 (62)</td>
</tr>
<tr>
<td>Education (years), n (%)</td>
<td>5 (39)</td>
</tr>
<tr>
<td>&gt;9</td>
<td>8 (62)</td>
</tr>
<tr>
<td>≤9</td>
<td>8 (62)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>8 (62)</td>
</tr>
<tr>
<td>Degree of urbanization of the place of residence&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cities (densely populated areas)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Towns and suburbs (intermediate-density areas)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Rural areas ( thinly populated areas)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Duration of interviews (minutes), mean (range)</td>
<td>39 (29-66)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Stratified according to the degree of urbanization classification, 2018 version, of the European Commission [45].

Table 2. Cross-tabulated table for the sample stratification by sex and age.

<table>
<thead>
<tr>
<th>Age range (years)</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-49</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>≥50</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Themes and Subthemes
We identified 3 key themes and 10 subthemes. Within the key themes, we stratified findings along the corresponding subthemes. In the presentation of the results below, we first describe participants’ anticipated benefits from the integration of mental health specialist video consultations into primary care services. Second, we discuss the barriers anticipated by the participants. Third, we discuss related prerequisites for interacting with providers via mental health specialist video consultations in greater detail. Finally, we review our findings considering the member checking results.

Participants’ Anticipated Benefits
Participants identified several benefits in 2 specific areas: in the accessibility of mental health specialist care (shorter waiting times: 11/13, 85%; lower threshold for seeking specialist mental health care: 6/13, 46%; and shorter travel distances: 3/13, 23%); and in the primary care environment (familiar travel modalities, premises, and employees: 5/13, 38%). These benefits with corresponding quotes are presented in the following.

Shorter Waiting Times
Participants (11/13, 85%) expected more rapid access to specialist care for mental health conditions due to the coordinating role of the referring primary care physician. They also envisioned a more seamless treatment trajectory, particularly that primary care physicians and mental health specialists would work more closely with each other. Moreover, patients anticipated better treatment outcomes than they would have had with the current practice in connection with shorter waiting times:

_They [the mental health specialist video consultations] will save time and offer immediate aid. If you are affected and you suffer from depressions and you don’t know what to do and they give you a list [of therapists] and you call and don’t get any answer, the depression gets worse. So, this solution [the mental health specialist video consultation] is phenomenal, in my opinion...So, you go to your primary care physician and shortly at least you have_
Shorter Travel Distances

Some participants (3/13, 23%) expected a shorter travel distance as a further aspect of an improved access to specialist mental health care. They argued that patients could save additional time and effort, as in most cases the primary care practice would be in their hometown or nearby. Thus, long-distance travel or additional driving to a mental health specialist who maintains a practice in a larger city would not be necessary:

And yes, as already mentioned, you are in a familiar environment and you know how to get there. And in case of an emergency, you can be brought by someone, or picked up, because for us [in the countryside], this is easier than driving into the city or being brought there by someone. [Participant 08, female, in her 30s]

Lower Threshold for Seeking Specialist Mental Health Care

Besides the abovementioned more tangible benefits of improved accessibility of mental health specialist care, some participants (6/13, 46%) described a psychological effect of the model:

I think there are many people who may benefit from this [mental health specialist video consultations]. As mentioned, this—the problem with mental health conditions—is steadily increasing. Maybe for some people, those 4 or 5 consultations are already enough...And maybe people who would not start actual therapy would make use of it...I think for those people, it would be somewhat facilitated. [Participant 06, female, in her 30s]

The participants highlighted that the mental health specialist video consultations could decrease the threshold for accessing mental health care and therefore help to overcome the stigma of seeking professional psychosocial support for persons (1) with mild mental health conditions, (2) with no experiences with psychosocial care, and (3) unwilling to attend a face-to-face consultation with a mental health specialist.

Familiar Primary Care Environment

Several participants (5/13, 38%) appreciated that the proposed model would leverage the familiarity of the primary care environment. When engaging in mental health specialist consultations, patients would already know the practice staff, the premises of the practice, and the travel modalities to the practice:

The fact that it [the mental health specialist video consultation] takes place in the primary care practice, I think, this is a familiar environment for the patient. Therefore, one already knows the way to get there; you know what it looks like in there. For some people, it is probably an obstacle to go somewhere unfamiliar. Here [when engaging in mental health specialist video consultations] you already know the practitioner; you have already known the medical assistant for a longer time. [Participant 08, female, in her 30s]

The staff in the primary care practice could encourage the patient to engage in the video consultations and assist him or her with handling the videoconferencing platform. The participants viewed the primary care physician’s involvement in the model as crucial, since the participants assigned him or her a key role in (1) managing their health problems (eg, knowing the patient and their medical history and social circumstances in detail) and (2) referring them to medical specialists.

Anticipated Barriers

Despite their generally positive attitude toward video consultations, participants also anticipated barriers, some of which were specifically tied to the proposed model itself (lack of face-to-face contact: 13/13, 100%; technical challenges, such as an unstable internet connection: 12/13, 92%; organizational challenges: 3/13, 23%), while other barriers were related to the acceptance of psychosocial services as such the stigma of seeking mental health care (7/13, 54%).

Lack of Face-to-Face Contact

All participants (13/13, 100%) mentioned the lack of personal face-to-face contact with the mental health specialist as a major concern. Participants imagined “talking to a screen” as impersonal and uncomfortable, especially when discussing sensitive issues:

It [therapy] often becomes painful, doesn’t it? Therefore, depression comes with emotions. How can we deal with emotions while sitting in front of a computer? [Participant 11, female, in her 50s]

Physical contact, for example, through common gestures such as the mental health specialist handing a handkerchief to the patient, would be impossible. Referring to their own personal experiences with using Skype, FaceTime, etc, some participants argued that the mental health specialist would miss several aspects of the body language, even with facial expressions and gestures being visible:

Well, I experience it myself when conducting Skype calls with familiar people. Although you speak to someone you know well, it still feels different. The distance between the person and you is different from personal encounters. In addition, the whole gesture and body perception—how you pose questions and so on—how does one express oneself? Facial expressions and other things are not conveyed during such a Skype call. [Participant 07, male, in his 50s]

Although participants valued the possibility of using the mental health specialist video consultations as an initial consultation with a mental health specialist or for tackling emergencies, it was clear to some participants (5/13, 39%) that they would insist on having a regular face-to-face consultation with the specialist at some point:

Let me say, for emergencies, initial contacts, or coordinating steps clarifying what to do next, this [mental health specialist video consultation] is okay, but at some point, I must speak to the doctor in person. [Participant 11, female, in her 50s]
Technical Challenges
Almost all participants (12/13, 92%) related several challenges to the specific technology used for conducting mental health specialist video consultations. Some participants brought up technical limitations, such as an unstable internet connection, insufficient technical features at the office, insecure data protection, or high demands on potential users who are still unfamiliar with the use of computers and videoconferencing (the so-called digital immigrants, that is, individuals born before the widespread adoption of digital technology [46]):

Concerning the technical aspect, technologies like Skype and video calls have not truly reached the elderly. In addition, for older people, it may simply be strange to talk to a screen. For younger people, I think, this is no problem at all. [Participant 08, female, in her 30s]

Organizational Challenges
Some participants (3/13, 23%) also expressed concerns that the implementation of mental health specialist video consultations would require time and spatial resources and therefore profoundly impact on the workflow of the primary care practice. However, the descriptions of the organizational challenges were rather general:

I have my doubts, because I believe the primary care physicians are the biggest problem. They need time for this. They need additional rooms. They must deal with this whole thing. This is an additional task that doctors then must handle. [Participant 02, female, in her 60s]

Stigma of Seeking Mental Health Care
Several participants (7/13, 54%) contemplated that, independent of the acceptance of technology, people may not participate in mental health specialist video consultations due to their negative stance on mental health care as such. Participants elaborated that personal preferences and the societal view on both mental health conditions and psychosocial support may impede the acceptance of the model:

In my opinion, this [the refusal of mental health care] is not necessarily related to video consultations. I think that this is a general stance on mental health care. [Participant 13, female, 40s]

Besides benefits of and barriers to the integration of mental health specialist video consultations in primary care, participants also elaborated on prerequisites for the therapeutic relationship in the context of mental health specialist video consultations. We address this aspect in the following subsection.

Prerequisites for Interacting With Providers in Video Consultations
Notably, participants’ prerequisites for interacting with mental health specialists in video consultations did not seem to differ much from those concerning face-to-face contacts. In fact, none of the participants related the prerequisites for the mental health specialist to the setting of the mental health specialist video consultation model, that is, speaking to the mental health specialist via videoconferencing. In contrast, all participants (13/13, 100%) emphasized aspects concerning the general therapeutic relationship independent of the therapeutic setting:

The doctor should be competent, charismatic, and sensitive. He should give me the feeling that I matter and that someone is listening to me. He should know what he is talking about and give me the feeling that I am being looked after. Trust is very important. I need mutual trust. If I do not trust the doctor, I will not see him. [Participant 07, male, in his 50s]

Participants repeatedly named empathy, being taken seriously, and feeling appreciated as necessary prerequisites establishing a trustful relationship with the mental health specialist. Two interviewees wished for the possibility of choosing either a female or male mental health specialist. All in all, participants’ primary concern was to feel comfortable with the mental health specialist and to be able to establish a good relationship.

Member Checking
Of the 13 participants, 7 (54%) agreed to take part in member checking. Of these 7 participants, 6 confirmed that their personal stance expressed in the interviews was adequately reflected in the final consolidation of the results. One participant had developed a more negative view of the mental health specialist video consultation model since the initial interview. He had started entertaining privacy concerns with engaging in video consultations in the familiar primary care environment (eg, concerns that medical assistants might breach confidentiality).

Discussion
Principal Findings
We investigated the patients’ perspective on mental health specialist video consultations in office-based primary care accounting for both tangible and more general factors. In sum, participants viewed the mental health specialist video consultation model positively and anticipated several fairly strictly defined benefits: (1) improved accessibility of mental health specialist care by shorter waiting times, shorter travel distances, and a lower threshold for seeking specialist mental health care; and (2) the familiar environment in the primary care office with familiar practice staff, as well as familiar travel modalities and premises. Notably, all these benefits were specifically linked to the specific feature of the mental health specialist video consultation model: the integration of mental health specialist video consultations directly into the primary care practice. However, participants also mentioned some barriers, namely the lack of face-to-face contact, technical challenges, and organizational challenges for the practice staff. Somewhat different from the professional stance that clinicians conducting video consultations require special skills, such as to be trained with the technology [47], participants’ prerequisites for the mental health specialist conducting video consultations did not differ from the prerequisites applied to face-to-face contacts, namely a trustful and appreciative therapeutic relationship. Taken together, our findings suggest that the integration of mental health specialist video consultations into
primary care practices may be a promising care model that warrants further investigation in interventional studies.

Limitations
First, at this stage, our main goal was to identify and address potential threats to the successful adoption of mental specialist consultations in primary care in a qualitative preimplementation study [48-51]. Due to the nature of the qualitative approach we applied, the generalizability of these findings may be limited. However, qualitative methods have been promoted as a particularly effective means to involve potential users of a new service in developing interventions for mental health conditions, such as when considering the implementation in routine practice [52-55]. Moreover, we aimed at enhancing the transferability by thoroughly describing the research context and methods following established standards for the reporting of qualitative studies.

Second, as is common in preimplementation studies, we relied on self-reports in order to tailor the intervention for planned feasibility and effectiveness trials. Nevertheless, self-reported intentions and practice, which the participants reported in the interviews, may, to some extent, differ from participants’ actual behavior, due to issues of social desirability, low self-awareness, comprehension, and accurate recall or prediction [56]. In this respect, it is somewhat likely that the benefits, barriers, and prerequisites mentioned in our study differ to some degree from those that participants would observe after having experienced mental health specialist video consultations. Hence, to avoid an attitudinal fallacy, we must be very cautious in inferring situated behavior from the verbal accounts described in our study [57]. In fact, in a real-life situation, people may have different or more difficulties with mental health specialist video consultations than those reported in this study. While we have tried to minimize the constraints of self-reports, such as by firmly reassuring participants of the confidential nature of their participation, given the limited validity and reliability of self-reported behavior, it is both necessary and beneficial to study actual behavior in future interventional studies. To this end, we have embarked on a feasibility study (PROVIDE-B, German Clinical Trials Register registration no. DRKS00015812), with a protocol that was informed by the results presented in this paper [26].

Third, the anticipated benefits and barriers noted by our participants may not be representative of the larger population. Even by qualitative standards, our sample size was rather moderate. While it has recently been shown that 9 interviews are sufficient for code saturation, our sample size bears some risk that we did not reach meaning saturation, in that we may have missed more subtle conceptual issues [58-60]. However, with respect to our goal to identify specific benefits and barriers, we were primarily concerned with code saturation, which ensures “a comprehensive understanding of explicit concrete issues in data” [59]. Moreover, our sampling frame was somewhat limited to patients from our outpatient clinic, which may have introduced volunteer bias. Since these patients already had at least the experience in seeking mental health care at the outpatient clinic, they might have evaluated the mental health specialist video consultation model from a more experienced viewpoint. Thus, our findings may be biased to an overall positive attitude toward the model, as it may improve the accessibility of mental health specialist care, which is the main challenge in the current system. Future studies could apply higher incentives to stratified sampled service users presenting to general practices, for which the mental health specialist video consultations are directly intended.

Fourth, the interviewer was a young (ie, a so-called digital native), technologically open-minded PhD student whose dissertation is on implementing video consultations in primary care. While we cannot fully rule out that this constellation might have biased the study findings in favor of the benefits from video consultations, we continuously tried to ensure self-reflexivity by using field notes before and member checking after the data analysis. Moreover, by adhering to the COREQ reporting standards, we aimed at maximum transparency in documenting the research process.

Fifth, we did not assess whether and, if applicable, to what extent the study participants had any experience with using video chats (eg, FaceTime or Skype). While it is known that 57% of people aged 10 years or older in the German population use the internet to make video calls [61], we cannot determine whether familiarity with video calls in general may have had an impact on the study participants’ attitudes toward mental health video consultations.

Sixth, to support the credibility of our analyses, we conducted member checking with the participants. Notably, 1 of the participants altered her view of the model and expressed a more negative attitude toward mental health specialist video consultations. This is well known as a difficulty in achieving credibility through member checking, since participants may provide different accounts of their experiences or opinions during the interview and the member checking [62]. Since all other participants whom we contacted for member checking approved our summary of their interview statements, the member checking underpinned the credibility of our analyses.

Comparison With Prior Work
Benefits: Improved Accessibility and Familiar Primary Care Environment
Our findings support the growing consensus that incorporating telehealth into primary care services will likely allow patients to access their usual health care providers more easily [27]. Clearly, our work adds that—from the patients’ perspective—the 2 key arguments for embedding mental health specialist video consultations into primary care practices are the improved accessibility of mental health care services and the familiar environment of the practice. First, our participants stated that patients would not have to travel long distances to get in touch with a mental health specialist, as the primary care physician’s office is often in the local community or at least nearby. This is in line with previous findings [63-65]. Second, participants anticipated that integrating mental health specialist video consultations might also save patients from long waiting times, since immediate scheduling of consultations after the first contact with the primary care physician would be possible. This assessment is consistent with findings from a clinical trial on
joint teleconsultations [66]. Trial participants emphasized the convenience of joint consultation appointments and that punctuality was better in the teleconsultations than in hospital outpatient clinics. However, the problem of the pervasive limited availability of providers seems to be still evident with the mental health specialist video consultation model, as specialists would employ time slots previously reserved for in-person contacts. Hence, waiting times could remain a challenge for both modes of delivery. Nevertheless, it seems highly plausible that, at least for some patients, early or crisis intervention through mental health specialist video consultations could reduce the need for further specialist care in the long run and eventually save resources. Finally, participants in our study argued that familiarity with the primary care practice staff and the localities of the practice provide an encouraging environment, in which the patient feels comfortable to engage in mental health care. While such an engagement still depends on the perceived stigma [67,68], the anonymity and flexibility that the presented model allows bear great potential to reduce this very stigma for patients reluctant to reach out to a specialist in person [69,70].

**Barriers: Challenges for the Practice and Lack of Personal Contact**

First, the articulated barriers (eg, unstable data connections and insufficient technical equipment in the individual practice) underline that a high technical usability and comprehensive training should be ensured prior to the implementation of video consultations in primary care practices [52]. Concerning the anticipated difficulties in certain patient groups (eg, digital immigrants), a study showed that age may be a significant factor in whether a patient would accept having video consultations [70]. This study examined patients’ interest in a telehealth model in which they would meet a health care provider from their home via a video call. In this regard, our model could facilitate handling unfamiliar technology, because patients would be instructed and supported by specifically trained practice staff.

Second, the participants had reservations about the organizational resources needed in the primary care practice when integrating the mental health specialist video consultations into routine care (eg, spatial requirements and additional workload for the practice staff). In this respect, some researchers have considered it essential to have in-depth familiarization with the organizational workflows of the respective primary care practice (eg, staff working patterns, room requirements, and practice management) prior to the development and implementation of video consultation services [71,72].

Third, the participants were concerned with the lack of face-to-face contact when reverting to video consultations—an observation that several previous studies of videoconferencing conducted in specialty medical settings have reported [38,70]. Obviously, most participants upheld the personal encounter as a core value, preparing the ground for a trustworthy doctor-patient relationship. Nevertheless, some patients may appreciate the physical separation introduced by the mode of delivery as described in a qualitative study exploring young people’s perspectives on receiving psychiatric services via video consultations [73]. Specifically, participants in the study suggested that the new format may alleviate patients’ anxiety before a meeting with a specialist. They regarded the format as less intimidating than being in the same room with the therapist. At any rate, a recent randomized clinical trial has shown that, despite the physical separation, patient-provider communication in telemedicine is not inferior to communication during face-to-face consultations [74].

In sum, despite the anticipated barriers, 11 of our 13 participants were willing to engage in the proposed mental health specialist video consultation model. In contrast to other studies, in our study none of the participants perceived security and privacy concerns related to video consultations as a barrier [65,73,75]. This might have resulted from our assurance that data security and end-to-end encryption were mandatory features when describing the model to the participants.

**Prerequisites for Interacting With Providers in Video Consultations**

While the participants consistently highlighted the importance of the therapeutic relationship for mental health specialist video consultation models, prerequisites for interacting with specialists in video consultations did not differ from those relevant for face-to-face consultations. Namely, patients expected that therapists should prepare the groundwork for a respectful, appreciative, and trustful therapeutic relationship. In contrast to previous findings [38], in our study, participants did not indicate that a personal encounter prior to the first video consultations would be required to establish such a relationship. One explanation for this observation could be that the participants considered the primary care physician to be a “trusted gatekeeper” who facilitates the encounter with the therapist.

**Conclusions**

Our study showed that mental health service users mostly welcomed innovative technology-based care models such as mental health specialist video consultation–integrated care. Taking a pragmatic stance, service users, often frustrated with uncoordinated care, may consider such models to bear great potential to increase access to mental health care. Specifically, service users value their embedment in the familiar environment of the primary care practice. At the same, they demand minimal technical disruptions during video consultations and optimal resemblance to face-to-face settings by therapists consistently capturing and addressing nonverbal cues. While this main observation may be relevant for clinicians already conducting video consultation as part of routine care, our work contributes to preparing the ground for feasibility and effectiveness trials accounting for our preimplementation results during the development of interventions. In perspective, interventional studies will (1) shed light on the actual behavior of service users and professionals engaging in technology-based care models and (2) determine target patient groups who would maximally benefit from such models.
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Abstract

Background: Teledermatology is a health care tool that has been increasingly used around the world, mostly because dermatology has an emphasis on visual diagnosis. Many studies have shown that access to specialized care improves using teledermatology, which provides accurate diagnosis and reduces the time taken for treatment, with high patient satisfaction. As the population around the world grows old, there will be even more demand for dermatologists in years to come. It is essential to know which are the most prevalent skin conditions in the primary care population and if they can be addressed through teledermatology.

Objective: Our main goal was to evaluate the proportion of lesions in individuals aged 60 years and older that could be managed using teledermatology in conjunction with primary care physicians. Second, we aimed to assess the most frequent skin lesions, the most common treatments provided to patients, and the distribution and causes of referrals made by the teledermatologists.

Methods: This was a retrospective cohort study from July 2017 to July 2018 in São Paulo, Brazil. We included 6633 individuals aged 60 years and older who presented with 12,770 skin lesions. Teledermatologists had three options to refer patients: (1) to undergo biopsy directly, (2) to an in-person dermatologist visit, and (3) back to the primary care physician with the most probable diagnosis and treatment.

Results: Teledermatology managed 66.66% (8408/12614) of dermatoses with the primary care physician without the need for an in-presence visit; 27.10% (3419/12614) were referred to dermatologists, and 6.24% (787/12614) directly to biopsy. The most frequent diseases were seborrheic keratosis, solar lentigo, onychomycosis, melanocytic nevus, benign neoplasms, actinic keratosis, epidermoid cyst, xerosis, leucoderma, and wart, with significant differences between sexes. Malignant tumors increased with age and were the leading cause for biopsies, while infectious skin conditions and pigmentary disorders decreased. Emollient was the most frequent treatment prescribed, in 31.88% (909/2856) of the cases.

Conclusions: Teledermatology helped to treat 67% of the dermatoses of older individuals, addressing cases of minor complexity quickly and conveniently together with the primary care physician, thus optimizing dermatological appointments for the most severe, surgical, or complex diseases. Teledermatology does not aim to replace a face-to-face visit with the dermatologist; however, it might help to democratize dermatological treatment access for patients and decrease health care expenses.

(J Med Internet Res 2020;22(4):e16700) doi:10.2196/16700
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Introduction

Background
Tele dermatology is a health care tool that has been increasingly used around the world, mostly because dermatology has an emphasis on visual diagnosis. Studies from all over the world have been performed on this subspecialty [1]. Real-time or store-and-forward are the most common types of delivering images. In store-and-forward teledermatology, patient data and images are collected and sent to a dermatologist to analyze at a later time. In real-time teledermatology, patients and physicians exchange data and images from separate locations in real time [2]. In hybrid teledermatology, both types of images and data are used together. Many studies have shown that access to specialized care is improved by using store-and-forward teledermatology, which provides accurate diagnosis and reduces the time taken for treatment, with high patient satisfaction [3].

A metanalysis with 21 studies showed that the diagnostic accuracy (defined as agreement with histopathology for excised lesions or clinical diagnosis for nonexcised lesions) is still higher for the determination of skin cancer in face-to-face dermatologist, ranging from 67% to 85% depending on the study, than teledermatology, which varied from 51% to 85%. However, some studies do report higher accuracy of teledermatology diagnosis [1].

Typical skin conditions such as mild atopic dermatitis, acne, fungal infections, xerosis, and others are common diseases that may be manageable within the primary care attention service. However, this is not often observed because health professionals are not well trained in diagnosing or triaging skin diseases. The lack of well-trained primary care physicians can lead to unnecessary referral of patients to dermatologists. When there are not enough dermatologists to meet demand, appointments can be filled by patients who do not need specialist care limiting availability of visits for those who do need them.

The city of São Paulo has nearly 12 million inhabitants [4], and 58% of them depend exclusively on the public health care system [5]. The public municipal health care system provides most primary care services. By July 2017, 57,832 individuals were waiting for an appointment with a dermatologist, which could take up to 1 year to occur. As the population around the world grows old, there will be even more demand for dermatologists in years to come, as many skin conditions appear or worsen in older patients. It is essential to know which are the most prevalent skin conditions in the primary care population. If they can be addressed through teledermatology, we may be able to optimize the public health system to manage individuals aged 60 years and older properly. This study had the advantage of including a large number of individuals with many types of skin disease. In contrast, most teledermatology articles focus on one disease (melanoma) or a class of diseases (malignant tumors) [6-8].

Rationale of the Teledermatology Project
Due to this high unmet demand, the municipal health department established a teledermatology project in partnership with Hospital Israelita Albert Einstein, a large private hospital in the city. The aim was to assist patients in primary care, avoiding unnecessary consultations with dermatologists and accelerating in-presence visits and biopsies for those who have more complex, surgical, or even lethal conditions.

Objectives of the Study
The primary goal was to determine the proportion of dermatosis in the older population (aged 60 years and older) that could be managed in primary care through teledermatology, but the project included patients of all ages. Second, we assessed the distribution of referrals and frequency (according to sex and age), treatment, and causes of the most common skin diseases for patients assisted in the project. Both objectives have been achieved in this study.

Methods

Design
This study was approved by the Hospital Israelita Albert Einstein and Municipal Ethics Committees (CAAE: 97126618.6.3001.0086), and it is in accordance with ethical standards on human experimentation and the Declaration of Helsinki. Data were fully anonymized before being accessed, and the institutional review board waived the requirement for informed consent.

As this teledermatology project included a large number of individuals, it was divided into topics of interest to better analyze the subpopulations. The study design and method are similar to ones that have been previously published [9,10]. In summary, it was a retrospective cohort conducted in the city of Sao Paulo, where 10,545 individuals aged 60 years and older were waiting for an appointment with a dermatologist in July 2017. The municipal health department in conjunction with Hospital Israelita Albert Einstein developed a platform and mobile app to be used by health technicians. Photographs were taken with a digital camera and uploaded along with a short clinical history and patient data. The standard protocol for taking pictures was one photo with enough distance to include the entire part of the body in question (face, arm, leg, trunk), a second one in close-up, around 15 cm away from the lesion, and a third one in a lateral view to capture the volume of the lesion. All data were collected and uploaded to a platform accessed only by dermatologists recruited for this project using a secured online process.

Patients on the waiting list for dermatological assistance were phoned by the public health care service and scheduled to go to an appointment in one of three public city hospitals participating in the project. From July 2017 to July 2018, 13 teledermatologists worked to triage patients, first deciding whether the photographs of the lesions and essential clinical history were satisfactory for diagnostic purposes. If not, they would mark the “bad photo” box on the platform and refer the patient for a face-to-face appointment with a dermatologist. If the photos and essential clinical information were of good quality, the triage dermatologists would formulate the most probable diagnostic hypothesis and choose among three referral options for each lesion assessed: (1) directly to biopsy (after which the patient would return to an in-presence dermatologist appointment with the result); (2) to a dermatologist consultation;
or (3) back to the primary care physician with the most probable diagnosis and recommended treatment or guidance on how to proceed with the investigation or management of the lesion. If the same patient had more than one lesion with different referrals, a biopsy referral would prevail over dermatologist referral, which would prevail over a back to primary care physician referral. All patients who attended the project were included in this study.

To better analyze the population of interest, patients aged 60 years and older, we divided them into four categories: 60 to 69 years, 70 to 79 years, 80 to 89 years, and 90 years and older. Only dermatologists certified by the Brazilian Board of Dermatology participated in the project to decrease the chance of diagnostic error by teledermatology. In our municipal basic health unit, a direct exam to search for fungal infection is not done. For this reason, suspicious cases of superficial fungal infections received antifungal treatment as a therapeutic test and were reevaluated afterward. If deep fungal infections were suspected, the teledermatologist would refer the patient to biopsy or a dermatologist and not treat the patient before confirmation of the pathogen.

Statistical Analysis
Missing data were reported when the patient had the photographs taken. If for any reason, such as problems with the platform, the photographs did not make their way to the teledermatologists or the reports made by the teledermatologists were not uploaded to the platform (this was more frequent at the beginning of the project, mostly for technical reasons), those cases were referred to face-to-face dermatologists. All calculations and frequency analyses were done using only the available teledermatologist reports, meaning that missing data and bad photos were not included. For differences between groups (sex), a statistical calculation was done using a 2-tail chi-square with Yates correction test using Prism 6.0 (GraphPad Software). P<.05 was considered significant.

Results
From a population of 10,545 individuals aged 60 years and older waiting for dermatologist consultations, 6633 patients participated in this project (62.90%); 6320 referrals were made, and 313 participants were lost due to technical problems (4.7%). Multimedia Appendix 1 shows the patient demographic data. There were more females waiting for consultation with a dermatologist across all the ages studied. As the age increased, the percentage of patients who responded to the phone call and participated in the project decreased slightly: 65.14% (4276/6564) at age 60 to 69 years and 55.23% (525/1004) at age 80 years and older. A total of 2.23% (148/6633) of patients were referred to a dermatologist due to the poor quality of photographs.

The total number of photographed lesions was 13,432, and 12,614 diagnoses were made. The mean number of photographed lesions per person was 2. Bleeding was present in only 8.09% (982/12,138) of the lesions, but pruritus was reported in 40.62% (4930/12,138) of them, being more frequent in lesions on individuals aged 90 years and older. Photographs with poor quality were calculated at 1.22% (156/12,770; Multimedia Appendix 1), and patient records lost due to technical problems was calculated at 4.9%.

A total of 49.81% (3148/6320) of patients were referred back to their primary physicians, 42.10% (2661/6320) to consultation with an in-presence dermatologist, and 8.09% (511/6320) directly to biopsy; 66.66% (8408/12,138) of all lesions were referred back to the primary care physician, 27.10% (3419/12,138) to the in-presence dermatologist, and 6.24% (787/12,138) directly to biopsy. The mean waiting time for a face-to-face dermatologist was 6.7 months before the project, which dropped to 1.5 months during the project (reduction of 78%).

The most common causes of consultation for individuals aged 60 years and older are shown in Figure 1. Seborrheic keratosis was the leading cause for teletriage consultation, totaling 13.93% (1757/12,138) of all complaints. Other benign tumors, such as melanocytic nevus, benign neoplasms, and epidermoid cysts, accounted for 14.96% (1889/12,138). Pigmentary disorders (solar lentigo and leucoderma) were also very frequent, accounting for 10.38% (1309/12,138) of the lesions. Actinic keratosis alone was responsible for 4.80% (605/12,138) of the diagnoses, infectious diseases such as onychomycosis and warts were fairly common (6.77% [854/12,614] and 2.12% [267/12,614] of the cases, respectively), and xerosis was responsible for 3.25% (410/12,614) of all complaints. There were significant differences in the frequency of lesions according to sex. Epidermod cyst (P<.001), wart (P=.04), and actinic keratosis (P=.008) were more frequent in men. Solar lentigo (P<.001), onychomycosis (P=.02), leucoderma (P=.01), and melanocytic nevus (P<.001) were statistically more frequently diagnosed in women. Seborrheic keratosis, xerosis, and benign neoplasms showed no difference in frequency between the sexes.
We assessed the most common diseases according to age and divided them into disease groups (Multimedia Appendix 2). Benign tumors were the most frequent complaint for patients up to age 89 years, accounting for about 28.17% (3551/12,614) of the cases. Pigmentary disorders were the second cause for consultations, but this slightly decreased with age. Eczemas were the third cause, very steady in percentage over the years (mean frequency of 12.28% [1549/12,614]). Precancerous and malignant tumors were the fourth cause of visits in individuals aged from 60 to 69 years. Still, the rate increased a lot with age, reaching 34.65% (44/127), and was the leading cause of teletriage consultations in individuals aged 90 years and older. Infectious skin diseases occupied fifth place at age 60 to 69 years old, and the rate gradually decreased with age (Figure 2).
Figure 2. Most frequent group of diseases (%) in patients aged 60 years and older who participated in the teledermatology project by group age from July 2017 to July 2018 in São Paulo, Brazil.

The most frequent lesions referred to biopsy, dermatologists, and back to the primary care physician are shown in Figure 3. Biopsy was indicated in 6.24% (787/12,614) of all lesions. Malignant tumors were the most frequent cause: basal cell carcinoma, squamous cell carcinoma, and melanoma being the top 3 indications, in 83.79% (202/244), 90.71% (166/183), and 76.68% (56/74) of the cases with these diseases, respectively. Only 8.60% (52/605) of actinic keratosis cases were sent to biopsy. Seborrheic keratosis, melanocytic nevus, epidermoid cyst, warts, and benign neoplasms such as soft fibroma and acrochordon accounted for 65 cases that were referred to biopsy, representing less than 0.27% (104/3913) of all lesions with this diagnosis.

Figure 3. Most frequent lesions (n) sent to biopsy, dermatologists, and back to physician in patients aged 60 years and older who participated in the teledermatology project from July 2017 to July 2018 in São Paulo, Brazil.

Referrals to dermatologists occurred in 27.10% (3419/12,614) of the lesions. Actinic keratosis was the lesion which most frequently sent the patient to an in-presence appointment (in 87.93% [532/605] of the times), followed by warts (218/267, 81.65%), epidermoid cyst (260/461, 56.40%), lipomas (96/245, 39.18%), melanocytic nevus (269/798, 33.71%), and seborrheic keratosis (308/1757, 17.53%). Chronic skin diseases that frequently require follow-ups, such as psoriasis, vitiligo, onychomycosis, and androgenic alopecia, were also in the top 10 causes for referrals to dermatologists. Frequency of referral was 60.27% (132/219), 74.17% (89/120), 9.84% (84/854), and 32.34% (76/235), respectively.

Teledermatologists sent the patients back to their primary care physicians in 66.71% (8408/12614) of cases. Seborrheic keratosis could be treated at primary care in 80.25% (1410/1757) of cases, solar lentigo in 94.85% (865/912), benign neoplasms in 87.30% (550/630), leuchoderma in 96.73% (355/367), melanocytic nevus in 62.16% (496/798), and epidermoid cyst in 41.00% (189/461). Onychomycosis was managed by
teledermatology in 90.16% (770/854) of cases, xerosis in 98.78% (405/410), seborrheic dermatitis in 90.79% (207/228),
and tinea on the feet in 93.92% (170/181) of cases.

We also searched for the most frequent treatments prescribed by teledermatologists. Emollients were the most common prescription, in 31.88% (909/2856) of all cases. The other top classes of drugs prescribed were as follows: topical antifungal in 29.52% (843/2856), sunscreen in 27.87% (796/2856), topical corticosteroids (low and high potency) in 24.40% (697/2856), oral antifungals in 7.18% (205/2856), and hydroquinone in 1.33% (38/2856) of cases.

Discussion

Principal Findings

The vast majority of the dermatoses assessed did not require an in-presence evaluation by a dermatologist (73%), suggesting that most skin conditions in our primary care setting are of low complexity and, therefore, can be addressed appropriately without referral to more specialized centers. This finding also reinforces the feasibility and importance of teledermatology in this context, helping primary care physicians to manage such conditions and optimizing patient access to care for more severe, surgical or complex illnesses, which do require a dermatologist, especially in the public system. The reduction in the mean waiting time for a face-to-face dermatologist during the project is a great advantage, especially considering that many of these cases could be skin cancers. During the study, the patient was always treated by a physician, which gave us more confidence that potentially severe, life-threatening, or rare diseases were not being overlooked. This work shows that teledermatology is a well-defined, structured, scalable process with standardized collection and fairness of care, which might promote the democratization of access to dermatology for underprivileged patients.

Most of the cases referred for biopsy were patients with malignant lesions, especially basal cell and squamous cell carcinomas. Melanoma, although rarer, was the third cause of biopsy referrals, which is of great concern, since it can lead to death if not promptly diagnosed and treated. The fact that biopsy was indicated in 74% and not 100% of the melanoma cases, as expected, could reflect the teledermatologists’ fear about the type of biopsy that would be performed in those cases: incisional versus excisional. They probably sent the melanoma patients to the dermatologist aiming to ensure the indication of excisional biopsy, which is the gold standard treatment for this disease [11]. Only a fraction of patients with common benign tumors were sent to biopsy (less than 0.5%).

Referrals to dermatologists were made mostly for treatment of premalignant lesions (actinic keratosis) and warts, lesions that usually require procedures such as cryotherapy with liquid nitrogen, excision, curettage, and electrocoagulation. A small portion of patients with benign tumors, such as melanocytic nevi and seborrheic keratoses, were sent to an in-presence dermatologist consultation. Still, these numbers could be even smaller if access to dermoscopic images were granted [10]. Dermoscopy devices permit a 20x augmentation of skin lesions and may help in the diagnosis of pigmented lesions and skin cancer, especially in incipient lesions. Vitiligo, psoriasis, onychomycosis, especially if treated with oral antifungal medicines, and androgenic alopecia cases were also sent to dermatologists, mostly because they are chronic conditions that require follow-ups.

Regarding the frequency of lesions, seborrheic keratosis was the most common complaint found in the study. It is one of the most common skin tumors, but due to its benign nature, treatment is not mandatory. The second condition in frequency was solar lentigo, a benign lesion associated with aging, constituting a general aesthetic and social concern. It appears mostly on chronically sun-exposed surfaces (face and scalp, dorsum of the hands, neckline, and upper back) and is frequently present among the elderly population. Estimates are that more than 90% of white patients aged older than 50 years are affected [12]. Onychomycosis was the third most frequent cause of complaints. Its worldwide prevalence is estimated at 5.5% of the population, and it is more common in older individuals [13]. Nevus was the fourth most frequent concern, about which there are very little data in the older population. Benign neoplasms, such as acrochordon and soft fibromas, were very common complaints in our research. Actinic keratosis was next in prevalence, corresponding to 5% of all lesions. Actinic keratoses are common lesions representing a step in the development of squamous cell carcinoma. Induced by ultraviolet radiation, actinic keratoses increase in number with age and were found to be the most common reason to visit a dermatologist [14]. Epidermoid cysts are one of the common benign subcutaneous tumors, and males are more affected than females [15]. Xerosis (dry skin) was the primary cause of consultation in 3% of our cases, but one study in nursing homes with older persons (mean age 75 years) observed a prevalence of 56% [16]. Classifying diseases in groups and assessing their prevalence according to age, we observed that benign tumors and eczematous diseases showed stable rates. Precancerous and malignant tumors increased 6-fold with age, from age 60 years to older than 90 years, becoming the most prevalent group disease in the oldest population; our findings were similar to study in Turkey [17].

Regarding treatment, a list of drugs available to the population studied is found in Multimedia Appendix 3. All physicians involved in the project were encouraged, as much as possible, to use only medications from this list, since they were available free for patients, who would be unable to buy most of them otherwise. The results showed the importance of emollients in skin conditions, prescribed in one-third of the cases. Topical antifungals were the second most prescribed medication due to the high rate of fungal diseases. Sunscreen was third, mainly to prevent new cases of actinic keratosis and malignant tumors. Low-potency and high-potency corticosteroids also played an important role, rounding out the top 5 treatments list.

Limitations

One significant limitation of our work is the chance of error and bias in teledermatology diagnosis. However, many articles have attested to a high agreement rate between teledermatology and in-presence dermatology diagnosis [6,18]. The fact that teledermatologists receive multiples photographs of parts of the
body and head but are not able to examine the body as a whole makes the diagnosis more challenging. Also, some critical impressions that would help to corroborate the diagnosis, such as feeling the texture of the skin, or proceeding with easy tests (pe vitrocompression) cannot be done. However, in a previous study we have shown that the inability to palpate the lesion is not a major issue for teledermatologists, who became much more confident in teledermatology after working with it [10]. As this teledermatology project was designed to be a triage program, patient follow-ups with the teledermatologists were not included in the study, making it impossible to evaluate the efficacy of the dispensed treatment and gather more information about further referrals made to these patients.

**Comparison With Prior Work**

Only one study including 500 patients analyzed the proportion of in-person consultations that could be avoided using teledermatology and showed that in 73% of patients, no referral to an in-person dermatologist was needed [19].

**Conclusions**

The current teledermatology initiative in São Paulo managed most of the patients’ dermatoses without the need for an in-presence appointment with a dermatologist, keeping them within the primary care setting. The mean waiting time reduction for an in-presence visit was a definite benefit for the population who presented with more complex diseases. Although it does not aim to replace a face-to-face visit with a dermatologist, teledermatology proved to be an efficient tool for triage and management of less complicated skin conditions quickly and conveniently, and, in our project, it has promoted the democratization of access to dermatology for underprivileged patients. Future works should focus on the cost effectiveness of the project, on the accuracy of teledermatology in inflammatory and tumoral dermatoses, and on the efficacy of the management proposed by teledermatologists to general physicians.

The frequency of skin diseases differed according to age and sex. Recognizing the prevalence and distribution of the most common diseases affecting individuals aged 60 years and older is crucial to address social and health policies that could orient treatment or prevention through popular campaigns and advertisements.
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Abstract

Background: A fixed-dose combination of ledipasvir/sofosbuvir (LDV/SOF) is efficacious in treating chronic hepatitis C virus (HCV) infection; however, objective adherence to prescribed regimens in real-world clinical settings has not been well studied.

Objective: This study aimed to evaluate adherence and virologic outcomes in patients with chronic HCV infection treated with LDV/SOF using a novel digital medicine program that directly measures drug ingestion adherence.

Methods: This prospective, observational, open-label, single-arm pilot study was conducted at 2 clinical research sites and followed patients with HCV infection who were prescribed LDV/SOF along with an ingestible sensor. Patients were treated for 8 or 12 weeks. The main outcomes were ingestion adherence, medical interventions, virologic response, safety, and patient satisfaction.

Results: Of the 28 patients (mean 59 years, SD 7), 61% (17/28) were male, 61% (17/28) were non-Caucasian, and 93% (26/28) were treatment naive. All 28 had genotype 1 HCV, and of these, 27 completed an 8- or 12-week treatment. Patients used the digital medicine program for 92% of the expected days; the overall mean ingestion adherence rate was 97%. Providers used the digital medicine program data for same-day medication therapy management in 39% (11/28) of patients. End-of-treatment response was achieved in all the available 21 of 28 patients. Sustained virologic response at 12 weeks or more was achieved in 26 of 28 patients; of the 2 patients who relapsed, one had less than 90% adherence and the other had greater than or equal to 95% adherence, lending insights into reasons for treatment failure. A total of 4 subjects reported nonserious adverse events, which were resolved.

Conclusions: The findings of this study suggest that digital medicines can be used for wirelessly observed therapy to support adherence to antiviral HCV therapy, reduce unnecessary medication wastage and retreatment costs, and potentially optimize sustained virologic response rates, especially in populations at high risk for nonadherence.

(J Med Internet Res 2020;22(4):e15532) doi:10.2196/15532
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Introduction

Background

The World Health Organization estimated that in 2015, 71 million people worldwide were living with chronic hepatitis C virus (HCV) infection. Although recent studies report that the incidence of HCV has decreased during the past 50 years [1-3], estimates obtained from modeling suggest that in 2015, there were still 1.75 million new HCV infections worldwide—a global incidence rate of 23.7 per 100,000 [4]. It is estimated that up to
20% to 30% of individuals with chronic HCV infection will develop liver cirrhosis with associated complications, including hepatocellular carcinoma, liver decompensation, and increased mortality [4,5]. In addition, there has been a recent steep increase in HCV diagnoses in the United States, owing, in part, to the opioid epidemic [6]. Treatment for chronic HCV infection has evolved rapidly over the past 5 years, with new all-oral, single-tablet, direct-acting antiviral (DAA) agents. Among the currently available medications is a once-daily, fixed-dose combination of ledipasvir and sofosbuvir (LDV/SOF) for the treatment of chronic HCV genotype 1 (GT-1) infection [7].

A recent clinical trial investigating the efficacy of an LDV/SOF combined formulation, conducted in a real-world setting, showed high response rates in the per-protocol population following 8 weeks (98.2%) and 12 weeks (98.3%) but notably lower response rates in the intent-to-treat (ITT) population following 8 weeks (84.6%) and 12 weeks (85.1%) [8]. The differences between per-protocol and ITT outcomes highlight the importance of adherence and patient engagement to HCV therapy as an essential element in achieving sustained virologic response (SVR) or cure. In addition, in special populations, such as people who inject drugs, SVR rates are lower and are associated with better compliance [9].

A novel digital medicine program, Proteus Discover (Proteus Digital Health), evaluates medication adherence through wirelessly observed therapy and addresses these limitations [10]. The digital medicine program directly measures medication ingestion adherence, heart rate, physical activity, and other biometrics. It then provides real-time feedback to patients and health care providers via mobile devices and a dedicated Web portal to support patient self-management and facilitate therapy optimization by the provider.

**Objective**

This study aimed to evaluate medication ingestion adherence and virologic outcomes in patients with chronic HCV infection who were prescribed LDV/SOF along with the digital medicine program for wirelessly observed therapy. Safety and patient satisfaction related to digital medicine program were also assessed.

**Methods**

**Study Design**

This was a 24-week, single-arm, prospective, open-label, pilot study designed to assess real-world adherence to LDV/SOF treatment among patients with HCV infection using the digital medicine program. The study was conducted at 2 US clinical research sites from August 25, 2015, to November 9, 2017. Potential patients who met the inclusion criteria were identified through electronic medical records and contacted to assess their interest in study participation.

An independent investigational review board (E&I) approved the study protocol. All aspects of this study were conducted in accordance with the US Food and Drug Administration (FDA) regulations, the International Council for Harmonisation E6 (R1) guideline for Good Clinical Practice, and applicable local, state, and federal laws.

**Patients**

The study enrolled adult patients diagnosed with chronic HCV infection to be initiated on fixed-dose LDV/SOF. Patients were included if they had HCV viremia greater than 50,000 IU/mL, capacity to use a smartphone or tablet (assessed by the investigators), and adequate data connectivity at home via cellular service or a secure wireless internet network. Patients were excluded from the study if any of the following criteria were met: history of skin sensitivity to adhesives, history of acute or chronic dermatitis, decompensated cirrhosis, liver transplant candidate, lack of insurance coverage for fixed-dose LDV/SOF, BMI greater than 40 kg/m², and currently known to be pregnant or nursing an infant. For women of childbearing potential, the following exclusion criteria were considered: not using an acceptable form of contraception for at least 3 months before the start of the study and throughout the study, lactating, current participation in another clinical trial, terminal illness (≤1 year of life anticipated), inability to swallow pills, or any condition that in the investigator’s opinion could preclude safe participation in the study. All patients signed a written informed consent form before entering the study.

**Digital Medicine Program**

The digital medicine program consists of 3 components that function together: (1) LDV/SOF that was individually repackaged with FDA-approved ingestible sensors by a specialty pharmacy; (2) an FDA-approved wearable sensor patch, which is worn by the patient over the left upper quadrant and collects time-stamped medication ingestion events and physiologic metrics (eg, steps, activity, rest, and heart rate); (3) a mobile app and software that calculates and summarizes adherence patterns, physical activity, rest, and other self-entered clinical data that patients can view through a mobile device and providers can view through a secure Web portal. After being swallowed, the ingestible sensor activates after 2 to 3 min, sending a brief signal to the patch before passing through the body naturally. The digital medicine program directly measures medication ingestion adherence, providing objective data to patients and providers.

**Procedures**

At the screening visit, patients’ medical records were reassessed to confirm eligibility, baseline laboratory values were taken (per usual care), signed informed consent was obtained, and a urine sample for pregnancy testing was collected. Patients received hands-on training on using the digital medicine program and were instructed to change the sensor patch every 7 days or sooner, as determined by the sensor. Patients were taught to review the app daily to obtain feedback on their medication adherence. Patients used the digital medicine program for the duration of their 8- or 12-week treatment period. The determination of treatment duration was based on the patient’s baseline liver severity and HCV viral load as well as prior therapy.

Throughout the treatment period, a provider reviewed patients’ adherence data from a secure Web portal at their discretion. If a missed dose was detected, the patient was contacted by phone to account for the missing dose and was provided adherence
counseling if needed. Nonadherent patients were asked to return to the clinic at weeks 4 or 6 for laboratory assessment and adherence counseling. Patients with high levels of adherence were not required to return to the clinic unless the provider wanted to assess other laboratory examinations, such as liver function tests. HCV viral load was assessed at the end of the treatment (8 or 12 weeks, depending on patient treatment plan) and at 12 weeks or more after the treatment ended. Patients also completed a satisfaction survey at the end of the treatment. All clinic procedures were performed per usual care except for the digital medicine program intervention, which prompted adherence interventions. Any technical issues were handled by Proteus Digital Health, and clinical issues were forwarded to the site for evaluation.

Outcomes

The primary end point of the study was the percentage of subjects with greater than or equal to 95% medication ingestion adherence. Ingestion nonadherence was defined as a failure to trigger iPad (Apple Inc) activation within the 4-hour window surrounding the scheduled dose, that is, the number of medication ingestions measured by the digital medicine program plus same-day patient confirmation of ingestions reported to the health care provider over the total expected number of ingestions during the treatment period. Other outcomes included virologic response, medical interventions made, safety of the digital medicine program, and patient satisfaction.

Statistical Analysis

Owing to the pilot nature of the study, a priori sample sizes were determined. All analyses were performed on the ITT population, defined as all patients who received at least one dose of the study medication. All end points were presented descriptively. Categorical variables were described as proportions, whereas continuous variables were described as mean (SD) or median (IQR) where appropriate. Multivariate linear regressions were conducted and used to assess demographic, clinical, and behavioral predictors of adherence using R version 3.5.1 (The R Foundation for Statistical Computing).

Results

Treatment Cohort

A total of 31 patients were screened, and of these patients, 28 met the inclusion criteria and were enrolled in the study (ITT population). All 28 patients (mean 59 years, SD 7; 61% [17/28] male; 61% [17/28] non-Caucasians; 93% [26/28] treatment naïve) had HCV GT-1. Moreover, 1 patient withdrew from the study 21 days after initiating digital medicine program use, and 27 patients completed digital medicine program use for 8 weeks (n=10) or 12 weeks (n=17) as prescribed. In addition, 13 (46%) patients had psychiatric comorbidities, and 9 (32%) of the patients had a history of drug abuse. Table 1 presents the baseline characteristics of enrolled patients.
Table 1. Baseline demographics and characteristics (N=28).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>17 (61)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>59 (7)</td>
</tr>
<tr>
<td><strong>Genotype, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>25 (89)</td>
</tr>
<tr>
<td>1b</td>
<td>3 (11)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>11 (39)</td>
</tr>
<tr>
<td>African American</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>4 (14)</td>
</tr>
<tr>
<td>American Indian/Alaska Native and other</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Cirrhosis, n (%)</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Prior treatment history, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Treatment naive</td>
<td>26 (93)</td>
</tr>
<tr>
<td>Previous treatment relapse</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Frequency of mobile phone use per week, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1 time</td>
<td>3 (11)</td>
</tr>
<tr>
<td>2-4 times</td>
<td>4 (14)</td>
</tr>
<tr>
<td>5-7 times</td>
<td>21 (75)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Some high school or high school graduate</td>
<td>12 (43)</td>
</tr>
<tr>
<td>Some college or college graduate</td>
<td>13 (46)</td>
</tr>
<tr>
<td>Postgraduate education</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Income level (US $/year), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>23 (82)</td>
</tr>
<tr>
<td>≥25,000</td>
<td>5 (18)</td>
</tr>
<tr>
<td>Psychiatric comorbidity, n (%)</td>
<td>13 (46)</td>
</tr>
<tr>
<td>Prior or current drug abuse history, n (%)</td>
<td>9 (32)</td>
</tr>
</tbody>
</table>

Adherence Outcomes

High rates of medication ingestion adherence were observed, with 89% of patients achieving greater than or equal to 95% adherence. Patients were connected to the digital medicine program for 92% of expected days, with an overall mean adherence rate of 97%. Using a stepwise approach to select variables to include in the model, multivariate linear regression showed that being African American, having high school education or less, and having a psychiatric comorbidity were found to be consistently significant predictors of nonadherence (Table 2). Mean adherence was lower in African Americans than others (88% vs 96%), those with high school education vs those with less (91% vs 96%), and individuals with a psychiatric comorbidity vs those without a psychiatric comorbidity (90% vs 96%). There was no difference in adherence between patients treated for 8 weeks vs 12 weeks.

Table 2. Predictors of adherence using stepwise multivariate linear regression.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Model coefficienta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race African American vs other</td>
<td>−8.8</td>
</tr>
<tr>
<td>Education high school graduate or less</td>
<td>−5.7</td>
</tr>
<tr>
<td>Comorbidities psychiatric comorbidity</td>
<td>−5.4</td>
</tr>
</tbody>
</table>

*aOnly statistically significant factors (P<.05) are included.*
Efficacy Outcomes

Virologic results at the end of the treatment were available for 21 patients, all of whom achieved an end-of-treatment response. All 28 subjects were assessed at 12 weeks or more posttreatment. Among those subjects, 26 (93%) achieved SVR, including 2 treatment-experienced patients who had previously failed treatment. Of the 2 subjects who did not achieve SVR, one had documented suboptimal adherence (<90%) and the other had greater than or equal to 95% adherence, suggesting viral resistance as the cause of relapse.

Provider Medication Interventions Made

Health care providers used the digital medicine program data for timely (same-day) assessment of medication ingestion adherence. A total of 130 documented initial missed doses occurred among 11 (39%) patients. Interventions made to mitigate nonadherence among these patients included 75 follow-up phone calls, 21 adherence counseling events, and 5 follow-up visits; some patients required multiple interventions per missed dose. No action was performed for the remaining 35 events (eg, patient unreachable).

Patient Satisfaction

Overall satisfaction with the use of the device was high among study subjects (Figure 1). Most (92%) patients completely or somewhat agreed that the DMP was easy to use in their daily routine and helped them feel more involved in managing their health care, 96% did not mind wearing the patch and sharing their data with their health care team, and 85% agreed that the DMP helped them understand the importance of taking their medications regularly.

Safety Findings

A total of 4 nonserious, device-related adverse events were reported in 4 subjects during the study. These adverse events were reflective of commonly reported symptoms of irritant contact dermatitis (rash). Of these, 1 reported adverse event (itching) was assessed by the investigator as severe and resolved without any action taken with the DMP device. The remaining 3 reported adverse events of rash were assessed by the investigator as mild in severity and resolved.

Discussion

Principal Findings

This real-world pilot study in a cohort of patients with chronic HCV infection demonstrated that the use of the DMP with same-day interventions (when needed) prompted high rates of medication adherence (97%), despite the presence of multiple risk factors for nonadherence, such as race, psychiatric comorbidities, and substance use or abuse. More importantly, SVR at 12 weeks or more was achieved in 92.8% (26/28) of
the patients. Patients were connected to the DMP 92% of the
time, indicating high patient engagement, and the system was
easy to use even in those patients with historically low mobile
phone use. In addition, the DMP had a favorable safety profile
and provided data to facilitate timely adherence interventions.
Thus, the unique ability of the DMP to provide objective
adherence data enabled timely medication interventions aimed
at improving adherence and optimizing outcomes, even in
high-risk patients who have previously failed therapy.

Large clinical trials have demonstrated that treatment with
once-daily, combined, fixed-dose LDV/SOF therapy is effective
in achieving SVR in a vast majority of patients with chronic
HCV infection [8,11-13]. However, adherence to prescribed
treatment regimens is critical to achieving treatment success
[14]. Nonadherence to HCV DAA regimens has been shown to
be associated with a lower rate of SVR [12], particularly in
patients with psychiatric illness [15]. Current indirect assessment
methods (eg, medication possession ratios, patient self-report,
pill counts, and electronic pill bottles) may overestimate actual
medication adherence [16]. In contrast, DMP addresses the
inherent limitations of these methods through direct objective
measurement of medication ingestion. In addition, and perhaps
more importantly, it allows real-time digital intervention by
patients and/or clinicians when doses are not recorded as
ingested.

High levels of adherence have been reported in large clinical
trials using various measurement assessments, including
electronic medication event monitoring (MEM) caps, pill counts,
and patient reports [12,13]. However, the accuracy of the current
measurement methods may be questionable because of the
limitations of each. For example, patients may purposefully
mislead the MEM system by accidentally actuating the container
without taking the medication [17]. Intentional manipulation
of pill counts (pill dumping) and falsified patient reports to
appear adherent must also be considered when measuring
medication adherence [17]. None of these methods allow the
patient or provider an opportunity to respond quickly or
proactively to perceived missed doses [18,19]. Although
measurement of the proportion of days covered is commonly
used to assess long-term adherence in patients with chronic
illnesses [20], the use of prescription refill data does not allow
for timely detection of nonadherence, and it does not necessarily
indicate that all the medications have been taken [21].

Medication adherence is of particular concern among patients
with HCV treated with fixed-dose LDV/SOF therapy, many of
whom are at high risk for nonadherence because of transient
living situations, depression, neurocognitive impairment,
psychiatric comorbidities, and concurrent alcohol and other
substance abuse [22,23]. As successful treatment is dependent
on strict adherence to the prescribed medication regimen,
nonadherence may result in the same poor clinical outcomes
,eg, liver cirrhosis, hepatocellular carcinoma, liver
decompensation, and increased mortality) associated with
nontreatment [4,5].

The DMP has been studied in multiple therapeutic areas,
including cardiovascular and infectious diseases. In a
randomized controlled trial of the DMP compared with usual
care in patients with hypertension and diabetes, those using the
DMP with their prescribed medications experienced greater
reductions in systolic blood pressure (BP; mean change −24.6
vs −15.2; mean difference −9.4; SE 2.7; 95% CI −14.6 to −4.2
mm Hg) and glycohemoglobin (mean change −0.08% vs 0.28%;
mean difference −0.57%; 95% CI −1.53 to 0.39) at 12 weeks
[24]. In addition, a significantly higher number of subjects
reached their BP goal in the DMP group compared with those
in usual care after 12 weeks (98% vs 52%; mean difference
46%; 95% CI 7.1% to 84.5%). The DMP was also studied as
wirelessly observed therapy in the setting of tuberculosis
treatment, demonstrating a positive detection accuracy for
wirelessly observed therapy of 98.4% (95% CI 97.5% to 99%) and
confirming 54% more doses than even the previous gold
standard of directly observed therapy [25]. The accuracy and
objectivity of this DMP at quantifying and recording medication
adherence have been firmly established in the literature [26].

Our results are similar to those reported in recent adherence and
efficacy studies [8,11-13]. However, deriving correlations
between adherence and treatment effect is problematic. For
example, Petersen et al [13] reported 97.6% adherence as
measured by an MEM system but provided no data regarding
treatment effect. Conversely, neither of the 2 efficacy studies
reported medication adherence data [8,11]. In addition, a recent
study highlighted the ineffectiveness of low-cost reminder
devices in improving adherence among nonadherent patients
with chronic conditions, suggesting the need for objectivity,
effectual interventions, and personalized feedback [27].

Strengths and Limitations

A key strength of our study was the ability to directly measure
drug ingestion, providing objective adherence data to better
inform medical decision making. Although the small study
population does not allow for definitive assessment of
correlations between adherence and treatment effect, positive
associations can be inferred from the timely interventions on
missed doses, thereby improving adherence, which is expected
to result in SVR. By extension, another positive point is the
ability to improve patient care by contacting patients in real
time and proactively assisting with missed doses.

Our study is limited by the single-arm design that precludes
direct comparison with a usual care group. Furthermore, because
of the small sample size, our results may not accurately reflect
the broader population of patients with chronic HCV
infection [28]. A larger multicenter clinical trial is currently underway
to confirm and further elucidate these findings.

As reported by Moreno et al [29], improving patient access to
HCV treatment will likely yield significant cost reductions for
payers, accrued from the long-term reduction in prevalent and
incident cases, mortality, and medical costs. Technology such as
DMP could ensure that more patients with risk factors for
nonadherence can complete therapy to ensure maximal
real-world SVR rates. As reported in this study, although 6
patients failed to attend the end-of-treatment assessment for
unknown reasons, all 28 patients were assessed at the 12-week
or more evaluation period, where 26 (93%) achieved SVR.
Patients were connected to the digital medicine program 92% of
the expected days, indicating high patient engagement, and
the system was easy to use even in those patients with historically low mobile phone use. In addition, the digital medicine program had a favorable safety profile and provided data to facilitate timely adherence interventions.

Conclusions
These data suggest that the digital medicine program can support adherence to therapy, enhance patient engagement, reduce unnecessary medication wastage, and optimize SVR rates in patients with chronic HCV infection, including those with multiple risk factors for nonadherence and in those who have previously failed therapy.
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Abstract

Background: Engaging socioeconomically disadvantaged populations in health research is vital to understanding and, ultimately, eliminating health-related disparities. Digital communication channels are increasingly used to recruit study participants, and recent trends indicate a growing need to partner with the social service sector to improve population health. However, few studies have recruited participants from social service settings using multiple digital channels.

Objective: This study aimed to recruit and survey 3791 adult clients of a social service organization via telephone and digital channels. This paper aimed to describe recruitment outcomes across five channels and compare participant characteristics by recruitment channel type.

Methods: The Cancer Communication Channels in Context Study recruited and surveyed adult clients of 2-1-1, a social service–focused information and referral system, using five channels: telephone, website, text message, web-based live chat, and email. Participants completed surveys administered either by phone (if recruited by phone) or on the web (if recruited from digital channels, ie, website, text message, Web-based live chat, or email). Measures for the current analysis included demographic and health characteristics.

Results: A total of 3293 participants were recruited, with 1907 recruited by phone and 1386 recruited from digital channels. Those recruited by phone had a moderate study eligibility rate (42.23%) and the highest survey completion rate (91.24%) of all channels. Individuals recruited by text message had a high study eligibility rate (94.14%) yet the lowest survey completion rate (74.0%) of all channels. Sample accrual goals were achieved for phone, text message, and website recruitment. Multivariable analyses found differences in participant characteristics by recruitment channel type. Compared with participants recruited by phone, those recruited from digital channels were younger (adjusted odds ratio [aOR] 0.96, 95% CI 0.96-0.97) and more likely to be female (aOR 1.52, 95% CI 1.23-1.88), married (aOR 1.52, 95% CI 1.22-1.89), and other than non-Hispanic black (aOR 1.48, 95% CI 1.22-1.79). Those recruited via phone also were more likely to have more than a high school education (aOR 2.17, 95% CI 1.67-2.82), have a household income ≥US $25,000 a year (aOR 2.02, 95% CI 1.56-2.61), and have children living in the home (aOR 1.26, 95% CI 1.06-1.51). Additionally, participants recruited from digital channels were less likely than those recruited by phone to have public health insurance (aOR 0.75, 95% CI 0.62-0.90) and more likely to report better overall health (aOR 1.52, 95% CI 1.27-1.83 for good-to-excellent health).

Conclusions: Findings indicate the feasibility and utility of recruiting socioeconomically disadvantaged adults from the social service sector using multiple communication channels, including digital channels. As social service–based health research evolves, strategic recruitment using a combination of traditional and digital channels may be warranted to avoid underrepresentation of highly medically vulnerable individuals, which could exacerbate disparities in health.

(J Med Internet Res 2020;22(4):e16680) doi:10.2196/16680
Introduction

Digital Communication and Disparities

Socioeconomically disadvantaged populations bear a disproportionate burden of disease for both infectious and chronic conditions [1-4], yet they remain underrepresented in health research [5,6]. Persistent underrepresentation of populations suffering from disparities in health hinders progress in understanding and eliminating these disparities [7]. Increasingly, digital communication channels such as text message or social media are used to engage individuals in health research [8-11]. Recruitment using digital channels can overcome some of the limitations of traditional recruitment channels (eg, telephone) and has the potential to narrow disparities in health [12,13]. However, evidence-informed strategies are needed to maximally leverage digital technologies for health disparities reduction [13].

Digital communication technologies such as smartphones are increasingly accessible across sociodemographic groups [14-16], including homeless adults [17]. Despite this growing access to digital technology, inequities in technology access continue to be documented among medically vulnerable populations such as low-income individuals [15] and residents of rural communities [16]. Ensuring representation of medically vulnerable populations when recruiting research participants using digital channels, therefore, presents an ongoing challenge.

Use of Digital Channels in Health Research

Some research suggests socioeconomically disadvantaged populations can be successfully recruited using digital channels, while other findings indicate bias in samples recruited using digital channels. For example, results from a trial of Quit4Baby (a text message–based smoking cessation intervention for pregnant women) demonstrated the feasibility of recruiting high proportions of low-income, unemployed, and publicly insured participants via text message [18]. However, a study comparing characteristics of 12,280 eCohort participants recruited on the web to the US population found that participants were more likely to have a college education, less likely to be from racial or ethnic minority groups, and more likely to be in excellent general health [19]. Similarly, a health study employing multichannel recruitment (eg, flyer, email, Facebook, website) found that none of the channels were successful in recruiting individuals of a low socioeconomic status, those from racial or ethnic minority groups, or men [20].

Several trends suggest digital tools will continue to be used in diverse settings to improve population health. First, recent evidence supports the acceptability, feasibility, and efficacy of digital interventions for behavior change [21-27]. Second, also documented is the promise of digital technologies to reduce health care disparities [28]. Third, in 2019, the National Academies of Sciences, Engineering, and Medicine released a report reflecting the growing integration of social care into health care delivery [29]. These trends indicate an emerging demand not only for more health disparities research using digital tools but also for more engagement with the social service sector to enhance health. In recent years, a growing number of researchers have successfully reached and recruited socioeconomically disadvantaged adults for health disparities research through social service organizations [30-37]. However, to our knowledge, scant research to date has employed multiple digital channels to recruit or survey study participants from these types of settings.

Study Aims

As availability and use of digital channels are increasing, evaluations of web-based recruitment strategies are needed to better understand their effectiveness and potential biases for use in research [38]. Given current trends and needs, understanding how digital channels can be used to engage individuals for health disparities research can enhance research planning. The objective of this study was to recruit and survey a community-based sample of 3791 socioeconomically disadvantaged adults from a social service setting using telephone and digital channels. We also sought to examine recruitment outcomes by channel and participant characteristics by recruitment channel type. We hypothesized that recruitment success would vary across channels and that participant characteristics would vary across the two recruitment channel types (ie, telephone vs digital channels). This paper aimed to present recruitment outcomes for the study and discuss implications for reaching medically vulnerable populations in a social service setting.

Methods

Setting

This study was conducted in partnership with 2-1-1, a nationally designated, locally administered information and referral system that connects individuals with resources to meet their basic human and social needs (eg, food, safety). As of 2019, 2-1-1 has been made available to 94.6% of the US population [39] and throughout most of Canada [40]. Where available, individuals can dial 2-1-1 from their phone to request and obtain referrals for services in their local community. Data indicate callers to 2-1-1 are disproportionately low income, uninsured, and unemployed and have high health needs such as for smoking cessation or cancer screening [36,41]. In some communities, 2-1-1 can be reached using digital communication channels such as email or text message.

Study Overview

This study has reported data from the Cancer Communication Channels in Context (4C) Study, a cross-sectional study that administered a survey to clients of 2-1-1. Survey data from the 4C Study will inform targeted strategies for connecting socioeconomically disadvantaged populations with health- and cancer-related information, programs, and resources. Participants
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were recruited from United Way 2-1-1 of Greater Atlanta, which was the first 2-1-1 established in the United States. This 2-1-1 Contact Center receives more than 590,000 contacts annually. Individuals can access this Contact Center via telephone, text message, the 2-1-1 website, web-based live chat, email, or a mobile app to request referrals such as a telephone number or website for a community resource. For this study, channels of interest were telephone (calling 2-1-1 to request referrals), website (searching the self-service 2-1-1 web database), text message (texting a referral request to 2-1-1), web-based live chat (chatting in real time with 2-1-1 staff via the internet), and email (emailing a referral request to 2-1-1). The 4C Study sought to recruit and survey 1895 participants via telephone and 474 via each of the four digital channels (3791 total). These target sample sizes were selected to provide adequate statistical power for primary 4C Study analyses. On the basis of 2-1-1 client volume data, we projected that a 9-month recruitment period would be needed to reach accrual goals.

Participants

Individuals were eligible for the 4C Study if they were accessing 2-1-1 for referral assistance via 1 of the 5 channels of interest (ie, telephone, website, text message, web-based live chat, email); accessing 2-1-1 from within United Way 2-1-1 of Greater Atlanta’s 13-county primary service area; aged ≥21 years; and able to speak or read English. Exclusion criteria were the following: experiencing an acute crisis (eg, imminent eviction, natural disaster); accessing 2-1-1 on behalf of another person; accessing 2-1-1 in error; or performing a non-English search on the 2-1-1 website.

Recruitment

Participants were recruited from January to November 2016 by designated 2-1-1 staff who were trained to recruit for the study. Initially, 11 recruiters were designated; 6 recruiters were added in April 2016 to accelerate sample accrual. Individuals were screened for interest and eligibility for the study after receiving standard 2-1-1 service. All individuals searching for referrals on the 2-1-1 website were screened for eligibility; for the other four channels, only those individuals interacting with designated 2-1-1 staff were screened. Screening and recruitment occurred 24 hours per day, 7 days per week.

Recruitment procedures and survey administration mode were based on the communication channel an individual initially utilized to access social services through 2-1-1. Therefore, individuals who contacted 2-1-1 via phone were screened for interest and eligibility during the call. If eligible, informed consent and 4C Study survey administration were conducted immediately after providing the requested 2-1-1 referrals, that is, during the same phone call. Those accessing 2-1-1 using the web-based database received an on-screen notification asking if they were interested in a health survey (yes/no). Those who responded yes received a survey in a new tab where they were screened for eligibility; those who were eligible were directed to a web-based consent page followed by a web-based survey. Individuals who contacted 2-1-1 via chat, text message, or email were sent (via the corresponding channel they used to contact 2-1-1) a statement informing them about a health survey as well as the screener/consent/4C Study survey link. The same survey was used across both survey modes (ie, phone and the web).

Participants were mailed a US $15 gift card incentive after completing the study survey. Participants were also mailed a free resource guide listing free or low-cost health-related cancer prevention services available in their community. Study procedures were approved by the Institutional Review Board at Morehouse School of Medicine.

Measures

**Demographic Characteristics**

Standard demographic measures included age, sex, educational attainment, marital status, and annual household income. Presence of any children under the age of 18 years living in the home and self-reported race and ethnicity were also assessed. Due to response distribution, race and ethnicity were combined and dichotomized as non-Hispanic black vs other (Hispanic; white; Asian, Native Hawaiian, or Other Pacific Islander; American Indian or Alaskan Native; or other).

**Health Characteristics**

Self-rated health was measured using a standard item: “In general, would you say your health is: excellent, very good, good, fair, or poor?” [42]. To assess health insurance type, respondents were asked to choose which health insurance best describe(s) what they have to help pay their medical bills today. Participants could select more than one response, and responses were recoded into four categories for analysis: uninsured; private; government/public (Medicare, Medicaid, State Children’s Health Insurance Program, Military health care, and/or another government program); or a combination of private and public insurance.

Statistical Analysis

Analyses aimed to describe recruitment outcomes by recruitment channel (ie, telephone, website, text message, web-based live chat, or email) and participant characteristics by recruitment channel type (ie, telephone or digital channels). First, we examined accrued frequencies and percentages across recruitment channels. For each channel, we computed channel efficiency as the total number of surveys completed divided by the total number of individuals encountered. Second, we compared demographic and health characteristics by recruitment channel type. Means, standard deviations, frequencies, and percentages are presented, along with results of chi-square tests or t tests as appropriate. Third, we conducted multivariable binary logistic regression to assess differences in demographic and health characteristics by recruitment channel type while controlling for other characteristics, using phone as the reference group. Adjusted odds ratios and 95% confidence intervals have been presented. All analyses were conducted using SAS software, version 9.4 (SAS Institute Inc).

Results

**Recruitment**

Sample accrual goals for the telephone and text message channels were reached in June 2016, and the accrual goal for
the website was reached in July 2016. Due to funding constraints, recruitment via web-based chat and email ended in November 2016. Figure 1 depicts the number of participants recruited by month across channels.

Figure 2 summarizes sample accrual by recruitment channel. After the exclusion of 129 duplicates, recruiters encountered a total of 100,391 2-1-1 clients. Of these, 10.74% (10,777/100,391) were eligible to participate in the study, 35.63% (3840/10,777) consented to participate, and 94.71% (3637/3840) started the survey. A total of 85.76% (3293/3840) of individuals who consented completed the survey, with 1907 recruited by telephone and 1386 recruited from digital channels.

A wide range of recruitment outcomes was observed across channels (Figure 2). Only 1.85% (1578/85,234) of individuals who were recruited via the website were eligible for the study, compared with 94.14% (3084/3276) and 91.4% (427/467) of individuals who were recruited by text message and email, respectively. Participants who were recruited by phone had the highest survey completion rate (1907/2090, 91.24%), followed by those recruited from web-based live chat (371/421, 88.1%), those recruited by email (28/35, 80%), those recruited from the website (493/626, 78.8%), and those recruited by text message (494/668, 74.0%). Only 28 participants were recruited by email, compared with 371 to 494 for the three other digital channels. Additionally, individuals recruited by email had the lowest consent rate (8.2% vs up to 54.70% for other channels).

The five recruitment channels had a wide range of channel efficiency, with recruitment by phone producing the highest proportion of completed surveys relative to individuals encountered. Specifically, channel efficiency was 21.08% (1907/9047) for phone, 15.67% (371/2367) for web-based live chat, 15.08% (494/3276) for text message, 6.0% (28/467) for email, and 0.58% (493/85,234) for the website. These findings indicate that, to ultimately obtain one completed survey, encounters with 5 individuals on average were required if recruiting by phone; encounters with 7 individuals were required if recruiting from web-based live chat or text message; encounters with 17 individuals were required if recruiting from email; and encounters with 173 individuals were required if recruiting from the website.

Figure 1. Number of completed Cancer Communication Channels in Context Study surveys per month by recruitment channel, January-November 2016 (accrual goals for phone and text message recruitment were reached in June; accrual goal for website recruitment was reached in July).
Participant Characteristics

Participant characteristics by recruitment channel type are reported in Table 1. Respondents were predominately female (2662/3293, 80.84%) and non-Hispanic black (2543/3293, 77.22%). Overall, 43.15% (1421/3293) had a high school education or less, and 37.11% (1222/3293) had an annual household income less than US $5000. About half (1566/3293, 47.56%) were never married and 54.02% (1779/3293) had children living in the home. The majority of respondents either had public insurance (1466/3293, 44.52%) or were uninsured (993/3293, 30.15%). About a third (706/1907, 37.02%) of respondents recruited by phone rated their health as fair or poor.

Demographic characteristics significantly differed by recruitment channel type (Table 1). For example, 16.26% (310/1907) of participants who were recruited by phone had less than a high school education, compared with 8.66% (120/1386) of those who were recruited from digital channels (P<.001). Additionally, 41.85% (798/1907) of respondents recruited by phone had a household income less than US $5000, compared with 30.59% (424/1386) of respondents recruited from digital channels (P<.001).

Health characteristics also differed by recruitment channel type (Table 1), where 49.66% (947/1907) of respondents recruited by phone had public insurance, compared with 37.45% (519/1386) of respondents recruited from digital channels (P<.001). More than a third (706/1907, 37.02%) of respondents recruited by phone rated their health as fair or poor, compared with 20.92% (290/1386) of respondents who were recruited from digital channels (P<.001).
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=3293)^a</th>
<th>Recruited by telephone (n=1907)^a</th>
<th>Recruited from digital channels (n=1386)^a,b</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.1 (12.72)</td>
<td>44.8 (13.26)</td>
<td>38.4 (10.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>2662 (80.84)</td>
<td>1479 (77.56)</td>
<td>1183 (85.35)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>631 (19.16)</td>
<td>428 (22.44)</td>
<td>203 (14.65)</td>
<td></td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>2543 (77.22)</td>
<td>1549 (81.23)</td>
<td>994 (71.72)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>688 (20.89)</td>
<td>345 (18.09)</td>
<td>343 (24.75)</td>
<td></td>
</tr>
<tr>
<td>Educational attainment , n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than high school</td>
<td>430 (13.06)</td>
<td>310 (16.26)</td>
<td>120 (8.66)</td>
<td></td>
</tr>
<tr>
<td>High school graduate or equivalent</td>
<td>991 (30.09)</td>
<td>683 (35.82)</td>
<td>308 (22.22)</td>
<td></td>
</tr>
<tr>
<td>More than high school</td>
<td>1859 (56.45)</td>
<td>912 (47.82)</td>
<td>947 (68.33)</td>
<td></td>
</tr>
<tr>
<td>Annual household income (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than 5000</td>
<td>1222 (37.11)</td>
<td>798 (41.85)</td>
<td>424 (30.59)</td>
<td></td>
</tr>
<tr>
<td>5000 to 14,999</td>
<td>874 (26.54)</td>
<td>543 (28.47)</td>
<td>331 (23.88)</td>
<td></td>
</tr>
<tr>
<td>15,000 to 24,999</td>
<td>546 (16.58)</td>
<td>290 (15.21)</td>
<td>256 (18.47)</td>
<td></td>
</tr>
<tr>
<td>25,000 or more</td>
<td>500 (15.18)</td>
<td>196 (10.28)</td>
<td>304 (21.93)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never married</td>
<td>1566 (47.56)</td>
<td>906 (47.51)</td>
<td>660 (47.62)</td>
<td></td>
</tr>
<tr>
<td>Divorced, widowed, or separated</td>
<td>1071 (32.52)</td>
<td>712 (37.34)</td>
<td>359 (25.90)</td>
<td></td>
</tr>
<tr>
<td>Married or have a partner</td>
<td>631 (19.16)</td>
<td>284 (14.89)</td>
<td>347 (25.04)</td>
<td></td>
</tr>
<tr>
<td>Has any children in the home, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>1499 (45.52)</td>
<td>992 (52.02)</td>
<td>507 (36.58)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1779 (54.02)</td>
<td>914 (47.93)</td>
<td>865 (62.41)</td>
<td></td>
</tr>
<tr>
<td>Health insurance type, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uninsured</td>
<td>993 (30.15)</td>
<td>546 (28.63)</td>
<td>447 (32.25)</td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>1466 (44.52)</td>
<td>947 (49.66)</td>
<td>519 (37.45)</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>710 (21.56)</td>
<td>348 (18.25)</td>
<td>362 (26.12)</td>
<td></td>
</tr>
<tr>
<td>Public and private</td>
<td>86 (2.61)</td>
<td>55 (2.88)</td>
<td>31 (2.24)</td>
<td></td>
</tr>
<tr>
<td>Self-rated health, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor</td>
<td>233 (7.08)</td>
<td>177 (9.28)</td>
<td>56 (4.04)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>763 (23.17)</td>
<td>529 (27.74)</td>
<td>234 (16.88)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1078 (32.73)</td>
<td>560 (29.37)</td>
<td>518 (37.37)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>750 (22.78)</td>
<td>378 (19.82)</td>
<td>372 (26.84)</td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>463 (14.06)</td>
<td>260 (13.63)</td>
<td>203 (14.65)</td>
<td></td>
</tr>
</tbody>
</table>

^a Column percentages may not total 100% due to missing data.

^b Digital channels were website, text message, web-based live chat, and email.

Characteristics Associated With Recruitment Channel Type

Table 2 presents a multivariable logistic regression model comparing demographic and health characteristics of participants who were recruited from digital channels compared with those who were recruited by phone. Respondents who were recruited from digital channels were more likely than respondents recruited by phone to be younger, female, other than non-Hispanic black, have more than a high school education, have higher incomes, be married or have a partner, or have children in the home (all P<.05). Additionally, compared with
respondents who were recruited by phone, respondents who were recruited from digital channels were less likely to have public health insurance and more likely to report better self-rated health (all $P<.05$).

Table 2. Logistic regression model for characteristics associated with recruitment channel type, using phone as the reference category.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Recruited from digital channels(^a), aOR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.96 (0.96-0.97)(^c)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>Female</td>
<td>1.52 (1.23-1.88)(^c)</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>Other</td>
<td>1.48 (1.22-1.79)(^c)</td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
</tr>
<tr>
<td>Less than high school graduate</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>High school graduate or equivalent</td>
<td>1.06 (0.80-1.39)</td>
</tr>
<tr>
<td>More than high school graduate</td>
<td>2.17 (1.67-2.82)(^c)</td>
</tr>
<tr>
<td>Annual household income (US $)</td>
<td></td>
</tr>
<tr>
<td>Less than 5000</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>5000 to 14,999</td>
<td>1.21 (0.99-1.48)</td>
</tr>
<tr>
<td>15,000 to 24,999</td>
<td>1.48 (1.18-1.85)(^c)</td>
</tr>
<tr>
<td>25,000 or more</td>
<td>2.02 (1.56-2.61)(^c)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>Divorced, widowed, or separated</td>
<td>0.98 (0.81-1.20)</td>
</tr>
<tr>
<td>Married or have a partner</td>
<td>1.52 (1.22, 1.89)(^c)</td>
</tr>
<tr>
<td>Has any children in the home</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>Yes</td>
<td>1.26 (1.06-1.51)(^c)</td>
</tr>
<tr>
<td>Health insurance type</td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>Public</td>
<td>0.75 (0.62-0.90)(^c)</td>
</tr>
<tr>
<td>Private</td>
<td>0.87 (0.69-1.09)</td>
</tr>
<tr>
<td>Public and private</td>
<td>0.77 (0.46-1.30)</td>
</tr>
<tr>
<td>Self-rated health</td>
<td></td>
</tr>
<tr>
<td>Poor or fair</td>
<td>1.00 (reference)</td>
</tr>
<tr>
<td>Good, very good, or excellent</td>
<td>1.52 (1.27-1.83)(^c)</td>
</tr>
</tbody>
</table>

\(^a\) Digital channels were website, text message, web-based live chat, and email.

\(^b\) aOR: adjusted odds ratio.

\(^c\) Statistically significant; $P<.05$. 
Discussion

Principal Findings

Numerous studies have compared the effectiveness of digital channel-based recruitment with traditional recruitment methods, yet few have examined recruitment outcomes across multiple digital channels, particularly in social service settings. To our knowledge, the 4C Study is the first study of social service clients recruited using multiple digital communication channels. The study aimed to recruit 3791 socioeconomically disadvantaged adults across five channels within a social service setting. Recruitment goals were met for 3 of the 5 channels—all except email and web-based live chat, although the latter had moderate recruitment success. The highest channel efficiency was achieved from recruiting by phone. Among the digital channels, recruitment from the website resulted in the largest number of individual encounters and a high number of completed surveys (despite low channel efficiency). Recruitment by text message produced a comparable number of completed surveys despite fewer individuals encountered (demonstrating higher channel efficiency). In contrast, email recruitment resulted in both a low number of individual encounters and a low number of completed surveys.

Comparison With Previous Work

Findings can enhance the literature on the use of digital channels in diverse populations for research planning, as the appropriateness of a particular recruitment strategy is influenced by technology preferences among the target population [43,44]. Importantly, the number of individual encounters observed by channel in this study reflects the naturalistic use of these channels by individuals accessing United Way of Greater Atlanta’s (UWGA) 2-1-1, the social service setting in which study recruitment occurred. Within UWGA 2-1-1, most requests for referrals occur via phone (ie, calling the 2-1-1 Contact Center). Recruitment for the study was dependent on individuals employing the selected channels to reach or use 2-1-1. For example, recruiters encountered only 467 individuals through the email channel during the entire recruitment period, making this channel less suitable for reaching a large volume of clients quickly. When recruitment for this study was implemented, UWGA 2-1-1 had recently implemented text message as a new communication channel option for clients. In recent years, requests for referrals received via email have declined as options to use other digital channels to request referrals have become more popular among UWGA 2-1-1 clients. Nevertheless, the wide variability in rates of study eligibility, informed consent, and survey completion suggest variability in reach across populations using these channels.

The overall sample recruited reflects the client population served at the recruitment site, which is predominantly female, racial and ethnic minority adults. However, similar to this study, previous research found variation in characteristics of socioeconomically disadvantaged populations across recruitment channel types. A comparison of in-person vs web-based recruitment of adults of low socioeconomic status found that 45% of those recruited in person had annual incomes of <$US $10,000 compared with only 16% of those recruited through the web [45]. Thus, even in a targeted recruitment effort, proactively identifying potential bias in a recruitment channel is important for research planning. As noted by Safi et al [45], although different types of recruitment channels may reach socioeconomically disadvantaged participants generally, the channels may differ in the extent of disadvantage among participants recruited by each.

In this study of social service clients—a largely socioeconomically disadvantaged group overall—multichannel recruitment resulted in potentially important demographic and health differences between samples from each channel type. The study found that certain channels were more or less likely to recruit participants representative of the local social service client population. The sample recruited from digital channels generally was younger and comprised higher proportions of individuals who were female, married, other than non-Hispanic black, had higher education and income, and had children living in the home compared with the sample recruited by phone. Participants recruited by phone were generally less healthy than those recruited from digital channels and comprised a larger proportion of publicly insured individuals. Similar to these findings, previous research has found that multichannel recruitment is advantageous for recruiting a demographically heterogeneous sample and, in particular, for ensuring representation of underserved populations [44,46-48].

Findings have implications for future health disparities research in social service settings. The findings of this study suggest that future studies may need to recruit across multiple channels (as available in the social service setting) to ensure participants reflect the broader client population. Conversely, for studies requiring targeted recruitment, some channels may provide better access to the target population than others in terms of client volume and/or characteristics. In this study’s setting, findings suggest that targeted recruitment of married individuals or adults with higher educational attainment may be more efficient using digital channels, whereas recruitment by phone may be more efficient for recruiting older adults or individuals with poorer health. Channel type is just one possible strategy to consider for targeted recruitment planning. Other data, such as an individual’s social service needs [49] can be used to profile prospective participant subgroups. Additional research is needed within socioeconomically disadvantaged populations and across diverse recruitment venues, such as social service settings, to optimize recruitment outcomes for health disparities research.

Understanding barriers and facilitators to adoption of digital tools across diverse populations can inform research planning. The social service and health care sectors are expected to become more integrated [29] in the immediate future. Digital channels are likely to be used increasingly in both sectors—not only for research recruitment but also for intervention (although more economic research is needed to support, for example, the use of mobile health behavioral interventions [50,51]). One factor that can hinder the impact of digital tools is any channel’s utilization rate in a population, which was observed in this study for email-based recruitment. It is unclear whether the low email engagement rates among clients in the study reflect the low use of email generally or the low use of email for interacting with the 2-1-1 system specifically. Additional research is needed to
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better understand the factors driving digital technology use in socioeconomically disadvantaged groups including social service clients. It also is unclear whether the reasons for low email channel use are because of preference or access. Inequitable access to technology is another factor than can hinder the reach of digital tools [52]. Some evidence suggests that lack of consistent internet access may present a barrier to certain communication channels among socioeconomically disadvantaged adults [35,53]. Evidence is needed to inform strategies that reduce inequitable access and use of digital tools.

Limitations

Several potential study limitations must be considered. First, the sample was limited to a single site. In addition, awareness of the availability of the 2-1-1 system may make the 2-1-1 client population different from other socioeconomically disadvantaged adults. Therefore, results may not be generalizable to other populations or settings. However, findings provide some insight into recruitment of socioeconomically disadvantaged populations from the social service sector using multiple communication channels. Second, the cross-sectional nature of the study might not reflect current trends in use of digital channels by UWGA 2-1-1 clients or other social service client populations. As digital technology is ever-evolving, future research is needed to provide evidence on temporal trends in availability and use of digital communication in specific groups and settings. Third, the requirement that individuals who were recruited by phone were required to complete the survey during the call could have biased the sample due to some otherwise eligible individuals not having time to complete the survey immediately. Nevertheless, the demographics of the sample are generally similar to the client population of the recruitment site. Finally, recruitment by channel was dependent on incoming referral requests to UWGA 2-1-1, where client volume per channel varies. However, because recruitment occurred 24 hours per day and 7 days per week, the patterns of encounters observed in the study generally reflect per-channel client volume at UWGA 2-1-1 during the recruitment period.

Conclusions

Digital communication is increasingly ubiquitous. Concomitant with this trend is the growing availability of digital communication in social services provision [54], offering clients and service providers an array of channels for communicating and accessing or providing services. This study had varying degrees of recruitment success using digital channels to recruit socioeconomically disadvantaged clients of a social service organization over an 11-month period. Recruitment success, in part, reflects patterns of channel use among clients. Accordingly, client volume by channel should be considered in recruitment planning. Recruitment planning also can be informed by understanding the likelihood of a given recruitment channel to engage prospective participants with specific demographic or health characteristics. Overall, findings demonstrated the feasibility of recruiting a sample of socioeconomically disadvantaged adults from a social service setting using digital communication channels, particularly when a channel is well utilized among clients.

Difficulty engaging underserved populations for health research is widely reported in the literature [55]. Despite some channel-specific limitations, the 4C Study recruited and surveyed thousands of socioeconomically disadvantaged adults within a social service setting for a health disparities research study. Recommended strategies for reaching populations underrepresented in research include having direct or derived rapport with potential participants [48] and engaging community organizations or other trusted sources relevant to the population of interest [12,56,57]. Partnering with a social service organization trusted by the study population likely contributed to the study’s overall recruitment success. Ongoing multisector collaboration, coupled with a more nuanced understanding of populations suffering disparities in health, can help overcome persistent recruitment challenges and, ultimately, help eliminate health-related disparities.
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Abstract

Background: Technology is being increasingly used to communicate health information, but there is limited knowledge on whether these strategies are effective for vulnerable populations, including non–English speaking or low-income individuals.

Objective: This study assessed how language preferences (eg, English, Spanish, or Chinese), smartphone ownership, and the type of clinic for usual source of care (eg, no usual source of care, nonintegrated safety net, integrated safety net, private or community clinic, academic tertiary medical center, or integrated payer-provider) affect technology use for health-related communication.

Methods: From May to September 2017, we administered a nonrandom, targeted survey to 1027 English-, Spanish-, and Chinese-speaking San Francisco residents and used weighted multivariable logistic regression analyses to assess predictors of five technology use outcomes. The three primary predictors of interest—language preference, smartphone ownership, and type of clinic for usual care—were adjusted for age, gender, race or ethnicity, limited English proficiency, educational attainment, health literacy, and health status. Three outcomes focused on use of email, SMS text message, or phone apps to communicate with clinicians. The two other outcomes were use of Web-based health videos or online health support groups.

Results: Nearly one-third of participants watched Web-based health videos (367/1027, 35.74%) or used emails to communicate with their clinician (318/1027, 30.96%). In adjusted analyses, individuals without smartphones had significantly lower odds of texting their clinician (adjusted odds ratio [aOR] 0.27, 95% CI 0.13-0.56), using online health support groups (aOR 0.14, 95% CI 0.04-0.55), or watching Web-based health videos (aOR 0.31, 95% CI 0.15-0.64). Relative to English-speaking survey respondents, individuals who preferred Chinese had lower odds of texting their clinician (aOR 0.25, 95% CI 0.08-0.79), whereas Spanish-speaking survey respondents had lower odds of using apps to communicate with clinicians (aOR 0.34, 95% CI 0.16-0.75) or joining an online support group (aOR 0.30, 95% CI 0.10-0.92). Respondents who received care from a clinic affiliated with the integrated safety net, academic tertiary medical center, or integrated payer-provider systems had higher odds than individuals without a usual source of care at using emails, SMS text messages, or apps to communicate with clinicians.

Conclusions: In vulnerable populations, smartphone ownership increases the use of many forms of technology for health purposes, but device ownership itself is not sufficient to increase the use of all technologies for communicating with clinicians.
Introduction

Inequities in Technology-Enabled Health Communication Strategies

Technology is increasingly being used to communicate health information [1]. Given the known disparities in internet use and broadband access among rural, older, lower socioeconomic status, nonwhite populations [2], reliance on technology to disseminate health information may exacerbate health inequities [3,4]. In response to the 2009 Health Information Technology for Economic and Clinical Health (HITECH) Act, in the last decade, health systems have joined the broader trend of using technology for communication. As part of the HITECH Act, health systems received financial incentives to provide patients increased access to their health care team and clinical records, measured through patient portal use. Owing to these incentive payments, patient portals have been the primary manner in which health systems and providers have utilized technology for communicating with patients. Unfortunately, studies have consistently shown that patient portals are used less frequently by racial and ethnic minorities, persons of a lower socioeconomic status, and those without neighborhood broadband internet access [5-8].

Gaps in National Surveys About Health Information Trends

To gain insight on how individuals seek information, the National Cancer Institute (NCI) administers the Health Information National Trends Survey (HINTS) [9]. However, HINTS has several limitations for vulnerable populations; it is distributed only in English and Spanish, lacks the assessment of health literacy, and has poor representation of nonwhite, less affluent populations [10]. As part of an effort to inform local cancer communication strategies, the NCI awarded supplemental funding to Cancer Center Support Grants to administer a modified HINTS tailored for vulnerable populations. In San Francisco, this survey (also known as SFHINTS, San Francisco Health Information National Trends Survey) was administered in English, Spanish, and Chinese to increase data collection from non-English speakers. We also targeted low-income, nonwhite populations who experience cancer outcome disparities (eg, breast and prostate cancer in African Americans and liver cancer in Asians) [11]. Given the proximity to the Silicon Valley, in SFHINTS we included additional questions about the use of technology for exchanging information with a health care professional and the use of social media for health-related purposes.

We previously reported the health information–seeking behaviors and preferences of our SFHINTS cohort and found that participants who preferred English or owned smartphones were more likely to use the internet for health information or prefer emails for provider-distributed health information [12]. To build on these findings, in this report, we explored how both language preference and smartphone ownership impacted the use of technology for communication with health care clinicians or the use of social media for health-related purposes.

Technology Use for Health Communication in Vulnerable Populations

Despite high levels of interest, prior studies have shown that individuals of a lower socioeconomic status were less likely to use emails to communicate with clinicians [13-17]. However, some studies have shown an increased interest and use in young, nonwhite populations [13,18]. Less is known about other electronic means (eg, SMS text messages and smartphone apps) to communicate with clinicians, particularly among non-English speakers. Similarly, prior studies have shown frequent use of social media for health-related purposes [19-21], but studies have rarely included non–English speaking, low socioeconomic populations. Given the local nature of SFHINTS, we were able to explore an additional contributor to participants’ use of technology for clinician-directed communication: the type of clinic that participants use for their usual source of care (eg, safety net clinic or academic tertiary medical center). Prior literature has shown usability challenges for electronic health records (EHRs) [22] and that safety net EHRs are less likely to have patient engagement features (including patient portal–related features), potentially exacerbating inequities in patient-clinician communication [23,24]. Consequently, safety net clinics that disproportionately serve groups experiencing health disparities may also lack the technology infrastructure to facilitate technology-based approaches to increase communication and access to health care clinicians.

The multilingual, vulnerable population in the SFHINTS cohort provided an opportunity to explore the impact of three relatively understudied factors—language preference, smartphone ownership, and type of clinic for usual care (eg, safety net clinic or academic tertiary medical center) as a proxy for the digital infrastructure or patient portal usability—on participants’ use of technology to communicate with their health care team and participants’ use of social media for health-related purposes. We hypothesized that language preference and smartphone ownership would impact all technology use, but type of clinic
would only impact technology use for communication with clinicians.

Methods

Research Setting

The 2017 American Community Survey estimates that San Francisco has a minority-majority: 34% Asians, 15% Latinx, and 5% African American. Nearly 45% of residents speak a non-English language, with Chinese being the most common; one-fifth of San Francisco residents have limited English proficiency [25]. There are several health care systems in San Francisco that deliver primary care, and each system uses its own EHR system. There is one tertiary academic center (University of California San Francisco) as well as two integrated payer-provider systems (Kaiser and Veterans Affairs). The primary care clinics in these systems have used EHR systems with English-language patient portals for over 5 years. There are two larger networks of safety net clinics within San Francisco. One group of clinics, which uses the same EHR, is run by the Department of Public Health, which also operates the county hospital. The patient portal within these clinics had been active for approximately 2.5 years at the time of survey administration and was only available in English. The other group of safety net clinics is a consortium of loosely affiliated clinics. Each clinic has independently chosen an EHR system and, therefore, the patient engagement features of the EHR at each clinic are variable. Similarly, the remaining private and community clinics within San Francisco vary in terms of the EHR system and availability of patient access or engagement features. At the time of the survey, only Kaiser offered a non–English language patient portal (Spanish).

Survey Development

We used English and Spanish HINTS questions [9] as well as validated health care access [26] and health literacy [27] questions to create our survey (SFHINTS: Multimedia Appendix 1, questions relevant to this report are in sections B-D, G, and H.) We used a standard dual-reviewer process [28] to translate questions for the Spanish and Chinese surveys. The details of survey development and administration are described in prior papers [29].

Sampling Procedure, Recruitment, and Survey Administration

Using community-based snowball sampling with prespecified language and race and ethnicity targets to reach populations with known cancer disparities, we aimed for half of the surveys to be completed in English (with half of the participants identifying as African American) and non-English surveys to be equally divided between Spanish and Chinese (Mandarin or Cantonese) participants [11,29].

As previously reported in greater detail [12,29], from May to September 2017, bilingual staff administered the survey in-person on tablet devices at community establishments and events as well as small businesses and street locations in specific neighborhoods to target our populations of interest. (Surveys were administered via REDCap [Research Electronic Data Capture] electronic data capture tools hosted at our institution. REDCap [30,31] is a secure, Web-based software platform designed to support data capture for research studies.) The staff explained the survey’s purpose, acquired verbal consent, and then administered the survey in the participants’ preferred language. A US $25 incentive was provided; our institution’s institutional review board approved this study.

Conceptual Model and Predictor Variables

We used an information-seeking behavior and use model described by Longo (Textbox 1) to identify a complete list of potential predictors that could explain the variation in participants’ use of technology for health purposes [32]. Longo [32] described both contextual and personal factors that impact behavior. The SFHINTS survey included more personal than contextual factors. Ultimately, we included a total of 10 predictor variables. We had three predictor variables of primary interest: two contextual factors—smartphone ownership (an information environment factor) and type of clinic (a health care structure)—and one personal factor (ie, language preference). Guided by prior literature, we included seven additional personal factors (ie, age, gender, race or ethnicity, health literacy, education, English proficiency, and current health status) as predictors of technology use for health purposes [33-36].

Smartphone ownership was a binary variable (ie, yes vs no). We also dichotomized health status (ie, poor or fair vs good or very good or excellent), English proficiency, and health literacy. English proficiency and health literacy were reported as limited if participants reported speaking English less than well or if participants felt less than quite a bit comfortable completing medical forms independently [27]. Within the race or ethnicity and language variables, non-Hispanic white and English served respectively as the reference categories for analyses. We categorized age (ie, 18-34 as the reference category, 35-49, 50-64, and ≥65 years) and education (ie, less than high school; high school or equivalent; some college or vocational training; at least college graduate as the reference category) into four groups. Clinic type was organized into six categories: no usual source of care (reference category), nonintegrated safety net, integrated safety net, private or community clinic, tertiary academic, and fully integrated payer and provider (Kaiser Permanente or Veterans Affairs).
Textbox 1. A conceptual model of the factors that impact information-seeking behaviors.

**Contextual**
- Health status
- Health care structure
- Delivery of care
- Information environment factors
- Information seeking for self, family, or friend at risk or with a current medical problem

**Personal**
- Demographic factors
- Socioeconomic factors
- Health history
- Family medical history
- Education
- Culture
- Languages
- Attitudes, intentions, behaviors
- Current health status

**Outcome Variables**
We reported the use of technology for health communication with clinicians or peers (questions B4 and B5 in the SFHINTS Survey in Multimedia Appendix 1) as a binary variable (yes or no) for the five sources used by at least 9.5% of participants (ie, use of an email, an SMS text message, or an app with a health care provider and use of online support groups or health-related videos). Each survey respondent was able to answer yes or no for each type of technology use. On the basis of prior literature showing differences in the use of these types of technology, we reported these as independent outcomes rather than an aggregated outcome [13,18]. Therefore, five different regression models have been reported for outcomes in this report.

**Analysis**
The relationships between predictor variables and technology use were assessed using bivariate logistic regressions. In addition, we conducted weighted, multivariable logistic regression analyses to identify factors associated with technology use for each of the five outcomes. Weights were computed using iterative proportional fitting (raking). This technique is used for nonprobability samples and involves iteratively adjusting over a set of variables (ie, age, gender, and education) within each race or ethnicity group to reweight the respondent population to match the distribution of the reference population (ie, San Francisco) [37]. We determined no significant collinearity (tolerance >0.10) between predictor variables. All logistic regressions were done using the PROC SURVEYLOGISTIC procedure of SAS 9.4 statistical software (Cary, North Carolina). All regressions were performed using complete case analyses, which totaled 944 observations (944/1027, 91.92% of respondents). The data analyzed for this study is available from the senior investigators of the SFHINTS study (RH and US).

**Results**

**Participant Characteristics**
The 1027 participants (514 English surveys with 242 non-Hispanic black, 115 Latinx, and 43 non-Hispanic white participants; 256 Spanish surveys; and 257 Chinese surveys) have been previously described (Multimedia Appendix 2: participants' sociodemographic traits) [12,29]. Our cohort had more limited English-proficient participants (344/1027, 33.50%) than the 2017 national HINTS cohort (2%) [9]. In our cohort, 440/1027 (42.84%) participants had limited health literacy, whereas 791/1027 (77.02%) owned smartphones. Nearly one-fifth (178/1027, 17.33%) reported no usual source of care. Over 50% (148 nonintegrated safety net clinics and 378 integrated safety nets) received care in the safety net systems.

**Use of Technology**
As detailed in Table 1, approximately one-third (318/1027, 30.96%) of the participants used an email to communicate with clinicians. Fewer used an SMS text message (218/1027, 21.23%) or an app (136/1027, 13.24%) for communications with clinicians. The use of Web-based videos to learn about health information was common (367/1027, 35.74%). Across all language groups, at least one-quarter of the population reported watching Web-based videos about health. Online support groups were used by the lowest portion of respondents (99/1027, 9.64%). Figure 1 shows the use of technology by language and smartphone ownership. Smartphone owners across all language preferences had higher rates of using all forms of technology.

Table 2 reports results of the bivariate logistic regression analyses for the three predictors of interest. In the unadjusted analyses, all 10 variables impacted the odds of using at least one form of technology (see Multimedia Appendix 3). For the
three predictors of particular interest in our study, in unadjusted analyses, individuals without smartphones had lower odds of using all forms of technology. We also found that individuals who preferred Spanish had lower odds of using an email to communicate with clinicians, whereas individuals who preferred Chinese had lower odds of using an email, an SMS text message, or apps to communicate with clinicians as well as watching Web-based health videos. Relative to respondents with no usual source of care, participants who received care at an integrated safety net, academic tertiary medical center, or integrated payer-provider clinic had higher odds of using technology (ie, emails, SMS text messages, or apps) to communicate with clinicians. Respondents who received care at a private clinic or an integrated payer-provider clinic had higher odds of using Web-based health videos.

In the multivariable analyses, when holding all other variables constant, race or ethnicity, English proficiency, and health literacy no longer significantly predict any of the outcomes, but younger females with more education had higher odds of using at least one form of technology (adjusted odds for all variables are in Multimedia Appendix 4). Of the three variables of primary interest for this report, we found that individuals without smartphones had lower odds of using text to communicate with clinicians, joining online support groups, or watching Web-based health videos (Table 3). Individuals who preferred Chinese had lower odds of using SMS text messages to communicate with clinicians, whereas Spanish-speakers had lower odds of using apps to communicate with clinicians and joining online support groups. Individuals who received care at an integrated safety net, academic tertiary medical center, or integrated payer-provider clinic had higher odds than respondents with no usual care of using emails, SMS text messages, or apps to communicate with clinicians. Respondents that received care at the 2-clinic systems which adopted patient portals the earliest in San Francisco (academic tertiary system and integrated payer-provider) had higher odds of using apps to communicate with clinicians. Participants with care at the private clinic or community hospital had higher odds of watching Web-based health videos.

Table 1. The use of technology to communicate with clinicians or the use of social media for health purposes.

<table>
<thead>
<tr>
<th>Types of technology use</th>
<th>All (N=1027), n (%)</th>
<th>English (n=514), n (%)</th>
<th>Spanish (n=256), n (%)</th>
<th>Chinese (n=257), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology use to communicate with clinicians</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>318 (30.96)</td>
<td>199 (38.7)</td>
<td>76 (29.7)</td>
<td>43 (16.7)</td>
</tr>
<tr>
<td>SMS text message</td>
<td>218 (21.23)</td>
<td>142 (27.6)</td>
<td>56 (21.9)</td>
<td>20 (7.8)</td>
</tr>
<tr>
<td>App</td>
<td>136 (13.24)</td>
<td>92 (17.9)</td>
<td>29 (11.3)</td>
<td>15 (5.8)</td>
</tr>
<tr>
<td><strong>Social media use for health purposes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online support group</td>
<td>99 (9.64)</td>
<td>59 (11.5)</td>
<td>19 (7.4)</td>
<td>21 (8.2)</td>
</tr>
<tr>
<td>Web-based health videos (eg, YouTube)</td>
<td>367 (35.74)</td>
<td>189 (36.8)</td>
<td>109 (42.6)</td>
<td>69 (26.8)</td>
</tr>
</tbody>
</table>

Figure 1. The use of technology for health purposes by smartphone ownership and language preference. Percentage is based on the subset of participants without smart phones (N=236) or with smartphones (N=791) for the left and right panel respectively.
Table 2. Unadjusted odds of using technology for health purposes.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Email with clinician, uOR (^a) (95% CI)</th>
<th>SMS with clinician, uOR (^a) (95% CI)</th>
<th>App with clinician, uOR (^a) (95% CI)</th>
<th>Support group, uOR (^a) (95% CI)</th>
<th>Web-based videos, uOR (^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No smartphone</td>
<td>0.25 (0.12-0.52) (^c)</td>
<td>0.41 (0.17-0.99) (^c)</td>
<td>0.325 (0.13-0.84) (^c)</td>
<td>0.10 (0.04-0.26) (^c)</td>
<td>0.14 (0.07-0.25) (^c)</td>
</tr>
<tr>
<td>Language (^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>0.48 (0.27-0.85) (^c)</td>
<td>0.85 (0.46-1.57) (^c)</td>
<td>0.51 (0.25-1.04) (^c)</td>
<td>0.46 (0.20-1.06) (^c)</td>
<td>0.76 (0.42-1.36) (^c)</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.29 (0.17-0.49) (^c)</td>
<td>0.23 (0.12-0.44) (^c)</td>
<td>0.22 (0.10-0.47) (^c)</td>
<td>0.64 (0.29-1.42) (^c)</td>
<td>0.52 (0.32-0.84) (^c)</td>
</tr>
<tr>
<td>Type of clinic for usual source of care (^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintegrated safety net</td>
<td>1.10 (0.43-2.80) (^c)</td>
<td>0.56 (0.25-1.27) (^c)</td>
<td>0.74 (0.27-2.00) (^c)</td>
<td>0.54 (0.19-1.52) (^c)</td>
<td>0.91 (0.42-1.96) (^c)</td>
</tr>
<tr>
<td>Integrated safety net</td>
<td>2.03 (1.04-3.98) (^c)</td>
<td>3.26 (1.44-7.38) (^c)</td>
<td>1.11 (0.44-2.83) (^c)</td>
<td>0.83 (0.27-2.50) (^c)</td>
<td>1.59 (0.83-3.05) (^c)</td>
</tr>
<tr>
<td>Private clinic or community hospital</td>
<td>1.15 (0.45-2.94) (^c)</td>
<td>0.69 (0.26-1.83) (^c)</td>
<td>1.17 (0.42-3.29) (^c)</td>
<td>0.37 (0.11-1.25) (^c)</td>
<td>2.85 (1.13-7.19) (^c)</td>
</tr>
<tr>
<td>Academic tertiary medical center</td>
<td>14.10 (4.58-43.38) (^c)</td>
<td>4.54 (1.03-20.02) (^c)</td>
<td>9.09 (2.05-40.28) (^c)</td>
<td>1.36 (0.21-8.72) (^c)</td>
<td>3.51 (0.90-13.72) (^c)</td>
</tr>
<tr>
<td>Integrated payer and provider</td>
<td>4.46 (1.71-11.64) (^c)</td>
<td>0.83 (0.30-2.28) (^c)</td>
<td>3.92 (1.22-12.58) (^c)</td>
<td>2.14 (0.57-8.08) (^c)</td>
<td>2.66 (1.10-6.43) (^c)</td>
</tr>
</tbody>
</table>

\(^a\) All odds ratios are weighted but unadjusted within this table.
\(^b\) uOR: unadjusted odds ratio.
\(^c\) \(P < .05\).
\(^d\) The reference categories for the following variables are as follows: language (English), type of clinic (no usual source of care).

Table 3. Adjusted odds of using technology for health purposes.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Email with clinician, aOR (^a) (95% CI)</th>
<th>SMS with clinician, aOR (^a) (95% CI)</th>
<th>App with clinician, aOR (^a) (95% CI)</th>
<th>Support group, aOR (^a) (95% CI)</th>
<th>Web-based videos, aOR (^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No smartphone</td>
<td>0.61 (0.25-1.48) (^c)</td>
<td>0.27 (0.13-0.56) (^c)</td>
<td>1.12 (0.42-2.99) (^c)</td>
<td>0.14 (0.04-0.55) (^c)</td>
<td>0.31 (0.15-0.64) (^c)</td>
</tr>
<tr>
<td>Language (^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>0.69 (0.28-1.69) (^c)</td>
<td>0.51 (0.16-1.62) (^c)</td>
<td>0.34 (0.16-0.75) (^c)</td>
<td>0.30 (0.10-0.92) (^c)</td>
<td>0.66 (0.21-2.02) (^c)</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.97 (0.41-2.30) (^c)</td>
<td>0.25 (0.08-0.79) (^c)</td>
<td>0.32 (0.10-1.03) (^c)</td>
<td>2.01 (0.50-8.06) (^c)</td>
<td>1.00 (0.41-2.41) (^c)</td>
</tr>
<tr>
<td>Type of clinic for usual source of care (^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintegrated safety net</td>
<td>1.02 (0.39-2.66) (^c)</td>
<td>0.64 (0.25-1.63) (^c)</td>
<td>1.12 (0.36-3.54) (^c)</td>
<td>0.55 (0.17-1.81) (^c)</td>
<td>0.68 (0.27-1.69) (^c)</td>
</tr>
<tr>
<td>Integrated safety net</td>
<td>2.36 (1.08-5.12) (^c)</td>
<td>2.96 (1.25-7.04) (^c)</td>
<td>1.60 (0.57-4.54) (^c)</td>
<td>0.47 (0.14-1.57) (^c)</td>
<td>1.35 (0.65-2.83) (^c)</td>
</tr>
<tr>
<td>Private clinic or community hospital</td>
<td>1.02 (0.33-3.15) (^c)</td>
<td>0.72 (0.22-2.33) (^c)</td>
<td>1.41 (0.31-6.42) (^c)</td>
<td>0.19 (0.03-1.08) (^c)</td>
<td>2.65 (1.08-6.51) (^c)</td>
</tr>
<tr>
<td>Academic tertiary medical center</td>
<td>9.08 (2.46-33.5) (^c)</td>
<td>3.39 (0.57-20.19) (^c)</td>
<td>12.41 (2.76-55.89) (^c)</td>
<td>0.70 (0.11-4.28) (^c)</td>
<td>2.50 (0.75-8.29) (^c)</td>
</tr>
<tr>
<td>Integrated payer and provider</td>
<td>2.68 (0.99-7.27) (^c)</td>
<td>0.78 (0.27-2.26) (^c)</td>
<td>4.81 (1.44-16.05) (^c)</td>
<td>1.20 (0.30, 4.80) (^c)</td>
<td>1.79 (0.74-4.32) (^c)</td>
</tr>
</tbody>
</table>

\(^a\) All odds ratios are weighted and adjusted for age, gender, race or ethnicity, English proficiency, education, health literacy, health status, smartphone ownership, language preference, and type of clinic for usual source of care.
\(^b\) aOR: adjusted odds ratio.
\(^c\) \(P < .05\).
\(^d\) The reference categories for the following variables are as follows: language (English) and type of clinic (no usual source of care).

Discussion

Principal Findings

Even in vulnerable, diverse populations, nearly 4 in 5 individuals own a smartphone, with a large portion using mobile technologies to communicate with clinicians. Just over one-third of individuals are watching health-related videos online, including over 1 in 4 participants regardless of language preference. For the most part, many of our findings are consistent with prior literature that females who are younger and better educated are more likely to use digital tools to engage
in their health care [13,16,36]. Importantly, no variable was a significant predictor for all five technology use outcomes, which highlights the importance of distinguishing among different types of digital tools when devising communication strategies for diverse populations. Digital communication strategies may need to be tailored to reach one specific population versus a different population.

Although we had anticipated that smartphone ownership and English language preference would be associated with higher odds of using all types of technology, both factors were significantly associated with only a subset of the outcomes. We had also anticipated that type of clinic should only be associated with the use of technology to communicate with clinicians but found that it was also associated with whether respondents watched Web-based health videos. Unfortunately, we do not have data to explore potential explanations for these findings. However, we can use the technology acceptance model (TAM) [38] as a conceptual model to try to explain why certain populations may be more likely to use technology for each purpose. In the TAM, whether or not an individual adopts a technology is impacted by two main factors: perceived ease of use or perceived usefulness of a given technology.

**Smartphone Possession Alone Does Not Increase the Use of All Types of Technology**

For example, smartphone ownership was a significant predictor only for the use of online support groups, Web-based health videos, and SMS text messaging with clinicians. Using TAM to guide our thinking, we can hypothesize that smartphone owners perceive a greater ease (or usefulness) of only texting a clinician, watching an online health video, or using an online support group. Smartphone ownership was not a significant predictor of using emails or apps with clinicians perhaps because the perceived ease or usefulness of these activities was not as different between smartphone owners and nonowners. We do not have data to assess this perception and propose that future research in digital health equity should explicitly evaluate how provision or ownership of a smartphone alone impacts the use of digital tools to engage with clinicians or Web health resources.

Another potential explanation is that not all smartphone owners have the digital literacy to use all the functions of the smartphone. Studies have shown that digital health literacy, a distinct concept from health literacy, poses a barrier for using digital health tools in underserved populations [39]. A digital equity survey of more than 1000 San Francisco residents found that although 93% owned smartphones, 5% did not have a data plan. Among those with an income less than US $25,000, 79% owned smartphones, but 14% of these smartphone users did not have a data plan [40]. Without data access, users are inherently limited in the number of activities that can be performed on their smartphones. This same survey also found that nearly 25% to 30% of internet users who were non–English speaking, older than 65 years, or had an income less than US $25,000 did not possess basic digital literacy (defined as the ability to search for information, find a website, send an email, or fill out an online form) [40]. Digital literacy may be a mediator or moderator, which explains why smartphone ownership was not found to be an important predictor for all technology outcomes.

Surprisingly, smartphone ownership was not an important predictor of using apps to communicate with clinicians, despite apps necessitating the ownership of a smartphone or tablet. Our survey did not allow us to explore if respondents answered this question while envisioning a patient portal app or an alternative communication app (ie, Facebook messenger, WhatsApp, etc). Regardless, these findings suggest that the apps currently available for communicating with clinicians are not adequately useful or easy to use (TAM constructs) such that smartphone owners are more likely to use apps than nonsmartphone owners. If participants were considering patient portal apps when answering these questions, it further supports assertions that health care system digital communications are not mobile friendly [41].

**Language Preference Predicts Technology Use Patterns Beyond English Proficiency**

We also anticipated that language preference, similar to smartphone ownership, would be associated with all technology use behaviors given the known barriers to communicating with health care clinicians for limited English-proficient patients as well as the higher quantity of English-language health content in the internet [42-44]. Although English proficiency and language preference are often correlated, they are distinct concepts [45,46]. Specifically, studies have found language preference to be associated with acculturation even after accounting for English proficiency measures, and acculturation has been found to impact health information–seeking behaviors [34,47-49].

With this in mind, it is worth noting that English proficiency was not a significant predictor for any of the studied outcomes. On the contrary, both Spanish and Chinese preferences were associated with lower odds of using at least one form of technology. Of note, neither using emails to communicate with clinicians nor watching Web-based videos was significantly impacted by language preference. These findings may suggest that the usefulness or ease of using emails or Web-based health videos is not significantly different for individuals who prefer English vs non-English languages and, therefore, that both these approaches may be potential avenues for communication, which will avoid significantly exacerbating communication disparities already experienced by non-English speakers. Although Web-based health videos have been found in some studies to be an effective means of disseminating information to non–English speaking populations [50-52], earlier studies have suggested differences in email use based on the language (though earlier studies did not consider both English proficiency and language preference) [24].

**Health System Factors May Impact Electronic-Based Communication With Clinicians**

Owing to differences in the digital and EHR infrastructure within different San Francisco health care systems, we anticipated that the type of clinic would impact behaviors surrounding communication habits with clinicians. Moreover, as the reference variable was no usual source of care, we anticipated
that having any usual source of care should result in higher odds of communicating with clinicians. We did find that respondents who received usual care at clinics affiliated with the academic tertiary medical center or the integrated payer-provider health care systems—systems that have had the longest, most established patient portal systems—had higher odds of using apps to communicate with clinicians, potentially through more mature patient portal apps. Notably, care at either of the safety net systems or private clinics not clearly affiliated with large health care systems was not associated with higher odds of using apps. This supports the literature that safety net EHRs are less likely to have usable patient engagement features [23]. It also reinforces findings from a recent study that found patients at safety net systems are less likely to use a patient portal, and patients receiving care at nonacademic medical centers and small health care systems are less likely to access their medical records [53].

The odds of emailing your clinician were higher for individuals whose primary source of care was a clinic affiliated with the integrated safety net or an academic medical center. One possible explanation for this is that many of the clinicians who provide care in the integrated safety net are faculty at the main academic medical center in San Francisco. There may be behaviors or attitudes about patient engagement that are common to these group of clinicians which results in their patients perceiving higher ease or usefulness of emailing their clinician. This is similar to patient portal usage studies that show patient-clinician relationships and clinician attitudes and behaviors about patient portals impact their patients’ use of the patient portal [54,55].

**Limitations**

This study is limited by its reliance on participant self-reporting and sampling of a single city and county, which was inherent in the design to inform local communication efforts. However, we surveyed more than 1000 individuals from groups underrepresented in health information–seeking studies. We did not collect information on who declined to participate in the survey and, therefore, could not report a response rate. This may have resulted in a sampling bias, but weighting our sample should reduce bias, and in-person surveys generally show higher response rates than other survey methods [56]. A small number of observations within the levels of independent variables (eg, college graduates and patients at academic tertiary medical care clinics) resulted in some estimates with wide confidence intervals.

**Conclusions**

We found that even after controlling for other known factors, smartphone ownership, language preference, and type of delivery care system for usual care changed the odds of using technology for health purposes. Smartphone ownership was important for some behaviors and, therefore, ensuring technology and communications are optimized for mobile devices is important. However, none of the studied patient or contextual factors was significantly associated with all behaviors, suggesting that health care systems and public health messages may have to utilize a variety of approaches when using technology–enabled communications to reach a broad population. These communication strategies must be delivered with an eye on equity for diverse, underserved populations to ensure any intervention does not exacerbate the existing disparities. No single solution alone—including the provision of smartphones, creation of non-English communications and workflows, or development of better patient engagement digital infrastructure—is likely to fully address the existing inequities in the use of digital health tools.
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Abstract

Background: Falls are a common health problem, which in the worst cases can lead to death. To develop reliable fall detection algorithms as well as suitable prevention interventions, it is important to understand circumstances and characteristics of real-world fall events. Although falls are common, they are seldom observed, and reports are often biased. Wearable inertial sensors provide an objective approach to capture real-world fall signals. However, it is difficult to directly derive visualization and interpretation of body movements from the fall signals, and corresponding video data is rarely available.

Objective: The re-enactment method uses available information from inertial sensors to simulate fall events, replicate the data, validate the simulation, and thereby enable a more precise description of the fall event. The aim of this paper is to describe this method and demonstrate the validity of the re-enactment approach.

Methods: Real-world fall data, measured by inertial sensors attached to the lower back, were selected from the Fall Repository for the Design of Smart and Self-Adaptive Environments Prolonging Independent Living (FARSEEING) database. We focused on well-described fall events such as stumbling to be re-enacted under safe conditions in a laboratory setting. For the purposes of exemplification, we selected the acceleration signal of one fall event to establish a detailed simulation protocol based on identified postures and trunk movement sequences. The subsequent re-enactment experiments were recorded with comparable inertial sensor configurations as well as synchronized video cameras to analyze the movement behavior in detail. The re-enacted sensor signals were then compared with the real-world signals to adapt the protocol and repeat the re-enactment method if necessary. The similarity between the simulated and the real-world fall signals was analyzed with a dynamic time warping algorithm, which enables the comparison of two temporal sequences varying in speed and timing.

Results: A fall example from the FARSEEING database was used to show the feasibility of producing a similar sensor signal with the re-enactment method. Although fall events were heterogeneous concerning chronological sequence and curve progression, it was possible to reproduce a good approximation of the motion of a person’s center of mass during fall events based on the available sensor information.

Conclusions: Re-enactment is a promising method to understand and visualize the biomechanics of inertial sensor-recorded real-world falls when performed in a suitable setup, especially if video data is not available.

(J Med Internet Res 2020;22(4):e13961) doi:10.2196/13961
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Introduction

Falls are a common health problem that can lead to serious physical consequences such as fractures, reduced quality of life, loss of independence, and institutionalization. Furthermore, fall-related injuries seriously increase mortality in older persons [1]. One-third of community-dwelling older people older than 65 years fall at least once a year, and half of them fall more than once [2]. Besides the individuals’ health burden, falls also have a major social and economic effect with annual costs accounting for 0.85% to 1.5% of the total health care expenditures [3].

Meta-analyses identified about 30 fall risk factors in community-dwelling older persons [4]. These risks include fall history as well as balance and gait problems. Nevertheless, fall risk prediction models show limited performance, which suggests that we do not fully understand the complex interplay of factors triggering fall events. This may be because information about fall events are mainly derived from subjective reports by fallers or proxies, which can be biased in many ways [5]. Lack of reporting or false reporting can be related to cognitive impairment of the subjects, shame of reporting and fear of consequences, or simply due to difficulties in defining a fall [6]. Objective information is rare and, therefore, many aspects including fall-related activities, environmental factors and movement patterns before, during, and after the falling phase remain unclear. Body-worn sensor technology might enhance our understanding of falls and thereby also lead to more effective methods for fall prevention, fall risk assessment, and fall detection. With the rapid development of eHealth, small wearable devices such as body-worn sensor technology can provide objective measures of physical activity and the kinematics of human movement [7].

Although falls are common, it is challenging to capture real-world fall signals due to the long observation period and the limited recording duration of sensor devices. The Fall Repository for the Design of Smart and Self-Adaptive Environments Prolonging Independent Living (FARSEEING) consortium, funded by the seventh European Union Framework Program for Research, has been able to capture and validate real-world falls of older people who have an increased risk of falling, measured by body-worn sensor technology [8]. Analysis of these fall signals showed, for example, that the characteristics presented by inertial sensor measurements are relevant to improve the understanding of the postimpact phase [9]. Movement patterns during the ground phase were different between fall events with and without successful recovery to a standing position. These findings are important for redesigning emergency response processes after falls to better support individuals in cases of an unrecovered fall.

Even though the signals provide precise measures for acceleration, angular velocity, and magnetic north, it is not possible to directly derive visualization and interpretation of movements during a fall event. In contrast, video data facilitates the possibility of estimating the kinematics of falls as well as the fall-related movements before and after the fall event [10]. However, analyzing the complex movement patterns of fallers from planar video data is challenging, due to motions of body segments that are out of the plane or occluded [11]. Furthermore, due to privacy issues, it is usually not possible to capture video data during everyday life. In the absence of well-described real-world fall recordings and due to the huge effort in recording objective fall data, researchers have tried to bridge the knowledge gaps by simulating fall events. However, comparisons between acceleration signals of simulated and real-world fall events has shown that there are considerable differences [12]. This might be due to a lack of real-world data for designing a more suitable and realistic simulation protocol. For example, the preimpact phase was excluded from simulations, but analysis of this phase could identify protective movements or provide a better understanding of the circumstances that lead to a fall. Furthermore, if the simulated fall was self-initiated, the movement pattern differed a lot from the movement pattern of the real-world fall, because the volunteers did not know how to fall in a realistic way. It was shown that the acceleration values were closer to those of real-world fall events when the subjects were forced to fall by releasing them suddenly from a backward lean with the instruction to avoid a fall [12]. To perform more suitable simulations, it is essential to find methods to create a realistic experimental protocol that can be easily reproduced. The obtained information could be of great value and give insight into the causes of falls as well as what happened during the fall. To the best of our knowledge there is no current method to obtain this kind of information based on sensor signals without having another information source such as video. However, such information could help better predict falls and develop new fall prevention interventions as well as fall detection approaches.

Connell and Wolf [13] previously proposed a re-enactment method to validate subjective fall reports. Participants were interviewed and asked to re-enact in detail (if they felt comfortable) all activities, body movements, body part placements, and interactions with the environment at the location of the incident to obtain more precise information. This method of re-enactment is a promising approach to improve simulation protocols and to produce more realistic fall simulations. We adapted the re-enactment method to visualize and enhance the interpretation of sensor signals. The aim of this study was to describe this adapted method and to demonstrate the validity of the re-enactment approach by means of a selected common fall example.

Methods

Real-World Fall Data

Real-world fall data measured by inertial sensors during everyday life were obtained from subjects in different settings (eg, community-dwelling, geriatric rehabilitation) and different populations with moderate to high risk of falling (eg, Parkinson disease, cerebellar and sensory ataxia). All fall events were stored in the FARSEEING database [8]. The process of data collection by combining different sources was approved by the Ethics Committee of the University of Tübingen (495/2012BO2) and the data protection office of the Federal State of Baden-Württemberg, Germany (T 1500/231). The large number of
of real-world fall events within the FARSEEING database facilitated the comparisons of sensor signals that represented similar curve progressions as well as the confirmation of the feasibility to apply the re-enactment method for several diverse fall paradigms. For the purposes of exemplification, we selected one fall event of a female patient (42 years of age, height=154 cm, weight=60 kg, Montreal Cognitive Assessment=27 [14], Timed Up-and-Go=17.72 seconds [15], Short Physical Performance Battery=9 [16]) with ataxia that presented a reliable fall report and sensor signal. The corresponding fall report described the event as a forward fall initiated by stumbling over the entrance door sill. Analysis and interpretation of the triaxial sensor signal concerning movement patterns and curve progression confirmed the fall description. Based on the collected signals from the repository, the selected fall signal represents a common fall paradigm that corresponds with everyday life situations.

**Data Processing**

Data acquisition was performed during the patient monitoring as well as during the re-enactment experiments using the Samsung Galaxy (SG) S3 smartphone worn on the lower back at the lumbar position (L5) with a belt, close to the center of mass. The smartphone includes a triaxial accelerometer (2 g SGS3) sampled at 100 Hz. Data were stored for off-line analysis on the smartphone. Orientation was defined as follows: z=vertical, y=mediolateral, and x=sagittal. Additionally, the re-enactment experiments were captured with a video camera (SGS8, 200-Hz sampling rate) to analyze the movements in detail. For this purpose, the video data and the sensor signal were synchronized to assign specific postures, as seen from the video tape, to each frame of the acceleration signal.

**Re-Enactment Protocol**

Aiming to establish a simulation protocol, the selected fall signal was analyzed with regard to the movement patterns during the prefall phase (5-10 seconds before impact), falling phase, and impact phase as well as the resting and recovery phase with the faller achieving an upright standing position [17]. Based on the signal interpretation, a simulation protocol including identified postures and movement sequences was established. The protocol was conducted by an expert (woman, 28 years of age, height=168 cm, weight=61 kg, healthy, and physically active) in analyzing sensor signals of real-world fall events. Simulations started with the prefall activity and ended with the person standing upright subsequent to the impact phase. The re-enactment method was conducted under safe conditions in a laboratory setting using protective layers of mattresses to reduce the impact and avoid injuries. With the aim of producing a simulated acceleration signal similar to the real-world fall signal the protocol was performed several times. Subsequently, the re-enacted signals were compared to the real-world fall signal, and the protocol was adapted based on the findings after the first re-enactment experiment. Special attention was paid to the z component, as it indicated the motion in vertical direction as well as bending movements of the trunk section. The adapted protocol was conducted again and the newly recorded signals were compared to the original signal. In cases of new findings, the protocol was adapted again as a basis for a further trial. This re-enactment process is visualized in Figure 1. The adaptation of the protocol was repeated until the experiment led to satisfying results that showed a similar curve shape compared to the original signal from the real-world fall event.

**Validation of Re-Enactment Method**

The resemblance between the simulated and the real-world fall signals was analyzed using a dynamic time warping (DTW) algorithm, which enables the comparison of two temporal sequences varying in speed and timing. The DTW algorithm compensated the temporal differences between the sensor signals. Both time series were aligned by stretching the two vectors to minimize the sum of the Euclidean distances between the corresponding points. DTW alignment was processed in R-3.4.2 (R Foundation for Statistical Computing, Vienna, Austria) with the slope-constrained step pattern “asymmetricP1” published by Sakoe and Chiba [18] with open start and open end to achieve time normalization by transforming the time axis of the real-world fall signal pattern (query) onto that of the re-enacted one (template). The slope constraining factor P=1 was chosen due to its best recognition performance, which was also shown in the study of Sakoe and Chiba [18]. Similarity between the curves was calculated by the normalized distance as defined by the Euclidean distance divided by the number of samples in the query.
Results

Figure 2 shows the triaxial acceleration signal of the real-world fall event at the top, and the three acceleration signals recorded during the re-enactment experiments below. The movement sequence of the chosen real-world fall event was as follows: standing unsteady, stumbling over doorsill, falling forward on the knees, and standing up again. The first simulation followed these rough instructions and the result was not satisfying, demonstrated by the second plot from the top. The impact in section 2 could not be simulated realistically due to the soft mattress, and the frequency of the steps in section 1. Focusing on the z component (vertical), the original fall signal showed a steeper slope after the impact compared to the signal of the first simulation. The acceleration values of the simulated signal in section 3 were higher as well as the value of the local minimum in section 6; whereas the values in section 5 were lower compared to the signal of the real-world fall event. Furthermore, the lifting of the upper body in section 4 was barely visible. However, the curve shape in section 3, 5, and 6 was analogous to those of the real-world fall signal. The normalized distance was 2.53, which was the highest value in all experiments. The x component of the first simulated sensor signal showed a similar curve progression in sections 3, 5, and 6 but differed regarding the acceleration values in comparison to the real-world fall signal. For the y component, the curve shape was quite similar compared with the real-world fall signal with slight deviations in section 6. Subsequently, the protocol was adapted: more pronounced steps (section 1), bending forward while kneeling (section 3), and resting in this posture for a short time period.

The second simulation produced more similar acceleration values but was still too high for the z component in sections 3 and 6. The forward bending of the upper body while standing up was not pronounced enough, which was illustrated by the minimal value of the z component in section 6. Furthermore, the z component in section 6 showed two local minima instead of one as shown in the signal of the real-world fall. Section 5 especially showed a time period that was too short. Noticeable was section 4, which was about 7 times longer and included a lot more motion in all three axes compared to the real-world fall event. The x component improved within section 3 and 6, but section 4 and 5 remained different in acceleration values and curve progression. For the y component the curve shape had to be improved, especially in section 4. However, the normalized Euclidean distance was lower for all three axes, indicating a general improvement of the simulation.
Figure 2. Triaxial acceleration signals of a real-world fall event and signals stepwise derived during the re-enactment experiments. Numbers 1 to 6 indicate the particular phases of the fall event (1: prefall phase with steps, 2: stumbling, falling, and impact, 3: resting, 4: raising upper body, 5: resting, 6: straighten up into standing position).

The findings were added to the protocol, and the experiment was repeated with the following instructions: scuttling or less pronounced steps (section 1), stumbling and falling forward on the knees (section 2), bending the upper body forward and touching the ground with the hands for 1 to 2 seconds (section 3), sudden raising (section 4), 4 seconds of resting on the knees with upper body upright (section 5), placing the left foot on the floor and standing up without the upper body swaying (section 6).

The resulting signal of the third simulation experiment is the lowermost subplot in Figure 2. With exception of section 1 and 2, all three axes showed very similar curve shapes compared with the real-world fall signal. The visual similarity was confirmed by the decreased normalized Euclidean distance for
all three axes. The lowest distance was at 1.46, calculated for the x component. The x and z component showed a nearly 30% reduction of the normalized Euclidean distance; although the bending in section 6 could have been more pronounced for the z and x component, and the whole simulated signal was about 6 seconds shorter.

**Figure 3.** Time series alignment of the vertical acceleration signals for the real-world fall event as well as the best-fit re-enacted signal.

**Figure 4** displays the warping path for the vertical (z) component of the real-world fall signal and the re-enacted fall signal derived from accelerometer data. Only one part of the real-world fall signal located around frame 800 showed a dominant discrepancy and led to a sharp bend in the line because of the shorter resting phase (section 5, **Figure 2**) in the re-enacted signal. The DTW algorithm compensated the resulting differences in length within this section by stretching this part of the signal in the re-enacted fall event by repeating each element as many times as necessary.
Figure 4. Time series alignment and warping path calculated using a dynamic time warping algorithm for the vertical component of the real-world and re-enacted fall signal.

Discussion

Principle Findings

Re-enactment was demonstrated as a suitable approach to provide new insight into real-world fall events recorded with inertial sensors, as well as fall events in general. It was possible to simulate fall events more realistically and thereby verify the interpretation even though falls were heterogeneous and showed a high variability due to the 3D movements of the fallers.

To the best of our knowledge, the introduced method is a new approach to reproduce with good approximation the inertial sensor signals of real-world fall events, which allows for more valid fall simulations under safe laboratory conditions. Prior re-enactment studies already showed that this method is adequate to conduct an examination of behavioral and environmental circumstances associated with falls [13]. We modified this approach by enhancing the written fall report with the corresponding real-world fall signal. Reproducing the sensor signal by re-enactment and additional videotaping of the simulation seems to be a suitable method to prove the interpretation of a real-world fall event when video data is missing. By synchronizing video and sensor data, every change in curve progression of the sensor signal can be associated with a specific posture or movement pattern and the circumstances can be retraced more easily.

Comparison between real-world and re-enacted fall signals was performed by applying a DTW algorithm. This method was suitable to measure the similarity between two events of different lengths in the time series. This was an important finding since our experiments demonstrated that it was impossible to simulate fall events chronologically with enough precision in the exact timing of each specific posture. Most other correlation approaches cannot handle this problem. It was further shown that the applied DTW algorithm was able to stretch the signals in a way that enables the characteristic patterns to be assigned to each other. There is no natural threshold for the normalized distance to show an appropriate fit. However, previous studies already indicated that DTW was a suitable approach with regard to pattern recognition in human motion regardless of thresholds [19-22]. Our results also suggest that the DTW approach might be a promising method to detect entire fall patterns or at least parts of the events from accelerometer data. This could also help to further improve fall detection algorithms.
Our results show that the re-enactment method provides a tool to understand fall-related movements. Based on the FARSEEING database, it will be possible to build up a database with sequences of sensor signals that represent specific movement patterns and link the corresponding pictures or video data that show the re-enacted movement. Using such a database in combination with the method of DTW could help to identify movement sequences of newly acquired fall signals and thereby improve the understanding of falls, including the causes and consequences. With this new knowledge it will be possible to develop more reliable fall risk models [23].

The FARSEEING database contains about 200 well-described fall events [8]; however, realistic simulations are still necessary. It seems unrealistic to collect a sufficient number of real-world falls for all open research questions and data intensive analytic methods such as automated machine learning approaches for fall detection. Currently, fall detection is insufficient, such as when implemented in home alarm systems. The main reason seems to be unrealistic simulated falls by younger subjects with insufficient knowledge of real-world falls [12]. Applying such full detection algorithms to real-world situations resulted in high rates of false positive or false negative alarms [24]. The application of data on real-world falls from the FARSEEING database in the algorithm development highly improved the detection performance [25]. However, there is still an unacceptable high false alarm rate. Machine-learning approaches already show promising results in activity recognition based on data from waist-worn inertial sensors [26,27] and might further improve the results, but would need additional realistic fall data.

The re-enactment method will facilitate and enhance the quality of fall simulation to provide more realistic data input for algorithm developers. Volunteers could be trained to simulate real-world falls that were sufficiently similar using re-enacted fall signal data. As a next step, a study is planned to systematically re-enact the falls provided by the FARSEEING database and to analyze the repeatability of the results when re-enactment is performed by different persons.

**Strengths and Limitations**

This new approach was developed and validated to broaden the knowledge of real-world fall events and close the information gap in cases of missing or fragmentary fall description. A remarkable strength of this study is the development of the re-enactment method based on real-world fall data derived from the FARSEEING meta database, which is currently the largest collection of real-world fall events recorded with inertial sensors [8]. Although fall events are heterogeneous, it was possible to compare several real-world data sets with a similar fall scenario and to identify fall paradigm-specific patterns, which could be replicated within the re-enactment protocol and lead to realistic simulations. Furthermore, it seems that re-enactment can be performed by any person able to simulate the fall event without matching the clinical characteristics of the original faller. Shawen et al [28] even demonstrated that a fall detection approach based on the inertial sensor signals of healthy participants recorded with a smartphone can be used to resemble characteristics of other populations, such as individuals using prostheses. Even though we introduced the re-enactment method by means of only one exemplary real-world fall event, this new approach is feasible for several real-world fall data with similar results as shown. Further examples can be found in the Multimedia Appendicies 1-3.

However, this method has several limitations. Due to safety conditions the re-enactment experiments had to be performed with constraints on the impact phase. A soft mattress was used to lessen the impact during re-enactment experiments. Therefore, the acceleration values caused by the impact differ from those of real-world fall signals. Nevertheless, the reliable alignment of both signals can be seen in Figure 3. The DTW algorithm that was used is able to match the signals on the basis of a similar curve progression, despite the values in the original and re-enacted signals differing in the relatively short part of the impact phase. However, when focusing on the impact phase it will be necessary to use signals derived from real-world falls with sufficient ranges of acceleration. It was previously shown that signals derived from simulated impacts were not acceptable, at least when fall detection algorithms were evaluated [29].

Even though the simulation of fall events, including all phases, is feasible in general, less dominant motions might have been overlooked and not reproduced by re-enactment. Due to the fact that no video data were available from the real-world fall events, the re-enacted movements were impossible to verify. In addition, the fall reports were often limited and provided little to no information concerning movement behavior and circumstances.

Furthermore, we only performed the re-enactment method for common fall paradigms such as stumbling over a doorsill or falling backwards while opening a door. It seems that these paradigms can be reliably simulated in a laboratory. However, every paradigm might not be transferable in an experimental setting (eg, falling due to dizziness or collision with another person).

**Conclusions**

The re-enactment approach provides a possibility to generate data that is similar to those of real-world fall events. This method could help to better understand real-world falls and further improve the simulation of fall events to increase the available realistic fall data for algorithm development.
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Abstract

Background: Several studies have shown that facial attention differs in children with autism. Measuring eye gaze and emotion recognition in children with autism is challenging, as standard clinical assessments must be delivered in clinical settings by a trained clinician. Wearable technologies may be able to bring eye gaze and emotion recognition into natural social interactions and settings.

Objective: This study aimed to test: (1) the feasibility of tracking gaze using wearable smart glasses during a facial expression recognition task and (2) the ability of these gaze-tracking data, together with facial expression recognition responses, to distinguish children with autism from neurotypical controls (NCs).

Methods: We compared the eye gaze and emotion recognition patterns of 16 children with autism spectrum disorder (ASD) and 17 children without ASD via wearable smart glasses fitted with a custom eye tracker. Children identified static facial expressions of images presented on a computer screen along with nonsocial distractors while wearing Google Glass and the eye tracker. Faces were presented in three trials, during one of which children received feedback in the form of the correct classification. We employed hybrid human-labeling and computer vision–enabled methods for pupil tracking and world–gaze translation calibration. We analyzed the impact of gaze and emotion recognition features in a prediction task aiming to distinguish children with ASD from NC participants.

Results: Gaze and emotion recognition patterns enabled the training of a classifier that distinguished ASD and NC groups. However, it was unable to significantly outperform other classifiers that used only age and gender features, suggesting that further work is necessary to disentangle these effects.

Conclusions: Although wearable smart glasses show promise in identifying subtle differences in gaze tracking and emotion recognition patterns in children with and without ASD, the present form factor and data do not allow for these differences to be reliably exploited by machine learning systems. Resolving these challenges will be an important step toward continuous tracking of the ASD phenotype.

(J Med Internet Res 2020;22(4):e13810) doi:10.2196/13810

http://www.jmir.org/2020/4/e13810/
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Introduction

Background
Autism Spectrum Disorder (ASD) continues to be one of the most important public health challenges we face today, with 1 in 59 American children affected by it [1-3]. Children with autism are well known to differ from neurotypical controls (NCs) in their emotion recognition and facial processing patterns [4-9]. There are several leading theories about facial processing in ASD, and the underlying biological mechanisms are not fully understood [10-12]. However, children with autism exhibit many observable symptoms in facial attention, such as a lack of eye fixation, increased fixation on mouths [13], and requiring more time to extract emotions from faces [14]. Prior studies have found that individuals with autism have particular trouble recognizing certain emotions [15], such as happiness, neutrality [16], surprise [13,17-19], and fear [16,20]. At a more abstract level, they have been shown to struggle with making complex social judgements about trustworthiness, shame, and approachability [8]. These eye contact and facial affect recognition skills are important to improve social functioning [5], but the methods currently used to measure and track such skills are delivered in clinical settings or via trained administrators [21,22] outside of the social context where these skills are practiced.

Measuring emotion recognition and eye gaze in children with autism through mobile and wearable machine learning platforms has the potential to fill this gap for continuous phenotyping [23-28] during natural social interactions. Thus far, emotion recognition [8,16,20] and social attention [29,30] in autism have mostly been studied in isolation. Both have separately been proposed as indicators for diagnosis and quantification of autism. We hypothesized that they are deeply linked and studied them together as potential markers for phenotyping using wearable smart glasses and eye tracking.

Objectives
In this study, we compared gaze and emotion recognition pattern data from 16 children with ASD to 17 NCs participating in an in-lab computer-based emotion recognition task to determine if gaze differences exist between ASD and NC children. Participating children were tasked with identifying emotions of standardized faces on a computer screen. During the task, they wore an early prototype of a Google Glass–based emotion recognition learning aid named Superpower Glass [9,23,31-34], fitted with a custom-built eye tracker that followed children’s gaze looking at emotional stimuli or distractors. This prototype is one of several attempts [35-37] to use Google Glass as a learning aid for children with ASD. A prior analysis focusing only on the emotion recognition data obtained from this study showed that ASD and NC participants differed only subtly in emotion recognition accuracies but that participants from the two groups showed noticeably different patterns in their emotion responses [31]. Children were eager to engage with the smart glasses, showing promise for the form factor. In analyzing gaze-tracking data from this study, we aimed to explore whether combining gaze and emotion recognition data may yield better distinguishing features for the two groups. We hypothesized that (1) the NC and ASD groups differ in gaze attention patterns and (2) this difference enables us to design an interpretable machine learning classifier distinguishing the two groups on our wearable platform.

Methods

Participants
Families were recruited from February 25, 2015, to January 26, 2016, at Stanford University via the Autism and Developmental Disabilities Research Registry, referrals to the Autism and Developmental Disabilities Clinic, the Developmental Behavioral Unit of Lucile Packard Children’s Hospital, and through academic presentations. ASD participants were included if they were between the ages of 6 to 17 years and if they provided an official autism diagnosis confirmed via medical record. We assessed parent reports of each child’s diagnosis via the Social Communication Questionnaire (SCQ) [38]. Participants are screened positively for ASD if they scored >16 on the SCQ. ASD participants were excluded if they had (1) evidence of a genetic, metabolic, or infectious etiology for their autism (in other words, had syndromic autism) based on medical record; (2) history of seizures or other neurologic disorders; (3) vision impairment; and/or (4) history of personality or bipolar disorder. NC participants were excluded if they had any of the following: (1) a score >14 on the SCQ, (2) a history of mood or personality disorder confirmed via parent report or medical record, (3) a sibling diagnosed with ASD or schizophrenia, (4) a history of seizures and/or other neurologic disorder, or (5) vision impairment.

Procedure
Eligible participants (both parents and children) provided written informed consent under an approved institutional review board (IRB) protocol. Following consent, a trained research assistant delivered the Stanford Binet Intelligence Scales, Fifth Edition, Abbreviated Battery Intelligence Quotient (ABIQ) [39] to each child participant, and parents completed the Social Responsiveness Scale (SRS)-2 [40]. Demographic and evaluation results are demonstrated in Table 1.

Participants wore Google Glass fitted with an eye tracker over the course of a 20-min computer task in which they were asked to identify the emotion (ie, happy, sad, angry, scared, disgust, surprised, and calm) portrayed by child actors on a screen. Before the task began, participants were familiarized with the list of facial emotions they would be asked to choose from. Participants were seated approximately 25 inches from the 24-inch screen (1920×1200 resolution) so that stimuli were presented at the eye level. Researchers conducted three successive trials using 125 images selected from the Child...
Affective Facial Expression (CAFE) dataset [41], balanced in each trial for race, gender, and emotion expression (T1 N=41, T2 N=42, and T3 N=41). The CAFE dataset is a set of diverse faces of children aged 2 to 8 years (mean 5.3 years, SD 1.5; range 2.7-8.7) depicting seven emotional facial expressions (ie, sad, happy, surprise, anger, disgust, fear, and neutral). The full set of 154 images includes 90 female and 64 male children that represent an even balance of African American, Asian, white, Latino, and South Asian racial groups [41]. Along with each facial affect image, each frame during all three trials displayed two nonsocial images of high autism interest (ie, Legos, train, and car) that have been previously validated [42] to its right and left to create an opportunity for distraction from the center emotion expression image (see Figure 1). Each facial stimulus covered approximately 49% of the width and 87% of the height of the screen. The two distractors were each displayed at approximately 17% screen width and 31% screen height.

Facial images and corresponding distractor images were displayed for 6 seconds before the participant was prompted to choose from a list of the seven possible emotions. The list of emotions was displayed until the participant verbally responded. The glasses were deactivated during the first and third trial. In the second trial, after 3 seconds of displaying the image, the glasses played an audio cue, speaking out the correct labeled emotion for the displayed image, emulating the emotion recognition functionality of the glasses. The first 4 participants received visual feedback in the form of a word shown on the heads-up display indicating the emotion, but this was found to be distracting, with reading ability strongly affecting behavior, and was replaced by auditory cues [9,31]. Between each trial, the eye tracker was recalibrated. Between every eight images within each trial, a dot displaying at its center a dancing Santa Claus appeared in the middle of the screen for 5 seconds to draw the child’s attention to the middle of the screen for validation of the eye tracking calibration. The sessions were all video recorded, and a researcher accompanied the participant through the task, recording the response option. Emotion classification responses were confirmed via the video session recording. During the second trial, participants received feedback from the glasses indicating the correct emotion classification.

Table 1. Cohort composition after excluding study failures. Medication/comorbidity surveys were not completed by 5 participants from the autism spectrum disorder cohort.

<table>
<thead>
<tr>
<th>Demographic and phenotypic characteristics</th>
<th>Autism spectrum disorder (N=16)</th>
<th>Neurotypical controls (N=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>13 (81)</td>
<td>9 (53)</td>
</tr>
<tr>
<td>Females</td>
<td>3 (19)</td>
<td>8 (47)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Communication Questionnaire score, mean (SD; range)</td>
<td>12.13 (3.31; 6-17)</td>
<td>11.53 (2.48; 8-17)</td>
</tr>
<tr>
<td><strong>Social Responsiveness Scale Total score, mean (SD; range)</strong></td>
<td>18.86 (6.43; 7-31)</td>
<td>1.82 (1.07; 0-4)</td>
</tr>
<tr>
<td><strong>Comorbid psychological conditions, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety disorder/depression</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>1 (9)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Current medication, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methylphenidate</td>
<td>3 (27)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Arginine vasopressin</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Guanfacine extended release</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sertraline</td>
<td>2 (18)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Carbamazepine</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Aripiprazole</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Dexamphetamine</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Allergy medication (unspecified)</td>
<td>0 (0)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other (unspecified)</td>
<td>0 (0)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>No medication</td>
<td>4 (36)</td>
<td>15 (88)</td>
</tr>
</tbody>
</table>

aN=11.
Gaze-Tracking Apparatus

The Google Glass worn by the participant was fitted with a custom 3D-printed mount that slid onto the unit’s prism, holding a repurposed Microsoft LifeCam HD-6000 Webcam acting as an eye tracker (Figure 1). The webcam was modified by breaking and removing its infrared filter and replacing two indicator light emitting diodes with infrared emitters to produce a low-cost pupil recording device. The mount and modified webcam were adapted from the open source Pupil Project prototype [43]. A number of different mounts were 3D-printed such that at the beginning of each session, a mount could be chosen that provided the best view of the participant’s eye. The webcam was connected to the computer, displaying the facial stimuli, where outward-facing video from the Glass unit was recorded and synchronized with the inward-facing eye video. The total hardware cost of the eye tracker add-on was approximately US $35.

Gaze-Tracking Data

In what follows, we have briefly outlined the procedure for obtaining gaze-tracking estimates. Details are given in Multimedia Appendix 1.

Pupil Tracking

We employed hybrid pupil identification methods, including maximally stable extremal regions [44], a gradient-based method [45] and an optical flow approach [46].

Calibration for World-Gaze Spatial Correspondence

Each participant performed four calibration processes, one at the beginning and one after each trial, yielding pupil coordinates (relative to the field of view of the eye-facing camera) and corresponding coordinates of the direction of gaze (referred to as world-gaze coordinates relative to the field of view of the front-facing camera). The true-value of the direction of each eye gaze event was assumed to be the direction of the stimulus provided on-screen, with no verification procedure. For each calibration, a separate polynomial regression was performed, yielding four candidate gaze prediction models. The gaze prediction models each provided, for each frame (image captured by camera), a predicted direction of eye gaze in world-gaze coordinates.

Each participant’s eye tracking session was then manually inspected and partitioned into time intervals for which of the four calibration models, or none, visually appeared to apply.

Gaze Clusters

Using the world-gaze coordinate estimate, we coded each frame as 1 of 4 categories: (F) on the facial stimulus, (L) on the left distractor stimulus, (R) on the right distractor stimulus, or (N) “nowhere in particular.” Calibration and gaze cluster labeling were semiautomated processes that were performed by independent labelers. Further details and interlabeler reliability data are provided in Multimedia Appendix 1.

Outlier Exclusion

In some instances, various failures (eg, camera slipping out of the mount made gaze tracking infeasible) led to unusable data. Trials with such data were discarded as outliers upon visual inspection. Detailed criteria are available in Multimedia Appendix 1.

Hypothesis 1: Gaze Pattern Analysis

To test hypothesis 1, we calculated the following distraction ratio for each participant $p$ and each facial stimulus $s$ in each trial $t$:

We plotted a histogram to visualize the differences between ASD and NC in gaze patterns throughout the task. We averaged the distraction ratios for multiple trials for each participant to arrive at a per-participant distraction ratio $d(p)$. We then performed 1-tailed $t$ tests on the distraction ratio aggregated across groups (ASD vs NC) to test the primary hypothesis. We also performed exploratory $t$ tests on the $d(p,s,t)$ across groups. However, this assumes what is likely an unreasonable noise model in which the $d(p,s,t)$s are independent within the same participant.

To make a more direct comparison between attention to face and attention to distractions, we further computed the given $p$, $s$, and $t$ as mentioned earlier:

This excludes frames coded as N from the denominator. We then averaged $d^{FLR}$ over all stimuli in trial $t$ corresponding to true-value emotion $e$ to obtain $d^{FLR}_e(p,t)$.
Hypothesis 2: Machine Learning Classification

To test hypothesis 2, we designed a machine learning classifier predicting binary ASD vs NC from the following features:

- Emotion confusion matrices (cm; 49-dimensional): 7x7 confusion matrices were computed for each participant across the entire trial, defined as the square matrix with rows and columns corresponding to the possible emotion responses, with entry in row r and column c to be the number of frames for which the true depicted emotion corresponds to r, but the participant inputted the emotion corresponding to c. The confusion matrices were then normalized such that all rows summed to 1. Each element of the resulting normalized confusion matrix was extracted as an independent feature.

- Gaze patterns (gaze; 123- or 126-dimensional, depending on the trial): For the 6-second duration of eye tracking corresponding to a face in the trial, several features were extracted: the percentage of frames spent looking directly at the face as opposed to either of the distractors, percentage of changes of gaze fixation directed toward the face, and the number of frames elapsed before looking directly at the face. Each face contributed three of these additional features to the large pool of features.

- Participant metadata (pat; 2-dimensional): The participant’s age and gender were considered meta-features.

This yielded a total of 219 features per trial for consideration. As this number far exceeds the number of participants, regularization was important to prevent model overfitting. An elastic net model was chosen as the base classifier, as this model incorporates both lasso and ridge regularization. Our primary model, then, was an elastic net classifier trained and evaluated on all available trial data using all features, concatenated by trials. For various ablations, we trained elastic net classifiers and standard logistic regression classifiers on subsets of the features and the three trials individually. We evaluated accuracy across all classifiers using leave-one-participant-out cross-validation. We performed Monte Carlo shuffling tests to assess the statistical significance of classifier predictions. For logistic regression, we identified hyperparameters, including the type of regularization (l1 or l2), automatically using grid search on the training sets. Note that the logistic regression models are a special case of elastic net in which one of the regularizing terms is set to 0. In practice, optimizers for elastic net can perform unstably in these edge cases, and so we included the logistic regression model as a way of better optimizing over hyperparameters.

Results

Overview

Between February 25, 2015, and January 26, 2016, we enrolled 43 (ASD=23; NC=20) participants at Stanford University under a Stanford University IRB-approved protocol. We were unable to use data from 10 participants because of the following technical errors: 4 NC participants were excluded because they had received an early version of the Superpower Glass intervention, which included a visual display of the correct word describing the emotion displayed in the second trial but were unable to read those cues or complete the computer task. After realizing this failure, the prototype was adapted such that the remaining participants received only audio cues. Five ASD participants were excluded because of an image order randomization error as they received visual stimuli in a different order than all other participants. Finally, 1 ASD participant experienced a health issue during the study that was unrelated to the study procedures and was unable to complete study procedures.

The following analysis was conducted with 16 ASD participants (mean age 12.13, SD 3.3 years) of whom 81% (13/16) were male and 17 NC participants (mean age 11.53, SD 2.5 years) of whom 53% (9/17) were male. See Table 1 for additional participant demographics including SCQ, SRS, and ABIQ scores.

Hypothesis 1: Gaze Pattern Analysis

Children with ASD showed a higher mean distraction ratio (mean 0.0433, SD 0.0911) than NCs (mean 0.0139, SD 0.0215), but this difference was not significant across the 33 participants in a 1-tailed t test (P=.12).

When per-facial-stimuli distraction ratios d(p,s,t) were compared (1792 ASD samples and 1756 NC samples), a significant difference between ASD and NC datapoints was observed, making an independence assumption for the data within each of the two groups (uncorrected P<.01). A histogram of distraction ratios is shown in Figure 2 and reveals that distraction was higher and more inconsistent in participants with autism than in NCs.

Similarly, we plotted N-frame-excluding distraction counts d<sub>e</sub>FLR(p,t), averaged over all participants in the ASD and NC groups, keeping each emotion separate (Figure 3). Averaging over each emotion, we found no significant differences in the means between groups (P=.11 in trial 3, higher in others), owing largely to the high variance in the ASD group.
Figure 2. A histogram of the distraction ratio of autism spectrum disorder (ASD; red) and neurotypical control (NC; blue) participants on a logarithmic scale. On average, the ASD group looked at facial stimuli for less time than NCs. However, there is also considerable overlap between the groups that reduces the predictiveness of gaze features in the individual diagnosis prediction task.

Figure 3. Histograms of (N-frame excluding) distraction ratio deFLR(p,t) of autism spectrum disorder (red) and neurotypical control (blue) participants, averaged over participants and broken down by emotion.

Hypothesis 2: Machine Learning Classification
Cross-validation confusion matrices for an elastic net classifier trained on all features are presented in Figure 4. Across all trials, the model achieved a classification accuracy of 0.71 ($P=.52$ using Monte Carlo shuffling; see Figure 5).

Elastic net classification accuracies and uncorrected significance tests for all feature combinations are presented in Table 2. Classifiers trained on some gaze and expression recognition features were able to outperform those trained on combinations of pat, conf, and cm features in some cases, with significant $P$ values on a shuffling test achieving significance before (but not after) a Bonferroni correction. Performance was best on all-trial features as well as data restricted to trial 1. However, given the relatively high performance on participant metadata (age and gender), we could not conclude that gaze and expression recognition features enhance classification. Elastic net models
outperformed logistic regression ablation models in most tasks, including the primary pat-gaze-cm-conf model, suggesting a need for regularization in this dataset.

Figure 4. Cross-validation confusion matrices for the elastic net classifier trained on all features (pat, gaze, conf, and cm) for trials 1, 2, and 3, and features from all trials concatenated (accuracies in parenthesis). Autism spectrum disorder and neurotypical control participants are most distinguishable in trial 1, the first trial conducted which was before receiving any feedback or adjusting to the task. cm=Emotion confusion matrices; conf=Emotion confusion details; gaze=Gaze patterns; pat=Participant metadata.

Figure 5. The shuffle test visualization for the elastic net classifier trained on all features (pat, gaze, conf, cm) concatenated for all trials yielding $P=.05$. cm=Emotion confusion matrices; conf=Emotion confusion details; gaze=Gaze patterns; pat=Participant metadata.
Table 2. Classification accuracies and significance tests for the elastic net classifier trained on different feature combinations and trials. All shuffle tests were performed for 2500 iterations and checked for convergence.

<table>
<thead>
<tr>
<th>Data tested</th>
<th>All trials</th>
<th>Trial 1</th>
<th>Trial 2</th>
<th>Trial 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy, %</td>
<td>P value</td>
<td>Accuracy, %</td>
<td>P value</td>
</tr>
<tr>
<td>pat(^a) (baseline)</td>
<td>71.0</td>
<td>.04</td>
<td>71.0</td>
<td>.04</td>
</tr>
<tr>
<td>pat-gaze-cm-conf (full)</td>
<td>71.0</td>
<td>.05</td>
<td>74.2</td>
<td>.03</td>
</tr>
<tr>
<td>cm(^b)</td>
<td>67.7</td>
<td>.08</td>
<td>67.7</td>
<td>.09</td>
</tr>
<tr>
<td>conf(^c)</td>
<td>64.5</td>
<td>.16</td>
<td>58.1</td>
<td>.23</td>
</tr>
<tr>
<td>cm-conf</td>
<td>64.5</td>
<td>.13</td>
<td>61.3</td>
<td>.17</td>
</tr>
<tr>
<td>gaze(^d)</td>
<td>83.9</td>
<td>.002</td>
<td>83.9</td>
<td>.00</td>
</tr>
<tr>
<td>gaze-conf</td>
<td>83.9</td>
<td>.004</td>
<td>80.6</td>
<td>.01</td>
</tr>
<tr>
<td>gaze-cm</td>
<td>71.0</td>
<td>.05</td>
<td>64.5</td>
<td>.10</td>
</tr>
<tr>
<td>gaze-cm-conf</td>
<td>71.0</td>
<td>.05</td>
<td>74.2</td>
<td>.04</td>
</tr>
<tr>
<td>pat-gaze</td>
<td>77.4</td>
<td>.02</td>
<td>71.0</td>
<td>.04</td>
</tr>
<tr>
<td>pat-gaze-cm</td>
<td>71.0</td>
<td>.05</td>
<td>64.5</td>
<td>.11</td>
</tr>
<tr>
<td>pat-gaze-conf</td>
<td>74.2</td>
<td>.04</td>
<td>67.7</td>
<td>.11</td>
</tr>
<tr>
<td>pat-cm</td>
<td>58.1</td>
<td>.21</td>
<td>54.8</td>
<td>.25</td>
</tr>
<tr>
<td>pat-conf</td>
<td>64.5</td>
<td>.14</td>
<td>61.3</td>
<td>.19</td>
</tr>
<tr>
<td>pat-cm-conf</td>
<td>61.3</td>
<td>.17</td>
<td>48.4</td>
<td>.45</td>
</tr>
</tbody>
</table>

\(^a\) pat: participant metadata.
\(^b\) cm: emotion confusion matrices.
\(^c\) conf: emotion confusion details.
\(^d\) gaze: gaze patterns.

Discussion

Principal Findings

In this study, we compared gaze and emotion recognition pattern data of 16 children with ASD with 17 NCs. Participants completed an in-lab computer-based emotion recognition task, where they wore an early prototype of the Superpower Glass system [9,31,32], a Google Glass–based emotion recognition learning aid, as well as a custom-built eye tracker attached to the glass that followed children’s gaze looking at an emotional or distractor stimulus. In this limited data sample, we were unable to construct a machine learning classifier that reliably exploits these differences to predict ASD severity, to an accuracy significantly beyond that of the use of the age and gender data baseline. Although some models modestly outperformed a metadata-only baseline, prediction margins and significance did not hold up consistently across various ablations. Considering the large variance in gaze distraction in the ASD cohort, more data, perhaps more balanced for age and gender across cohorts, are likely required to develop a reliable model of greater use. A larger, more balanced corpus of data would also enable the use of more complex statistical models, such as artificial neural networks, which have the capacity to capture more complex structure within the data.

As an increasing amount of research work points to differences in facial attention in ASD [10-14], this study adds evidence that children with autism, when presented with facial stimuli relevant to a task involving social judgement, along with other, distracting stimuli, are more likely to attend to the distracting stimuli more. However, it also cautions that, just like with the literature on emotion recognition [16-20], this difference is subtle. Large and well-structured datasets are required to develop a diagnostic and phenotyping marker from this effect. Classical eye tracking studies have explored the subtlety of this effect in greater detail [30,47-52] and showed that it can vary depending on the emotional stimulus and setup. Some studies also observed that children with ASD pay more attention to the mouth than the eye region during an emotion recognition task [30,49-51]. The gaze data collected by our system was too noisy to test for these subtler effects. The prevailing belief in the literature was that facial attention differences are very clear in ASD, so we hypothesized that distraction ratios across an emotion recognition task alone were enough to distinguish ASD vs NC reliably. We now believe that integrating further subtlety through robust gaze-tracking hardware will be required to design a phenotyping marker from this effect.

Limitations

Our study had a number of limitations including:

- **Limited age range:** The age range of participants was limited to 6 to 17 years in this study. Unfortunately, this age range is not representative of children who are in critical periods of development for cognition and speech, and therefore further feasibility testing on younger children is necessary.
• **Imbalanced gender ratio:** In this study, we observed a gender ratio of 13 males to 3 females in our ASD cohort. Though males are substantially more likely to be diagnosed with autism than females by an average ratio of 4 males:1 female, the reported imbalance still presents a gender bias between our sample population of children with ASD to our NC children. Furthermore, there are gender differences in both neurotypical and ASD children on emotion recognition and gaze tasks [15], which may have exacerbated by our imbalanced cohorts.

• **Limited coverage of the autism spectrum:** Only 3 of our 16 ASD participants had an ABIQ lower than 80 (between 55 and 79), suggesting that 13 of our 16 recruited ASD participants can be classified as children with high-functioning ASD. This limits our findings, as their performance may not be reflective of children from across the autism spectrum.

• **Chinrest added after study started:** Due to too much head movement by the first 4 participants, we added a chinrest to provide additional stability for the remaining subjects. This was an issue especially because more ASD subjects took part in the study later on. This confound may be exploited by the classifiers.

• **Nonstandard eye tracking:** The eye tracking system used in this study was custom-built and has not been evaluated on a standard dataset or compared with standard eye trackers. The mount and camera shifted during the study, requiring recalibration. A series of manual checks were employed to correct for these issues and ultimately manually annotate much of the pupil and world-gaze coordinates, as described in Multimedia Appendix 1. The mount occluded roughly 15% of the field of view in the lower region for most participants, which may have had a greater distracting effect on participants in the ASD group with tactile sensitivities.

Furthermore, more and better-structured data of this form may still leave our understanding incomplete for fundamental ethological reasons. There remain many uncertainties about the motivational factors, neurocognitive processes, and temporal requirements of combined facial engagement and emotion recognition. These uncertainties make it a challenge to design an experiment with “just right” parameters, even now, when technology seems increasingly up to the task. For the work described in this study, to measure both emotion recognition and attention to faces simultaneously, we used video-presented static photos of children and had the children look at these photos for 6 seconds to be sure they had the maximum opportunity to perform at their best. Although the photos in the CAFE dataset are naturalistic and representative of diverse children, this experimental condition is quite divergent from real-life social interactions with moving children and fleeting displays of facial emotion. Furthermore, there are obvious differences between looking at the face of a child on a video screen and naturalistic facial engagement between two children. Given the differences between these experimental conditions and “real life,” the field still does not have enough information to know how divergent our experimental data (or another with different parameters attempted) might be from the ecologically valid situations.

### Future Outlook
To build a robust dataset toward at-home continuous phenotyping, the best course of action will be to capture the data at home as well. Key ingredients for building a robust dataset toward at-home continuous phenotyping are as follows: (1) large-scale in-home data acquisition, (2) augmented reality platforms integrating robust eye tracking, (3) game design for at-home analysis platforms, and (4) the use of clearly-defined and measurable experimental parameters [24]. We hope that in future studies, analyses on gaze and expression response in ASD can be made on data gathered in the home, in less-controlled settings, performed by families without the express need for specialist input. However, given that follow-up studies on the Superpower Glass system show heterogeneity in less-restricted data collection, this will likely be a challenge for effective human-computer interaction design: producing appropriate user interfaces and games that homogenize use in ways so as to lower the natural variability of measurement [28]. We expect data acquisition to be bolstered significantly by robust gaze-tracking hardware that can be developed at a low cost. Much of the low-cost gaze-tracking system envisioned for this study showed limitations once put on the children and had to be met with relatively expensive manual data recovery efforts. Further generations of the Superpower Glass system have not used the eye tracker in at-home studies because of its bulkiness and calibration issues [34,53]. As newer augmented reality devices entering the market begin to implement native gaze tracking, it is likely that these issues can be overcome.
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Abstract

Background: People often search the internet to obtain health-related information not only for themselves but also for family members and, in particular, their children. However, for a minority of parents, such searches may become excessive and distressing. Little is known about excessive web-based searching by parents for information regarding their children’s health.

Objective: This study aimed to develop and validate an instrument designed to assess parents’ web-based health information searching behavior, the Children’s Health Internet Research, Parental Inventory (CHIRPI).

Methods: A pilot survey was used to establish the instrument (21 items). CHIRPI was validated online in a second sample (372/384, 96.9% mothers; mean age 32.7 years, SD 5.8). Item analyses, an exploratory factor analysis (EFA), and correlations with parents’ perception of their children’s health-related vulnerability (Child Vulnerability Scale, CVS), parental health anxiety (modified short Health Anxiety Inventory, mSHAI), and parental cyberchondria (Cyberchondria Severity Scale, CSS-15) were calculated. A subset of participants (n=73) provided retest data after 4 weeks. CHIRPI scores (total scores and subscale scores) of parents with a chronically ill child and parents who perceived their child to be vulnerable (CVS+; CVS>10) were compared with 2x2 analyses of variances (ANOVAs) with the factors Child’s Health Status (chronically ill vs healthy) and perceived vulnerability (CVS+ vs CVS−).

Results: CHIRPI’s internal consistency was standardized alpha=.89. The EFA identified three subscales: Symptom Focus (standardized alpha=.87), Implementing Advice (standardized alpha=.74) and Distress (standardized alpha=.89). The retest reliability of CHIRPI was measured as $r_{tt}=0.78$. CHIRPI correlated strongly with CSS-15 ($r=0.66$) and mSHAI ($r=0.39$). The ANOVAs comparing the CHIRPI total score and the subscale scores for parents having a chronically ill child and parents perceiving their child as vulnerable revealed the main effects for perceiving one’s child as vulnerable but not for having a chronically ill child. No interactions were found. This pattern was observed for the CHIRPI total score ($\eta^2=0.053$) and each subscale (Symptom Focus $\eta^2=0.012$; Distress $\eta^2=0.113$; and Implementing Advice $\eta^2=0.018$).

Conclusions: The psychometric properties of CHIRPI are excellent. Correlations with mSHAI and CSS-15 indicate its validity. CHIRPI appears to be differentially sensitive to excessive searches owing to parents perceiving their child’s health to be vulnerable rather than to higher informational needs of parents with chronically ill children. Therefore, it may help to identify parents who search excessively for web-based health information. CHIRPI (and, in particular, the Distress subscale) seems to capture a pattern of factors related to anxious health-related cognitions, emotions, and behaviors of parents, which is also applied to their children.
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KEYWORDS
hypochondriasis; internet; health behavior; health knowledge, attitudes, practice; questionnaire; children; parents

Introduction

Background

The internet is a ubiquitous source of information. In 2017, 3.6 billion people worldwide have used the internet [1]. More than half of them (55%-85%) used the internet to search for health-related information [2-5]. Seeking health information on the internet has many benefits, such as convenience, greater perceived anonymity with searching for Web-based health information related to their children’s health. Sometimes parents are even able to arrive at the correct diagnosis when the attending pediatrician has failed to do so [39]. The vast majority (89%-90%) of parents who have used the internet to find information related to their children’s health found it useful [26,40,41] and many (67%) said it had influenced the medical decisions made on behalf of their child [40]. Interestingly, only a minority of parents chose to discuss the results of their Web search with their child’s doctor [26].

However, despite the clear benefits of searching the internet for health information, 18% [26] to 30% [42] of parents reported finding the websites confusing and distressing or felt more anxious after their search. In other words, in a small number of families, parents’ search for Web-based health information can have detrimental effects. Apart from reports of cases where attempts to implement advice obtained online have gone wrong [27], parents’ searches can negatively affect communication with health professionals [22,42-45] and lead to distress and anxiety for the parents [22,26,42]. In the case of searches for information regarding one’s own health, a similar pattern of behavior, termed “cyberchondria,” has been described [46-51].

Cyberchondria is characterized by Web searches for information about perceived symptoms and possible diagnoses. The searches are undertaken with the aim of assuaging worries and relieving anxiety, yet they increase them and potentially lead to further searches in a quest for reassurance. The increased worry may be a consequence of the search itself, the material encountered online, or the accompanying attentional and cognitive processes. Cyberchondria is a multidimensional construct with five main facets: compulsion, ie, Web searches interrupt activities of daily living; distress, ie, search behavior has negative emotional consequences; excessiveness, ie, repeated searching and, sometimes, escalating search behavior; need for reassurance, ie, desire to consult a health care professional after the Web search; mistrust of medical professionals, ie, putting more faith in the information one has researched by oneself than in trusting expert opinion. Cyberchondria is related to health anxiety [52,53]. The vicious circle that occurs when searching for health information for oneself [46] may also apply when searching for information related to one’s children’s health. Some authors call this pattern of behavior “cyberchondria by proxy” [22]. We do not recommend usage of this term as it suggests a resemblance to the Munchausen syndrome by proxy and thus appears unnecessarily stigmatizing, especially given that hardly anything is known about the consequences of such parental searches. As a neutral phrase, we suggest using “excessive search for Web-based information related to one’s children’s health.”

Objectives

The aim of the study was to improve knowledge regarding parents’ excessive Web-based searching for information related to one’s children’s health by developing an instrument to capture such search behavior. We also aimed at investigating whether such behavior is associated with personal health anxiety and with searching for Web-based health information related to one’s own health, the perceived health status of one’s child, and...
other relevant health information, such as a chronic illness of the child or of the parents.

**Methods**

**Ethics**

The study was conducted according to the Declaration of Helsinki and approved by the Internal Review Board of Göttingen University (number 2017-162). Data were collected anonymously, and participants were not able to access the survey until they had viewed information about the study and provided consent.

**Questionnaire Development**

The first step was the generation of an item pool through brainstorming by the researchers and advanced students familiar with the construct of cyberchondria. We reviewed the existing research literature as referenced in the Introduction section. As no instruments exist to assess excessive searching for Web-based information related to one’s children’s health, we especially considered research in the field of adult cyberchondria [47-52] and previously established measurement instruments for cyberchondria such as the Cyberchondria Severity Scale (CSS) [48] as the basis for item development. Items of the CSS were assessed with regard to their suitability for parents’ Web searches, and select item content was adapted for the item pool. In addition, informal interviews were conducted with parents of children aged 0 to 10 years, clinical psychologists specialized in treating children and adolescents, nursery school teachers, and pediatricians. This resulted in a pool of 84 items that were screened to remove items regarded as too linguistically complicated (eg, double negations, uncommon words) or redundant, leaving a final pool of 63 items. The 63 items were presented, in a randomized order, to an online sample of parents of children between the ages of 0 and 10 years. The parents were recruited online through parenting forums and advertisements on notice boards. A total of 486 parents, almost all being mothers (471/486, 96.9%) completed the questionnaire. Their mean age was 31.9 years (SD 5.3). After an analysis of the distribution of missing answers, item difficulty, and participant comments, exploratory factor analyses (EFAs) and reliability analyses were conducted. Items were selected in an iterative process with items excluded if they showed unsatisfactory item characteristics.

The final instrument, *Children’s Health Internet Research Parental Inventory* (CHIRPI), consisted of 21 items organized into three 7-item subscales. The Distress subscale captures the aversive emotional consequences of parents’ Web searches for information related to their children’s health, such as anxiety or irritation, captures physiological arousal, such as difficulty falling asleep or finding it hard to relax, and captures the interference of these consequences with everyday activities. The Symptom Focus subscale captures parents’ search behavior that is prompted by a perceived physical change in their children and is aimed at finding the causes for the symptoms or a cure for a presumed disease. The Implementing Advice subscale captures parents’ tendency to implement Web-based advice and encompasses various behaviors, such as asking the child’s doctor to prescribe specific medication or carry out particular diagnostic procedures.

**Procedure Questionnaire Validation**

**Procedure**

For the validation study, a Web-based questionnaire was generated using Lime Survey (Limesurvey GmbH, Hamburg, Germany) [54]. For a complete description according to the Checklist for the Reporting Results of Internet E-Surveys (CHERRIES [55]), see Multimedia Appendix 1. After viewing information about the study and providing consent, participants were linked to a questionnaire, which asked them to provide demographic information about themselves and their children. It included items on thoughts, emotions, and behaviors regarding their children’s health. Then participants completed CHIRPI. This section was followed by questionnaires assessing the perceived health-related vulnerability of their children and parents’ health anxiety and cyberchondria (see the following sections). At the end, participants were invited to take part in a brief retest in about three weeks’ time. If they chose to do so, they were asked to generate a code so that their retest results could be linked with their original results while preserving their anonymity.

**Material**

**Demographic Information About Parents and Children**

The participants answered questions about their own age, sex, education, mother tongue, current employment, and whether they were a single parent. They also reported how many children they had and the age and sex of each child.

**Health-Related Information**

The participants were asked whether they worked in a health-related profession (yes/no), whether they, the other parent, or any of their children suffered from a chronic illness (yes/no). They also used a visual analogue scale (VAS; implemented as a horizontal slider) to respond to the following questions: (1) How anxious/worried are you about your child’s health? (0=not at all anxious/worried to 100=very anxious/worried); (2) How do you rate your own medical knowledge/competence? (0=not at all competent to 100=very competent); (3) How would you rate your child’s health? (0=very poor to 100=very good); (4) How has your experience with your child’s doctors been? (0=very poor to 100=very good).

In addition, the participants reported how much time (in minutes) they spent searching the Web for information related to their children’s health in a typical week in which their child (1) displays symptoms of some kind and (2) does not display any symptoms.

**Parents’ Searches for Web-Based Information Related to Their Children’s Health**

The validation version of CHIRPI consists of 21 items describing the cognitive, emotional, and behavioral aspects of parents’ Web searches for information about their children’s health (see the previous sections). Participants used a Likert scale (1=never to 5=always) to indicate how often they exhibited the behavior or experienced the emotional or cognitive state.
We investigated the factorial structure of CHIRPI using an EFA. The suitability of the data for a factor analysis was ascertained using the Kaiser-Meyer-Olkin (KMO) criterion and Bartlett’s test. The number of factors to be extracted was determined using a Velicer minimum average partial (MAP) test [61]. Factors were extracted using a maximum likelihood estimation, and the extracted factors were rotated obliquely (Promax with a Kaiser normalization).

Reliability analyses were carried out by computing the internal consistency (standardized alpha) of the whole scale and the subscales and examining whether the scale and subscales would have benefitted from the removal of individual items. The retest reliabilities of the whole scale and the subscales were calculated as Pearson correlations between the first and second measurements. Parents who completed the retest too late (more than 5 weeks after first completing CHIRPI) were excluded from the retest. We also used independent sample *t* tests (2-tailed) to determine whether the subsample that had agreed to take part in the retest differed from the subsample that chose not to participate with regard to age, number of children, time spent searching for Web-based information related to their children’s health, and scores in CHIRPI, CSS-15, mSHAI, and CVS.

The correlations were calculated between the CHIRPI scale and its subscales and the demographic information, global (VAS) ratings regarding worry about the child’s health, perceived parental medical competence, perceived general health of the child, and previous experience with the child’s doctors. In addition, we calculated the correlations between CHIRPI scores and scores in CVS, mSHAI, and CSS-15.

We used a 2×2 analysis of variance (ANOVA) with the factors child’s health status (healthy/chronically ill) and the perceived health vulnerability of the child (CVS−: CVS below cutoff/CVS+: CVS above cutoff), and the CHIRPI total score as a dependent variable to investigate the influence of the child’s objective health status and the parent’s perceptions of the child’s vulnerability on the CHIRPI score. These analysis was repeated for the subscales. As a measure of effect size, we reported eta-squared [62]. The data were analyzed using Statistica (TIBCO Software Inc, 2018, version 13, Palo Alto, CA), except for the EFA, which was conducted using SPSS (IBM, version 25, Armonk, New York).

### Participants

The Web-based survey was widely publicized on German webpages and social media related to parenthood and children. Participation was open to all interested parents, and the resulting sample constituted a convenience sample. Participants were included in the analysis if they reported German as their native language and had at least one child under 10 years of age. A total of 515 participants gave informed consent, and 491 of the participants provided the basic data required to assess eligibility. The inclusion criteria were fulfilled by 480 respondents (nine reported another native language and in two cases the youngest child was older than 10 years). A total of 92 of the 480 respondents (92/480, 19.2%) stopped responding before they had completed CHIRPI. Furthermore, two participants provided implausible data and had to be excluded.
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Data from a final set of 384 participants (372/384, 96.9% mothers and 12/384, 3.1% fathers) were analyzed. The mean age of the sample was 32.7 years (SD 5.8) and they had an average of 1.8 children (186 participants had 1 child, 137 participants had 2 children, 40 participants had 3 children, 13 participants had 4 children and 8 participants had five or more children). The mean age of the participants’ youngest child was 3.4 years (SD 3.0). Approximately one in 10 (37/384, 9.6%) of the participating parents reported being single parents and a quarter (94/384, 25.4%) worked in a health-related profession. In total, 11.7% (45/384) reported that at least one of their children had a chronic illness, 22.9% (88/384) said they personally had a chronic illness, and 15.9% (61/384) said their partner suffered from a chronic illness; 37.8% (145/384) reported that at least one member of their immediate family had some form of a chronic illness.

Results

Item Analysis

There were very few missing responses in CHIRPI. The frequency of missing responses ranged from 0 (most items) to 3 (item 20; see Table 1). Item 16 was the most difficult, ie, least endorsed (p = 0.07) and item 2, the easiest, ie, most endorsed (p = 0.65). The mean item difficulty was p = 0.29, and the interitem correlation for the whole scale was r = 0.29. Item-total correlations ranged from r_itc = 0.37 (item 20) to r_itc = 0.65 (item 10), with a mean of r_itc = 0.50.

Table 1. Item means and standard deviations, missing responses per item, item difficulties, item-total correlations, and the internal consistency (standardized alpha) of the scale with single item exclusions (n=384).

<table>
<thead>
<tr>
<th>Item</th>
<th>Value, mean (SD)</th>
<th>Missing responses, n</th>
<th>Difficulty (p)</th>
<th>Item-total correlation (r_itc)</th>
<th>Standardized alpha (if item is excluded)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.2 (1.01)</td>
<td>0</td>
<td>0.56</td>
<td>0.52</td>
<td>0.89</td>
</tr>
<tr>
<td>2</td>
<td>3.6 (1.08)</td>
<td>0</td>
<td>0.65</td>
<td>0.51</td>
<td>0.89</td>
</tr>
<tr>
<td>3</td>
<td>1.8 (0.89)</td>
<td>0</td>
<td>0.20</td>
<td>0.38</td>
<td>0.89</td>
</tr>
<tr>
<td>4</td>
<td>2.3 (0.92)</td>
<td>1</td>
<td>0.33</td>
<td>0.56</td>
<td>0.89</td>
</tr>
<tr>
<td>5</td>
<td>1.5 (0.80)</td>
<td>0</td>
<td>0.11</td>
<td>0.38</td>
<td>0.89</td>
</tr>
<tr>
<td>6</td>
<td>2.3 (0.96)</td>
<td>0</td>
<td>0.32</td>
<td>0.56</td>
<td>0.89</td>
</tr>
<tr>
<td>7</td>
<td>1.7 (0.94)</td>
<td>0</td>
<td>0.17</td>
<td>0.55</td>
<td>0.89</td>
</tr>
<tr>
<td>8</td>
<td>2.4 (0.85)</td>
<td>0</td>
<td>0.34</td>
<td>0.52</td>
<td>0.89</td>
</tr>
<tr>
<td>9</td>
<td>2.0 (0.95)</td>
<td>0</td>
<td>0.25</td>
<td>0.58</td>
<td>0.89</td>
</tr>
<tr>
<td>10</td>
<td>3.0 (1.03)</td>
<td>2</td>
<td>0.51</td>
<td>0.65</td>
<td>0.89</td>
</tr>
<tr>
<td>11</td>
<td>1.7 (0.90)</td>
<td>0</td>
<td>0.17</td>
<td>0.40</td>
<td>0.89</td>
</tr>
<tr>
<td>12</td>
<td>1.6 (0.84)</td>
<td>0</td>
<td>0.14</td>
<td>0.50</td>
<td>0.89</td>
</tr>
<tr>
<td>13</td>
<td>1.7 (0.85)</td>
<td>1</td>
<td>0.16</td>
<td>0.43</td>
<td>0.89</td>
</tr>
<tr>
<td>14</td>
<td>3.1 (1.11)</td>
<td>1</td>
<td>0.52</td>
<td>0.55</td>
<td>0.89</td>
</tr>
<tr>
<td>15</td>
<td>1.6 (0.85)</td>
<td>1</td>
<td>0.15</td>
<td>0.53</td>
<td>0.89</td>
</tr>
<tr>
<td>16</td>
<td>1.3 (0.60)</td>
<td>1</td>
<td>0.07</td>
<td>0.43</td>
<td>0.89</td>
</tr>
<tr>
<td>17</td>
<td>2.8 (1.17)</td>
<td>0</td>
<td>0.45</td>
<td>0.56</td>
<td>0.89</td>
</tr>
<tr>
<td>18</td>
<td>1.4 (0.71)</td>
<td>0</td>
<td>0.09</td>
<td>0.48</td>
<td>0.89</td>
</tr>
<tr>
<td>19</td>
<td>3.3 (1.17)</td>
<td>0</td>
<td>0.57</td>
<td>0.58</td>
<td>0.89</td>
</tr>
<tr>
<td>20</td>
<td>1.8 (0.89)</td>
<td>3</td>
<td>0.21</td>
<td>0.37</td>
<td>0.89</td>
</tr>
<tr>
<td>21</td>
<td>1.7 (0.91)</td>
<td>0</td>
<td>0.19</td>
<td>0.58</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Factor Structure

The KMO criterion value of 0.88 and the Bartlett test chi-square value of 3421.3 (P < .001) indicated that the data were suitable for an EFA. The Velicer MAP test suggested the extraction of three factors. The maximum likelihood factor estimation converged after six iterations and three factors were extracted, which together explained 45.16% of the variance in the CHIRPI scores. The factor loadings ranged from 0.42 to 0.86, and no item showed double loadings of >0.30 with another factor (Table 2). Factor 1 aggregated items that were indicative of distress as a consequence of searching and was called “Distress.” Factor 2 was related to a symptom-focused search strategy and was named “Symptom Focus.” Factor 3 encompassed various behaviors aimed at implementing advice found online and was called “Implementing Advice.” As the factors showed good internal consistency, we treated them as subscales. The subscales were moderately correlated, Distress × Symptom Focus: r = 0.36 (P < .001); Distress × Implementing Advice: r = 0.44 (P < .001); Symptom Focus × Implementing Advice: r = 0.50 (P < .001).
Table 2. Results of the exploratory factor analysis: factor loadings, eigenvalues, and percentage of variance explained.

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor 1: Distress</th>
<th>Factor 2: Symptom focus</th>
<th>Factor 3: Implementing advice</th>
</tr>
</thead>
<tbody>
<tr>
<td>15. I have difficulty falling asleep after searching online for information about illnesses or symptoms concerning my child.</td>
<td>0.87</td>
<td>−0.08</td>
<td>−0.02</td>
</tr>
<tr>
<td>21. I find it difficult to stop worrying about my child’s health after searching online for information about illnesses or symptoms concerning my child.</td>
<td>0.86</td>
<td>−0.02</td>
<td>−0.02</td>
</tr>
<tr>
<td>9. After I have searched online for information about illnesses or symptoms that concern my child, I feel more anxious and distressed than before.</td>
<td>0.80</td>
<td>0.06</td>
<td>−0.07</td>
</tr>
<tr>
<td>7. I panic when I read online that one of my child’s symptoms occurs in a rare or serious disease.</td>
<td>0.67</td>
<td>0.16</td>
<td>−0.10</td>
</tr>
<tr>
<td>4. I find it hard to relax after searching online for health information concerning my child.</td>
<td>0.67</td>
<td>−0.10</td>
<td>0.15</td>
</tr>
<tr>
<td>12. I become angry and irritated more easily after reading about my child’s symptoms or illnesses online.</td>
<td>0.62</td>
<td>0.13</td>
<td>0.00</td>
</tr>
<tr>
<td>18. Searching online for health information relevant to my child interferes with my everyday activities, such as chores, hobbies or spending time with family and friends.</td>
<td>0.50</td>
<td>−0.09</td>
<td>0.27</td>
</tr>
<tr>
<td>10. When my child displays any symptom, I search on the Internet for information about it.</td>
<td>−0.03</td>
<td>0.80</td>
<td>0.05</td>
</tr>
<tr>
<td>17. When searching online for health information relevant to my child, I am mainly interested in what illness the observed symptoms point to.</td>
<td>0.17</td>
<td>0.76</td>
<td>−0.19</td>
</tr>
<tr>
<td>1. When I notice any change in my child’s body I search for information about it on the Internet.</td>
<td>−0.06</td>
<td>0.73</td>
<td>−0.03</td>
</tr>
<tr>
<td>2. When I search online for health information relevant to my child, I am particularly interested in whether the problems or symptoms need treatment.</td>
<td>−0.07</td>
<td>0.68</td>
<td>0.02</td>
</tr>
<tr>
<td>6. Based on my online searches for health information relevant to my child’s symptoms, I suspect he or she has a particular disease.</td>
<td>0.06</td>
<td>0.66</td>
<td>−0.03</td>
</tr>
<tr>
<td>19. When searching online for health information relevant to my child I am hoping to find practical advice.</td>
<td>−0.03</td>
<td>0.59</td>
<td>0.20</td>
</tr>
<tr>
<td>14. When searching online for health information relevant to my child, I am particularly interested in possible causes for the illness.</td>
<td>0.06</td>
<td>0.45</td>
<td>0.21</td>
</tr>
<tr>
<td>5. After I have searched online for health information I ask teachers or nursery staff for help in implementing the recommendations.</td>
<td>−0.01</td>
<td>−0.14</td>
<td>0.68</td>
</tr>
<tr>
<td>3. After I have searched online for health information I have prescribed certain activities to my child (e.g. exercise for muscle strengthening)</td>
<td>−0.08</td>
<td>0.08</td>
<td>0.52</td>
</tr>
<tr>
<td>16. I ask my child’s doctor to prescribe particular drugs that I have read about online.</td>
<td>0.12</td>
<td>−0.04</td>
<td>0.50</td>
</tr>
<tr>
<td>8. When I find advice or recommendations during my online searches for health information (e.g. a particular diet) I apply them to my child.</td>
<td>0.11</td>
<td>−0.06</td>
<td>0.49</td>
</tr>
<tr>
<td>11. After searching online for health information I ask teachers or nursery staff for their help in observing my child’s symptoms.</td>
<td>−0.04</td>
<td>0.25</td>
<td>0.48</td>
</tr>
</tbody>
</table>
Factor 3: Implementing advice

Factor 2: Symptom focus

Factor 1: Distress

0.43 0.16 0.07 0.08 0.09 0.42

If I see freely available medication recommended during my online search for health information, I will give that medication to my child.

I suggest specific diagnostic investigations that I have read about online to my child’s doctor.

Item

\[0.43 \pm 0.16 \pm 0.07 \pm 0.08 \pm 0.09 \pm 0.42\]

Reliability

Internal Consistency

The whole scale had an internal consistency of standardized alpha=.89 and would not have been improved by the exclusion of any item. The internal consistencies of the subscales were as follows: Symptom Focus alpha=.87, Implementing Advice alpha=.74, and Distress alpha=.89 (Table 3). None of the subscales would have benefitted from excluding an item.

Table 3. Means, standard deviations, interitem correlations, mean item-total correlations, standardized alpha, and test-retest reliability of the Children’s Health Internet Research Parental Inventory (CHIRPI) and its subscales.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Value, mean (SD)</th>
<th>Mean interitem correlation</th>
<th>Mean item-total correlation, (r_{ic})</th>
<th>Standardized alpha</th>
<th>Test-retest reliability, (r_{tt})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distress</td>
<td>12.3 (4.77)</td>
<td>0.54</td>
<td>0.68</td>
<td>.89</td>
<td>0.84</td>
</tr>
<tr>
<td>Symptom focus</td>
<td>21.4 (5.59)</td>
<td>0.48</td>
<td>0.64</td>
<td>.87</td>
<td>0.70</td>
</tr>
<tr>
<td>Implementing advice</td>
<td>12.0 (3.57)</td>
<td>0.29</td>
<td>0.45</td>
<td>.74</td>
<td>0.61</td>
</tr>
<tr>
<td>CHIRPI (total scale)</td>
<td>45.7 (11.00)</td>
<td>0.29</td>
<td>0.50</td>
<td>.89</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Retest Reliability

We calculated the 4-week-retest reliability of the subscales and the whole scale. A total of 96 participants agreed to take part in the retest and provided pseudonyms that could be matched with those provided in the original survey; 23 of them were excluded because they were late to fill in the retest. In the end, 73 datasets were included in the test-retest analysis, with a mean test-retest interval of 27.9 days (SD 3.1; range: 21-38). The retest reliabilities were as follows: \(r_{tt}=0.78; P<.001\) (whole scale); \(r_{tt}=0.67; P<.001\) (Symptom Focus), \(r_{tt}=0.59; P<.001\) (Implementing Advice), and \(r_{tt}=0.84; P<.001\) (Distress). The retest subsample did not differ from participants not included in the retest with regard to age, sex, or any questionnaire score but, on average, they had fewer children (for the full results, see Multimedia Appendix 3).

Indicators of Validity

Correlations With Health-Related Measures and Other Variables

The CHIRPI score was uncorrelated with parents’ age and the level of education. Weak negative correlations indicated that parents with older children or more children tended to score lower on CHIRPI. There were moderate positive correlations between the CHIRPI score and time spent searching for Web-based health information in weeks when the child displayed symptoms (\(r=0.26\)) and a small correlation in symptom-free weeks (\(r=0.14\)). There was also a moderate correlation (\(r=0.38\)) between the CHIRPI score and the VAS rating of worry and anxiety about one’s child’s health. This correlation was clearly related to the greater distress that these parents felt regarding their search. In addition, there was a small (\(r=-0.20\)) negative association showing that the poorer the participants rated their experience with the child’s doctors, the greater were their scores on CHIRPI. By far the strongest correlation was observed between the CHIRPI score and parental cyberchondria (\(r=0.66\)) followed by personal health anxiety of the parents (\(r=0.39\)) and parents’ perception of the vulnerability of their child’s health (\(r=0.29\); see Table 4).

Turning to the subscales, the highest correlations involved Distress, which was strongly correlated with the CSS-15 (\(r=0.61\)), the mSHAI (\(r=0.50\)), the VAS rating of worry and anxiety regarding the child’s health (\(r=0.50\)), and the perceived vulnerability regarding one’s child (\(r=0.54\)). The other subscales were also most highly correlated with the CSS-15, \(r=0.51\) (Symptom Focus) and \(r=0.46\) (Implementing Advice). Details of all correlations are given in Table 4.
Table 4. Correlations between the full scale or subscales and demographic variables, time spent searching the internet for information related to one’s children’s health, health-related questionnaires, and the visual analog scales.

<table>
<thead>
<tr>
<th>Variablesa</th>
<th>Value, mean (SD)</th>
<th>CHIRPIb score</th>
<th>Distress</th>
<th>Symptom focus</th>
<th>Implementing advice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>32.7 (5.8)</td>
<td>−0.01 .88</td>
<td>−0.04 .47</td>
<td>0.02 .69</td>
<td>−0.03 .61</td>
</tr>
<tr>
<td>Years of education</td>
<td>16.2 (4.1)</td>
<td>0.00 .93</td>
<td>−0.07 .17</td>
<td>0.10 .046</td>
<td>−0.12 .02</td>
</tr>
<tr>
<td>Number of children</td>
<td>1.8 (1.1)</td>
<td>−0.12 .02</td>
<td>−0.09 .07</td>
<td>−0.15 .002</td>
<td>0.00 .96</td>
</tr>
<tr>
<td>Mean age of children (years)</td>
<td>3.4 (3.0)</td>
<td>−0.17a &lt;.001</td>
<td>−0.06 .24</td>
<td>−0.27a &lt;.001</td>
<td>0.03 .56</td>
</tr>
<tr>
<td>Search time, week without symptoms (mins)</td>
<td>7.9 (24.0)</td>
<td>0.14 .007</td>
<td>0.04 .49</td>
<td>0.11 .03</td>
<td>0.19a &lt;.001</td>
</tr>
<tr>
<td>Search time, week with symptoms (mins)</td>
<td>39.8 (52.5)</td>
<td>0.26a &lt;.001</td>
<td>0.11 .04</td>
<td>0.27a &lt;.001</td>
<td>0.20a &lt;.001</td>
</tr>
<tr>
<td>CVSc</td>
<td>5.9 (4.3)</td>
<td>0.29a &lt;.001</td>
<td>0.54a &lt;.001</td>
<td>0.15a .005</td>
<td>0.27a &lt;.001</td>
</tr>
<tr>
<td>mSHAIc</td>
<td>27.3 (11.1)</td>
<td>0.39a &lt;.001</td>
<td>0.50a &lt;.001</td>
<td>0.21a &lt;.001</td>
<td>0.22a &lt;.001</td>
</tr>
<tr>
<td>CSS-15b</td>
<td>29.4 (8.0)</td>
<td>0.66a &lt;.001</td>
<td>0.61a &lt;.001</td>
<td>0.51a &lt;.001</td>
<td>0.46a &lt;.001</td>
</tr>
<tr>
<td>VASd worry/anxiety regarding child’s health</td>
<td>49.3 (26.4)</td>
<td>0.38a &lt;.001</td>
<td>0.50a &lt;.001</td>
<td>0.22a &lt;.001</td>
<td>0.21a &lt;.001</td>
</tr>
<tr>
<td>VAS child’s health</td>
<td>86.5 (15.4)</td>
<td>−0.09 .08</td>
<td>−0.11 .03</td>
<td>0.00 .97</td>
<td>−0.09 .095</td>
</tr>
<tr>
<td>VAS participant’s medical competence</td>
<td>61.9 (22.3)</td>
<td>0.03 .64</td>
<td>−0.08 .18</td>
<td>0.02 .68</td>
<td>0.14 .015</td>
</tr>
<tr>
<td>VAS experience with child’s doctors</td>
<td>75.6 (23.6)</td>
<td>−0.20a &lt;.001</td>
<td>−0.09 .11</td>
<td>−0.19 &lt;.001</td>
<td>−0.19a &lt;.001</td>
</tr>
</tbody>
</table>

Variablesa: Significant after Bonferroni correction.
bCHIRPI: Children’s Health Internet Research Parental Inventory.
cCVS: Child Vulnerability Scale.
dmSHAI: Modified Health Anxiety Inventory.
eCSS-15: Cyberchondria Severity Scale (15-item version).
fVAS: visual analog scale (0-100; 0 signifying no worries about the child’s health, child’s health is poor, parent has no medical competence, parent’s experience with child’s doctors has been poor).

Particular Groups of Parents

We identified groups of parents that may have different attitudes toward Web-based searches for health information regarding their children. The first group comprised parents with a chronically ill child (as opposed to parents of healthy children). The second group consisted of parents who perceived their child as being vulnerable with regard to health (CVS+ as opposed to CVS−). Within both groups, we compared the parents with their counterparts regarding the search behavior, health anxiety, and CHIRPI scores.

Parents With Chronically Ill Children

In our sample, 11.7% (45/384) of parents reported that they had a child with a chronic illness. They spent about twice as much time searching for Web-based health information in weeks with symptoms (mean 62.4 min, SD 95.6) compared with parents with healthy children (mean 36.9 min, SD 43.5) and worried more about their child’s health (mean 60.9 min, SD 22.8) than their counterparts (mean 48.1 min, SD 26.5). Despite this, the only CHIRPI subscale on which they scored higher than parents of healthy children was Implementing Advice (mean 13.5, SD 4.4 vs mean 11.9, SD 3.6; see Table 5).
Table 5. Comparisons of parents with chronically ill children and parents with healthy children by means of independent samples t tests.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Chronically ill child (n=45), mean (SD)</th>
<th>Healthy child (n=337), mean (SD)</th>
<th>t value (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHIRPI a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distress</td>
<td>13.6 (5.8)</td>
<td>12.2 (4.8)</td>
<td>1.74 (380)</td>
<td>.08</td>
<td>0.26</td>
</tr>
<tr>
<td>Symptom focus</td>
<td>21.9 (5.6)</td>
<td>21.3 (5.7)</td>
<td>0.67 (380)</td>
<td>.50</td>
<td>0.11</td>
</tr>
<tr>
<td>Implementing advice</td>
<td>13.5 (4.4)</td>
<td>11.9 (3.6)</td>
<td>2.62 (380)</td>
<td>.009</td>
<td>0.38</td>
</tr>
<tr>
<td>CVS b</td>
<td>7.7 (4.5)</td>
<td>5.7 (4.2)</td>
<td>2.93 (351)</td>
<td>.004</td>
<td>0.47</td>
</tr>
<tr>
<td>mSHAI c</td>
<td>27.7 (9.5)</td>
<td>27.2 (11.4)</td>
<td>0.25 (345)</td>
<td>.81</td>
<td>0.04</td>
</tr>
<tr>
<td>CSS-15 d</td>
<td>30.2 (8.0)</td>
<td>29.3 (8.0)</td>
<td>0.67 (335)</td>
<td>.50</td>
<td>0.11</td>
</tr>
<tr>
<td>Search time, week without symptoms (minutes)</td>
<td>14.7 (30.5)</td>
<td>7.1 (23.0)</td>
<td>1.93 (373)</td>
<td>.05</td>
<td>0.28</td>
</tr>
<tr>
<td>Search time, week with symptoms (minutes)</td>
<td>64.2 (95.6)</td>
<td>36.9 (43.5)</td>
<td>3.24 (378)</td>
<td>.001</td>
<td>0.37</td>
</tr>
<tr>
<td>VAS² worry/anxiety regarding child’s health</td>
<td>60.9 (22.8)</td>
<td>48.1 (26.5)</td>
<td>2.78 (335)</td>
<td>.006</td>
<td>0.52</td>
</tr>
<tr>
<td>VAS child’s health</td>
<td>73.8 (20.2)</td>
<td>88.2 (13.9)</td>
<td>−5.83 (361)</td>
<td>&lt;.001</td>
<td>−0.83</td>
</tr>
<tr>
<td>VAS participant’s medical competence</td>
<td>72.7 (19.1)</td>
<td>60.6 (22.3)</td>
<td>3.08 (307)</td>
<td>.002</td>
<td>0.59</td>
</tr>
<tr>
<td>VAS experience with child’s doctors</td>
<td>63.8 (33.4)</td>
<td>77.1 (21.7)</td>
<td>−3.23 (321)</td>
<td>.001</td>
<td>−0.47</td>
</tr>
</tbody>
</table>

Perceived Health-Related Vulnerability of the Child

We compared parents who perceived their child’s health to be vulnerable with parents who perceived their child’s health to be less vulnerable. CVS+ parents reported markedly higher scores in CHIRPI (mean 52.0, SD 13.6) than their CVS− counterparts (mean 44.0, SD 10.1) and scored particularly high on the Distress subscale (CVS+: mean 16.4, SD 6.3; CVS−: mean 11.3, SD 4.0; Table 6). They also reported higher personal health anxiety (CVS+: mean 35.7, SD 11.9; CVS−: mean 25.3, SD 10.0), higher cyberchondria related to their own health (CVS+: mean 34.1, SD 9.6; CVS−: mean 28.3, SD 7.1), and greater worry and anxiety about their child’s health (CVS+: mean 65.9, SD 22.0; CVS−: mean 44.9, SD 25.7) but did not report spending more time on Web searches. See Table 6 for the full results.
Table 6. Comparison of parents above (CVS+) and below (CVS−) the cutoff for the Child Vulnerability Scale using independent samples t tests.

<table>
<thead>
<tr>
<th>Variable</th>
<th>CVS− a (n=283), mean (SD)</th>
<th>CVS+ (n=72), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHIRPIb</td>
<td>52.0 (13.6)</td>
<td>44.0 (10.1)</td>
<td>5.52 (353)</td>
<td>&lt;.001</td>
<td>0.66</td>
</tr>
<tr>
<td>Distress</td>
<td>16.4 (6.3)</td>
<td>11.3 (4.0)</td>
<td>8.55 (353)</td>
<td>&lt;.001</td>
<td>0.98</td>
</tr>
<tr>
<td>Symptom Focus</td>
<td>22.9 (5.8)</td>
<td>20.9 (5.5)</td>
<td>2.69 (353)</td>
<td>&lt;.001</td>
<td>0.35</td>
</tr>
<tr>
<td>Implementing Advice</td>
<td>13.5 (4.3)</td>
<td>11.8 (3.4)</td>
<td>3.57 (353)</td>
<td>&lt;.001</td>
<td>0.44</td>
</tr>
<tr>
<td>mSHAIc</td>
<td>35.7 (11.9)</td>
<td>25.3 (10.0)</td>
<td>7.42 (347)</td>
<td>&lt;.001</td>
<td>0.95</td>
</tr>
<tr>
<td>CSS-15d</td>
<td>34.1 (9.6)</td>
<td>28.3 (7.1)</td>
<td>5.56 (337)</td>
<td>&lt;.001</td>
<td>0.69</td>
</tr>
<tr>
<td>Search time, week without symptoms (minutes)</td>
<td>6.9 (12.6)</td>
<td>8.7 (27.0)</td>
<td>–0.52 (347)</td>
<td>.60</td>
<td>–0.08</td>
</tr>
<tr>
<td>Search time, week with symptoms (minutes)</td>
<td>44.4 (43.0)</td>
<td>40.4 (56.1)</td>
<td>0.56 (351)</td>
<td>.58</td>
<td>0.08</td>
</tr>
<tr>
<td>VAS worry/anxiety regarding child’s health</td>
<td>65.9 (22.0)</td>
<td>44.9 (25.7)</td>
<td>–6.1 (311)</td>
<td>&lt;.001</td>
<td>0.88</td>
</tr>
<tr>
<td>VAS child’s health</td>
<td>78.1 (20.5)</td>
<td>88.7 (12.8)</td>
<td>–5.29 (336)</td>
<td>&lt;.001</td>
<td>–0.62</td>
</tr>
<tr>
<td>VAS participant’s medical competence</td>
<td>60.0 (24.9)</td>
<td>63.1 (21.3)</td>
<td>–0.95 (291)</td>
<td>.34</td>
<td>–0.13</td>
</tr>
<tr>
<td>VAS experience with child’s doctors</td>
<td>69.2 (26.5)</td>
<td>78.1 (21.8)</td>
<td>–2.77 (302)</td>
<td>&lt;.001</td>
<td>–0.37</td>
</tr>
</tbody>
</table>

aCVS: Child Vulnerability Scale.
bCHIRPI: Children’s Health Internet Research Parental Inventory.
cmSHAI: Modified Health Anxiety Inventory.
dCSS-15: Cyberchondria Severity Scale (15-item version).
eVAS: visual analog scale (0-100; 0 signifying no worries about child’s health, child’s health is poor, parent has no medical competence, parent’s experience of child’s doctors has been poor).

Influence of the Child’s Health Status and Parents’ Perception of Their Child’s Health Vulnerability on the CHIRPI Scores

We investigated the relative influence of having a chronically ill child or perceiving the child as vulnerable with regard to their health on CHIRPI and its subscales by calculating four 2×2 ANOVAs with the factors child’s health status (healthy/chronically ill) and perceiving the child as vulnerable (CVS−/CVS+). All analyses (CHIRPI total score and each subscale individually) revealed a main effect for the perceived vulnerability but no main effect for the child’s health status or interactions of health status and perceived vulnerability of the child. See Multimedia Appendix 4 and Table 7.
Table 7. Results of the 2×2 analyses of variance with the factors child’s health status and perceived vulnerability of the child and the dependent variables, Children’s Health Internet Research, Parental Inventory (CHIRPI) total score, and its subscales.

<table>
<thead>
<tr>
<th>Analyses of variance (2x2)</th>
<th>Sum of squares</th>
<th>F value (df)</th>
<th>P value</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CHIRPI total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>292187.2</td>
<td>2444.256 (1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health status</td>
<td>353.0</td>
<td>2.953 (1)</td>
<td>.09</td>
<td>0.008</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>2350.6</td>
<td>19.663 (1)</td>
<td>&lt;.001</td>
<td>0.053</td>
</tr>
<tr>
<td>Health status×perceived vulnerability</td>
<td>77.7</td>
<td>0.650 (1)</td>
<td>.42</td>
<td>0.002</td>
</tr>
<tr>
<td>Error</td>
<td>41719.6</td>
<td>349 (N/A)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>CHIRPI Symptom Focus</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>58975.60</td>
<td>1866.339 (1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health Status</td>
<td>7.76</td>
<td>0.246 (1)</td>
<td>.62</td>
<td>0.001</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>136.25</td>
<td>4.312 (1)</td>
<td>.04</td>
<td>0.012</td>
</tr>
<tr>
<td>Health status×perceived vulnerability</td>
<td>2.33</td>
<td>0.074 (1)</td>
<td>.79</td>
<td>0.000</td>
</tr>
<tr>
<td>Error</td>
<td>11028.27</td>
<td>349 (N/A)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>CHIRPI Distress</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>24622.81</td>
<td>1190.417 (1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health status</td>
<td>44.88</td>
<td>2.170 (1)</td>
<td>.14</td>
<td>0.006</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>923.63</td>
<td>44.654 (1)</td>
<td>&lt;.001</td>
<td>0.113</td>
</tr>
<tr>
<td>Health status×perceived vulnerability</td>
<td>15.40</td>
<td>0.745 (1)</td>
<td>.39</td>
<td>0.002</td>
</tr>
<tr>
<td>Error</td>
<td>7218.79</td>
<td>349 (N/A)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>CHIRPI Implementing Advice</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>20614.99</td>
<td>1573.060 (1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health status</td>
<td>42.28</td>
<td>3.227 (1)</td>
<td>.07</td>
<td>0.009</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>85.44</td>
<td>6.519 (1)</td>
<td>.011</td>
<td>0.018</td>
</tr>
<tr>
<td>Health status×perceived vulnerability</td>
<td>0.29</td>
<td>0.022 (1)</td>
<td>.88</td>
<td>0.000</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Discussion

Principal Findings

CHIRPI is the first instrument to assess parents’ excessive Web-based searching for information related to their children’s health. The development of the inventory was guided by previous research on excessive Web-based research for health information [48-52], participative interviews with parents and children’s health professionals, and psychometric standards. The inventory was validated in a good-sized online sample consisting mostly of mothers. Acceptance of the scale was high, and its psychometric characteristics are good to excellent.

Item Quality

Regarding the quality of the individual items, the general feedback in the validation and pilot tests indicated that the items were understandable and well accepted. The extremely low number of missing responses to individual items also suggested that participants did not find CHIRPI hard to complete. The statistical investigation showed that the item difficulties and item-total correlations were good to very good. In the context of the measurement of attitudes and behaviors, item difficulty is a measure of how frequently the statement made in an item is endorsed. Endorsement rates below 0.20 indicate comparatively low agreement, whereas endorsements above 0.80 point to widespread agreement. The endorsement rates for CHIRPI items ranged from 0.07 (“I ask my child’s doctor to prescribe particular drugs that I have read about online.”) to 0.65 (“When I search online for health information relevant to my child, I am particularly interested in whether the problems or symptoms need treatment.”), with a mean of 0.29. For maximum diagnostic value, item difficulties should range from 0.20 to 0.80. However, considering that we are aiming to assess a behavioral excess, ie, a behavior that is relatively uncommon, the scale should differentiate better in the area of low endorsement. Therefore, the range of difficulties in CHIRPI seems to be appropriate. Item-total correlations capture the relationship between an individual item and the scale as a whole and those of the CHIRPI ranged from 0.37 to 0.65, with a mean of 0.50. These values are medium to high; in general, item-total correlations of 0.30 to 0.50 are regarded as medium and correlations of 0.50 and above, as high.
Factor Structure

The factor analysis revealed a clear factor structure without any double loadings, consisting of 3 moderately correlated factors, which together explained 45% of the variance. The first factor, Distress, captures how distressed a parent feels as a result of Web searches for health information. It captures cognitive (worry; item 21), emotional (feeling anxious, panicky, angry, or irritated; items 7, 9, and 12), and behavioral (finding it hard to relax or sleep or interference of the search with daily activities; items 4, 15, and 18) aspects of distress. The second factor, Symptom Focus, relates to the characteristics of the search behavior. It captures search behavior focused on changes the parent has noticed in his or her child’s body and on attempts to determine the assumed causes of the symptoms or the presumed underlying illness. The third subscale, Implementing Advice, aggregates behaviors such as following general health advice for one’s child that one has read about online. Examples for such use of internet advice may be the implementation of diets or exercise regimes, administering nonprescription medicine, asking the doctor for prescription drugs or diagnostic procedures, and engaging teachers or the nursery staff’s assistance with observing symptoms or implementing health regimens.

It is important to note both similarities and differences of CHIRPI to the best-established instrument for assessing cyberchondria in adults searching for Web-based health information for themselves [48], especially as CSS-related research informed the generation of CHIRPI. Similar to the CSS, CHIRPI encompasses a Distress Scale, which consists of adapted item content of the respective CSS for parents’ Web searches. It seems that this factor, reflecting the distress after searches, plays an important role in both constructs. In contrast to the CSS, however, CHIRPI hardly contains references to the compulsive nature of the Web searches or the mistrust toward medical professionals. Although items pertaining to this content were part of the original item pool for CHIRPI, they did not perform well during the questionnaire development phase and were thus eliminated by the iterative EFA process—perhaps because these facets are of less importance to parents’ health-related Web searches. Excessiveness of the searches and reassurance by these searches were subsumed under the CHIRPI subscales, Symptom Focus, and Implementing Advice.

Reliability

We investigated two aspects of reliability: internal consistency and the 4-week retest reliability. The internal consistency of the total scale was high, with standardized alpha=.89, especially given its modest length (21 items). The subscales also showed good (Distress alpha=.89; Symptom Focus alpha=.87) or satisfactory (Implementing Advice alpha=.74) internal consistency. The comparatively low internal consistency of the Implementing Advice subscale might reflect the greater heterogeneity of behaviors described, which is indicated by the lower interitem correlations. Whereas the items of the Distress subscale capture aspects of distress that often co-occur (eg, increased worry, finding it harder to relax, problems with sleep), the items that form the Implementing Advice subscale describe behaviors that—albeit all indicative of the tendency to act on Web-based advice—need not co-occur. Participants who ask nursery staff or teachers for help with observing symptoms may not also ask their child’s doctor to prescribe medications they learned about online.

Test-retest reliability is a measure of the degree of correspondence between questionnaire responses given at different points in time and is influenced by the quality of the questionnaire on the one hand and the stability of the measured construct on the other. At present, little is known about the temporal stability of health-related Web-based search behavior regarding one’s children, in general, or excessive searching for such information, in particular. The 4-week retest reliability of \( r_{tt} = 0.78 \) of CHIRPI suggests the phenomenon is stable across a medium time-frame of weeks and indicates that the instrument has good test-retest reliability. The test-retest reliability was highest for the Distress subscale (\( r_{tt} = 0.84 \)), which suggests that the tendency to experience worry and distress as a consequence of the searching may be an enduring trait. However, although the good test-retest reliability suggests the construct is reasonably stable and that the instrument used to measure it has adequate psychometric characteristics, further research in both these areas is warranted. In particular, it would be instructive to investigate the sensitivity of CHIRPI to change—eg, after an intervention aimed at reducing excessive Web searches by parents. In studies such as ours, where the subsample for the retest is self-selecting, the retest sample may be biased (eg, toward respondents particularly affected by the phenomenon under investigation), so we compared the data of the participants that formed our retest subsample against those who did not provide data for the retest. The samples did not differ with regard to the CHIRPI scores or scores on any of the other questionnaires, but parents with more children were less likely to participate again (small effect), possibly reflecting greater competition for their time.

Indicators of Validity

We investigated relationships between CHIRPI and related constructs, such as parental cyberchondria and worry about one’s own health and the health of one’s children to provide insights into the instrument’s validity. In addition, we investigated, how the inventory performed in particular groups of parents, namely parents who reported that one of their children had a chronic illness and parents who perceived their child’s health to be vulnerable (based on the CVS score).

Correlations With Health-Related Measures and Other Variables

Of all the subscales, the Distress subscale had the highest internal consistency, the highest retest reliability, and the highest correlation with the perceived vulnerability of the child’s health. The Distress score was also highly correlated (\( r = 0.46 \)) with the parent’s global rating of his or her worry and anxiety regarding the child’s health. Interestingly, the Distress subscale was the only subscale to show this correlation, indicating that this subscale does assess the specific, distressing aspects of such health concerns. The Distress subscale was most highly correlated with general health anxiety and cyberchondria, ie, excessive Web searches related to one’s own health. This points
to the existence of a general pattern of health anxiety-related cognitions, emotions, and behaviors that applies to the health of one’s children as well as to one’s own health.

The Symptom Focus subscale was most strongly correlated with parents’ search behavior regarding their own health, as measured by the CSS-15, and with time spent searching in a typical week in which the parent perceives symptoms of some sort in the child. This subscale is the only one that was correlated to the age and number of children. Having more children or older children was associated with a lower Symptom Focus score, although the effects were small to medium. The number of children one has and their mean age are not independent, so the observed effect may reflect a greater perceived need for information on a range of matters (including health) among first-time parents, who are adapting to the new task of parenting [24]. However, given the correlational nature of the data, questions of causality cannot be decided.

The Implementing Advice subscale was moderately correlated with parental cyberchondria and, interestingly, also with negative experiences with the child’s doctors. Regarding the latter association, it is as easy to imagine that dissatisfaction with their child’s doctor would lead parents to look online for advice and to follow such advice as it is to imagine that the parent-physician relationship might be disrupted by parental demands arising from Web-based research.

**Differentiating the Influence of the Child’s Health Status and Parents’ Perception on the CHIRPI Scores**

It seems highly likely that parents whose child has a chronic illness have a heightened need for medical information and make greater use of the internet as a source of such information. In our sample, 11.7% of participants reported that one of their children had a chronic illness, which accords well with the data in a study by Hölling et al [63] who estimated that every eighth child in Germany suffers from some form of chronic illness. This suggests that parents with chronically ill children were neither over- nor under-represented in our sample. Analyzing the differences in health-related Web searches, it appears that, compared with the parents of healthy children, parents with chronically ill children spend about twice as much time searching the internet for information related to their child’s health in weeks in which the child displays symptoms ($d=0.37$).

In weeks in which the child does not show any symptoms, no differences between these two groups were found. Parents with chronically ill children also had higher total CHIRPI scores, which could be traced back to the scores on the Implementing Advice subscale ($d=0.38$). However, these two groups of parents did not differ with regard to personal health anxiety and cyberchondria.

The above comparison pattern contrasts with the pattern of comparisons between parents who perceive their child’s health to be vulnerable and those who do not. The former had much higher scores on all CHIRPI scales, as well as on the measures of personal health anxiety and cyberchondria.

To disentangle the contributions to excessive parental search behavior, we calculated an ANOVA that directly compared the influence of the two factors (having a chronically ill child and perceiving one’s child as vulnerable) on CHIRPI scores. We found that CHIRPI is selectively sensitive to the concerns of parents who perceive their children to be vulnerable with regard to health and who show elevated scores of general health anxiety. This may reflect an overarching tendency to worry about health that extends to one’s children. One could speculate that the behavior of parents with a chronically ill child represents a strategy for coping following receipt of a doctor’s diagnosis of a chronic illness in their child. Whereas among parents who perceive their child’s health to be vulnerable, checking them for symptoms, searching on the internet for symptom-related information, and experiencing distress could stem from the same health anxiety that causes these parents to worry about their own health and search the Web for related information. The differences warrant further investigation as such behaviors may relate to the transmission of health anxiety from parents to children. CHIRPI is intended to be sensitive to health anxiety and cyberchondria rather than to an increased need for health information due to chronic medical conditions. Thus, it speaks for the differential validity of CHIRPI and its sensitivity to health anxiety and cyberchondria that it does not show elevated scores for parents with chronically ill children simply in reaction to their legitimate need for health information.

**Limitations**

When interpreting the results, the following limitations must be borne in mind. First, our sample consisted predominantly of mothers; however, reflecting offline behaviors [64,65], the majority of those searching online for health information are women [2,10,18,66-68]. Second, our data are cross-sectional, so we cannot draw inferences about causality. Third, all our data are self-reported and may have been affected by a self-selection bias.

**Conclusions**

Most parents search on the internet for information related to their children’s health and use it to their advantage. However, for a minority of parents, searching may escalate and have detrimental consequences similar to self-directed cyberchondria. Health professionals working with children worry that parents’ Web searches for health information may affect their own role and their relationships with parents and children [69]. CHIRPI allows us to investigate such issues as it captures various forms of parents’ excessive search behavior (eg, symptom-focused search) and their consequences, such as distress after the search or the implementation of newly acquired advice. CHIRPI has the potential to help identify parents who are at risk of child-directed cyberchondriac behavior. More research is needed to determine the potentially negative consequences of excessive searching for Web-based information related to one’s children’s health, eg, increased use of health services, children being subjected to unnecessary diagnostic procedures, and the transmission of unsubstantiated health concerns. The Distress subscale of CHIRPI, in particular, seems to be a useful marker of dysfunctional search influences, such as parents’ anxiety about their own health or self-directed cyberchondria. It may indicate general patterns of factors related to anxious health-related cognitions, emotions, and behaviors, which the parents also apply to the health of their children. Hopefully, the
avaiability of CHIRPI will improve our understanding of the consequences of excessive Web-based searching for health information.

**Practical Implications**

Primarily, CHIRPI can be used to gain greater knowledge of health-related Web searches by parents and the possible consequences of such search behavior. The authors do not wish to suggest that searching for such information is problematic in itself. However, if it is coupled with health anxiety and cyberchondria regarding the parents themselves, it may become excessive and a source of distress for the parents. We therefore suggest using this instrument to assess whether a person being treated for health anxiety also searches for their children and, if appropriate, discuss this behavior in the course of the treatment. Future research should address whether parents’ excessive Web searches for health information regarding their children also leads to problematic consequences for the children themselves.
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Abstract

Background: Technology-based physical activity suggests new opportunities for public health initiatives. Yet only 45% of technology interventions are theoretically based, and the acceptability mechanisms have been insufficiently studied. Acceptability and acceptance theories have provided interesting insights, particularly the unified theory of acceptance and use of technology 2 (UTAUT2). In several studies, the psychometric qualities of acceptability scales have not been well demonstrated.

Objective: The aim of this study was to adapt the UTAUT2 to the electronic health (eHealth) context and provide a preliminary validation of the eHealth acceptability scale in a French sample.

Methods: In line with the reference validation methodologies, we carried out the following stages of validating the scale with a total of 576 volunteers: translation and adaptation, dimensionality tests, reliability tests, and construct validity tests. We used confirmatory factor analysis to validate a 22-item instrument with 7 subscales: Performance Expectancy, Effort Expectancy, Social Influence, Facilitating Conditions, Hedonic Motivation, Price Value, and Habit.

Results: The dimensionality tests showed that the bifactor confirmatory model presented the best fit indexes: χ²/df=2.51, comparative fit index=.97, Tucker-Lewis index=.95, and root mean square error of approximation=.053 (90% CI .047-.059). The invariance tests of the eHealth acceptability factor structure by sex demonstrated no significant differences between models, except for the strict model. The partial strict model demonstrated no difference from the strong model. Cronbach alphas ranged from .77 to .95 for the 7 factors. We measured the internal reliability with a 4-week interval. The intraclass correlation coefficients for each subscale ranged from .62 to .88, and there were no significant differences in the t tests from time 1 to time 2. Assessments for convergent validity demonstrated that the eHealth acceptability constructs were significantly and positively related to behavioral intention, usage, and constructs from the technology acceptance model and the theory of planned behavior.

Conclusions: The 22-item French-language eHealth acceptability scale, divided into 7 subscales, showed good psychometric qualities. This scale is thus a valid and reliable tool to assess the acceptability of eHealth technology in French-speaking samples and offers promising avenues in research, clinical practice, and marketing.

(J Med Internet Res 2020;22(4):e16520) doi:10.2196/16520
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Introduction

Background

Technology-based interventions to promote healthy behavior have been an emerging field of research for the past 10 to 20 years [1,2]. Among the healthy behaviors that are promoted, technology-based physical activity has brought to light new opportunities for public health interventions [3]. Several studies have evaluated the prospects of technologies such as exergames and active videogames [4], virtual reality [5], wearable physical activity trackers [6], website-delivered physical activity interventions [7], mobile phone apps [8,9], and video conferencing [10]. Electronic health (eHealth) physical activity promotion technologies have been designed not only for healthy adults [8], but also for vulnerable people in health care contexts, including cancer survivors [11,12], those in need of treatment for overweight and obesity [13,14] or cardiac rehabilitation [15], and older people [16,17]. All these technologies are popular (ie, positive assessment by many), with promising and reported positive outcomes [11-17]. However, the phenomena of usage cessation and losses to follow-up (ie, the law of attrition) are common problems [18]. Moreover, only 45% of the technology interventions are theoretically based, and the acceptability mechanisms have been insufficiently studied [1,19].

Acceptability and acceptance theories have provided interesting insights [20,21] into why some tools are chosen, accepted, and used more than others. The literature on acceptability and acceptance has emerged in different fields (eg, ergonomics, social psychology, management science) [22]. However, the acceptability and acceptance concepts have not been formally defined [23], and the distinction between the two has been based on the temporality of usage [21]. Acceptability refers to the a priori perceived use, whereas acceptance refers to the actual use [22]. Based on the proposed definitions [23], we define acceptability in this paper as the psychological antecedents of the behavioral intention to use technology without experience of the system. In the field of social psychology, the theory of reasoned action and the theory of planned behavior (TPB) [24,25] hold that attitudes and representations determine behavioral intention and real behavior [22]. These theories are the foundation for the technology acceptance model (TAM) [26], the most frequently used model in health informatics [27]. Nevertheless, several extensions have been proposed—TAM2 [28] and TAM3 [29]—revealing that the original TAM was not optimal in eHealth [27]. The unified theory of acceptance and use of technology (UTAUT), particularly its extension, UTAUT2, is today the most complete model, as it combines theory of reasoned action, TAM, a motivational model, TPB, a combined TPB and TAM, a model of personal computer use, diffusion of innovations theory, and social cognitive theory [29-31]. The UTAUT2 comprises 26 items divided into 8 constructs: Performance Expectancy (PE, 3 items), Effort Expectancy (EE, 4 items), Social Influence (SI, 3 items), Facilitating Conditions (FC, 4 items), Hedonic Motivation (HM, 3 items), Price Value (PV, 3 items), Habit (HT, 3 items), and Behavioral Intention (BI, 3 items).

Acceptability assessments in several studies in eHealth contexts have been based on tools without or with only partially demonstrated psychometric qualities [32,33]. However, to ensure the quality of future research, it is necessary to have scales with validated psychometric qualities [34]. The UTAUT model can be considered as a relevant framework for assessing the acceptability of eHealth, particularly for patient-centered assessment [20]. Yet, for theoretically based technologies in the health and wellness field, only 2 studies have been based on the UTAUT model [1], and 2 were conducted in France [27]. The scarcity French studies [1,27] may be due to the absence of validated scales in French to evaluate acceptability. To our knowledge, validated scales in the French language have been based on the TAM model [35] or on other definitions of acceptability in which the concept of acceptability is merged with the definition of usability [22,36]. The UTAUT2 [31] has already been translated into other languages (eg, German [37], Turkish [38], and Portuguese [39]) and has proven its validity; however, the psychometric qualities of the scales have been only partially demonstrated.

Objective

The aims of this study were to adapt the UTAUT2 [31] to the eHealth context and to validate this version, which we called the eHealth acceptability scale, in French-speaking samples. This validated tool would allow for the development of further studies in this field.

Methods

Study Design

In line with the guidelines for scale validation from Vallerand et al [40] and Boateng et al [41], we conducted successive stages: translation and adaptation, dimensionality tests, reliability tests, and construct validity tests.

We managed the administration of the scale using LimeSurvey CE, version 2.06+ (LimeSurvey CE). We distributed the scale link by email or face-to-face at the end of students’ courses. We also distributed the link by email to health professionals and adults registered for adapted physical activity. In addition, we posted the link online via social media networks.

Study Population

We recruited participants in various categories of the general population: students (studying sports, psychology, management, and computer science at a university in the South of France), health professionals (in the field of obesity), and adults with health conditions (ie, diabetes, cardiovascular disease, and obesity) registered for adapted physical activity sessions. To conduct the successive stages of validation, we divided the participants into 5 sample groups.

This study was approved by the French National Commission for Information Technology and Civil Liberties (authorization no: UCA-E18-00), and all participants gave their electronic consent before participation.

https://www.jmir.org/2020/4/e16520
Measures

Sociodemographics
The sociodemographic information, provided by all participants after they had completed the scale items, included their sex, year of birth, education level, and professional status.

eHealth Acceptability Scale
The UTAUT2 [31], originally developed in English in the field of mobile internet use, has 2 sections, 1 for the UTAUT2 scale comprising 26 items divided into 8 constructs, and the other for assessing the usage frequency of various apps for mobile internet. According to the definition we chose, acceptability corresponds to the psychological antecedents of the behavioral intention to use technology without experience of the system. Based on this definition, we excluded BI from the eHealth acceptability scale.

We produced this French adaptation of the UTAUT2 scale using the back-translation method [42]. Original items were translated individually by 4 researchers in the field of psychology and compiled to obtain a single French version. This French version was back-translated by 4 researchers unaware of the original version. The back-translators were subsequently asked to compare their own translation with the original to specify the differences. Differences were noted for 2 items, which were adjusted with the same procedure until all back-translators concluded that there was no difference. We then used a committee approach to replace mobile internet with a global expression that would include all the eHealth apps. We chose information and communication technologies for health, abbreviated as ICT for health, in reference to the wording used in a similar French questionnaire [36].

The preliminary version of the eHealth acceptability scale comprised 23 items divided into 7 subscales: PE (3 items), EE (4 items), SI (3 items), FC (4 items), HM (3 items), PV (3 items), and HT (3 items). Participants answered on a 7-point scale with labeled anchors ranging from 1, “strongly disagree,” to 7, “strongly agree.” We chose this 7-point scale because the participants were not familiar with the study context [43]. We administered this preliminary version of the eHealth acceptability scale to samples 1 to 3 and its adjusted form after the first confirmatory factor analysis (CFA) to samples 4 and 5. Sample 5 participants completed the scale a second time after 4 weeks for the test-retest reliability assessments.

Behavioral Intention
BI comes from the original UTAUT2 [31]. The 3 items were translated following the same procedure described above. The participants in all samples answered on a 7-point scale with labeled anchors ranging from 1, “strongly disagree,” to 7, “strongly agree.” BI was theoretically positively related to the constructs of the eHealth acceptability scale.

Usage
We measured usage in all samples as the frequency of eHealth technology use on a 7-point scale ranging from 1, “never,” to 7, “many times per day,” for 5 technologies: mobile health apps, forums or social networks for health, videos for health management, exergames or active video games, and health trackers. Usage was theoretically positively related to the constructs of the eHealth acceptability scale, especially FC and HT [31].

Technology Acceptance Model Constructs
Perceived Ease of Use (PEOU, 5 items), extracted from the TAM [26,35], was theoretically positively related to the constructs of the eHealth acceptability scale, especially EE [30]. This subscale was measured on a 7-point scale with labeled anchors ranging from 1, “strongly disagree,” to 7, “strongly agree.” Only the sample 4 participants completed this subscale to test for convergent validity.

Theory of Planned Behavior Constructs
Subjective Norms (SN, 3 items) and Perceived Behavioral Control (PBC, 5 items) extracted from the TPB [44,45] were theoretically positively related to the constructs of the eHealth acceptability scale, especially SI and FC [30]. These subscales were measured on 7-point scales with labeled anchors ranging from 1, “strongly disagree,” to 7, “strongly agree.” Only the sample 4 participants completed these subscales to test for convergent validity.

Statistical Analyses
We performed all statistical analyses with IBM SPSS version 23 (IBM Corporation) and IBM SPSS Amos version 23 (IBM Corporation). We examined the missing data trends. The cutoff for an acceptable percentage of missing data has not been well established in the literature [46]. However, 5% is considered inconsequential [47], and the risk of statistical bias is considered when the rate is higher than 10% [48]. In our global sample, the missing rate was under 10%. For structural equation modeling, the maximum likelihood estimation and the multiple imputation for handling missing data presented close to equivalent good properties [49]. We applied the maximum likelihood estimations (considered the standard for structural equation models [46]) to be used in Amos v23.

Tests of Dimensionality
We ran tests of dimensionality using maximum likelihood estimation CFA in structural equation modeling according to several models [50]. We used the following indicators to assess competence of the model fit [51-54]: chi-square (significant values $P \leq .05$), chi-square over degrees of freedom (significant values $\leq 3.00$), comparative fit index (CFI; value $>.90$), Tucker-Lewis index (TLI; value $>.90$), root mean square error of approximation (RMSEA; value $.08$), and the $90\%$ confidence interval of RMSEA (ranging from $.00$ to $.08$).

We computed invariance of the eHealth acceptability scale between the sexes according to Gregorich’s methodology [55]. In the CFA framework, we tested a hierarchy of hypotheses to increasingly constrain the model. These hypotheses included configural (ie, no constraint), metric (ie, equal loads), strong (ie, equal covariances), and strict (ie, equal residuals) factorial invariance multigroup comparisons [55]. In addition to the previous indicators, we used the Akaike information criterion, expected cross-validation index, delta $\chi^2/df$ ($\Delta \chi^2/df$), delta CFI ($\Delta$CFI), and delta RMSEA ($\Delta$RMSEA). Nonsignificant $\Delta \chi^2/df$, $\Delta \chi^2/df$, $\Delta \chi^2/df$, $\Delta \chi^2/df$, $\Delta \chi^2/df$,
CFI differences <.01, and RMSEA differences <.015 indicated that the invariance hypothesis was not rejected [51,56].

Tests of Reliability
We calculated Cronbach alpha coefficients [57] to assess the internal consistency of each subscale; a value >.70 is considered satisfactory and a value >.60 is considered marginally acceptable [58]. We measured the test-retest reliability twice with an acceptable interval of 4 weeks [59] and a minimum sample size of 50 as recommended [60]. Data analyses involved the calculation of intraclass correlation coefficients (ICCs), the 95% confidence interval of the ICCs, and paired-sample t tests. We expected ICCs >.60 and the absence of significant differences in the t tests [40].

Tests of Construct Validity
We used Pearson correlation coefficients to measure the association between variables for the analysis of convergent validity. A significant correlation of .30 between the scale and each of the other theoretically appropriate measures was required [61].

Results

Study Population
To conduct the successive stages of validation, we divided the participants into 5 samples. Samples 1 (n=20), 2 (n=10), 3 (n=227), and 4 (n=319) were independent groups, and sample 5 (n=61) was a subgroup of sample 4. The global sample included 576 volunteers, mainly students (n=349, 60.6%), with 53.5% men (n=303) and a mean age of 26.8 (SD 10.9) years. We excluded 18 volunteers because they had never used eHealth technology. Table 1 presents detailed participant characteristics for each sample.

Table 1. Sociodemographic characteristics in each sample (N=576).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample 1 (n=20), n (%)</th>
<th>Sample 2 (n=10), n (%)</th>
<th>Sample 3 (n=227), n (%)</th>
<th>Sample 4 (n=319), n (%)</th>
<th>Sample 5&lt;sup&gt;a&lt;/sup&gt; (n=61), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group, years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>3 (15.0)</td>
<td>2 (20.0)</td>
<td>128 (56.4)</td>
<td>238 (74.6)</td>
<td>25 (41.0)</td>
</tr>
<tr>
<td>25-34</td>
<td>8 (40.0)</td>
<td>5 (50.0)</td>
<td>46 (20.3)</td>
<td>41 (12.9)</td>
<td>13 (21.3)</td>
</tr>
<tr>
<td>≥35</td>
<td>9 (45.0)</td>
<td>3 (30.0)</td>
<td>43 (18.9)</td>
<td>38 (11.9)</td>
<td>23 (37.7)</td>
</tr>
<tr>
<td>Missing data</td>
<td>0</td>
<td>0</td>
<td>10 (4.4)</td>
<td>2 (0.6)</td>
<td>0</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8 (40.0)</td>
<td>5 (50.0)</td>
<td>117 (51.5)</td>
<td>132 (41.4)</td>
<td>40 (65.6)</td>
</tr>
<tr>
<td>Male</td>
<td>12 (60.0)</td>
<td>5 (50.0)</td>
<td>100 (44.1)</td>
<td>186 (58.3)</td>
<td>21 (34.4)</td>
</tr>
<tr>
<td>Missing data</td>
<td>0</td>
<td>0</td>
<td>10 (4.4)</td>
<td>1 (0.3)</td>
<td>0</td>
</tr>
<tr>
<td>Education, years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;12</td>
<td>7 (35.0)</td>
<td>2 (20.0)</td>
<td>1 (0.4)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>5 (25.0)</td>
<td>4 (40.0)</td>
<td>125 (55.1)</td>
<td>143 (44.8)</td>
<td>9 (14.8)</td>
</tr>
<tr>
<td>15</td>
<td>6 (30.0)</td>
<td>1 (10.0)</td>
<td>30 (13.2)</td>
<td>116 (36.4)</td>
<td>19 (31.1)</td>
</tr>
<tr>
<td>≥17</td>
<td>2 (10.0)</td>
<td>3 (30.0)</td>
<td>61 (26.9)</td>
<td>60 (18.8)</td>
<td>33 (54.1)</td>
</tr>
<tr>
<td>Missing data</td>
<td>0</td>
<td>0</td>
<td>10 (4.4)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Professional status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>0</td>
<td>0</td>
<td>5 (2.2)</td>
<td>7 (2.2)</td>
<td>0</td>
</tr>
<tr>
<td>Student</td>
<td>3 (15.0)</td>
<td>8 (80.0)</td>
<td>103 (45.4)</td>
<td>235 (73.7)</td>
<td>25 (41.0)</td>
</tr>
<tr>
<td>Employed</td>
<td>15 (75.0)</td>
<td>0</td>
<td>103 (45.4)</td>
<td>74 (23.2)</td>
<td>36 (59.0)</td>
</tr>
<tr>
<td>Retired</td>
<td>2 (10.0)</td>
<td>2 (20.0)</td>
<td>6 (2.6)</td>
<td>3 (0.9)</td>
<td>0</td>
</tr>
<tr>
<td>Missing data</td>
<td>0</td>
<td>0</td>
<td>10 (4.4)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sample 5 was a subsample of sample 4.

Translation and Adaptation
We performed the first content clarity analysis on sample 1 (n=20), which revealed an acceptable clarity score (mean range from 4.40 to 7.00; mean 6.22, SD 0.71). Only 3 items (ie, EE2, SI2, and SI3) obtained a score of less than 5, which we rephrased according to participants’ suggestions. We performed a second content clarity analysis on sample 2 (n=10) regarding the 3 rephrased items. The clarity score increased for 2 items (SI2: mean range 4.40 to 6.20; SI3: mean range 4.90 to 6.20) but decreased for the third (EE2: mean range 4.65 to 3.30). We retained the 2 items with increased clarity scores in their rephrased form and the item with a decreased clarity score in...
its original translated wording. Multimedia Appendix 1 shows the preliminary pool of 23 items with their mean clarity scores.

**Tests of Dimensionality**

We conducted a first maximum likelihood CFA on sample 3 (n=227) with the 23-item and 7-factor model. Standardized factor loadings were all higher than the recommended value of .50 [62], except for item FC4, for which the factor loading was .27. As a result, we removed item FC4. We conducted a second CFA using sample 4 (n=319) with the 22-item (ie, without FC4 item) and 7-factor correlated model ($\chi^2_{188}=471.80, P<.001$). Fit indexes were as follows: $\chi^2/df=2.51$, CFI=.94, TLI=.91, and RMSEA=.069 (90% CI 0.061-0.077), revealing an acceptable model fit, with good standardized factor loadings for all items (ie, ≥0.63).

Based on the recommendations of Myers et al [50], we examined several models to assess the dimensionality of the scale, using samples 3 and 4 merged (n=546). Table 2 presents model fit indexes for each model. First, the unidimensional model did not present good fit indexes. Second, the first-order all-factor correlated model presented good fit indexes, as previously demonstrated. Third, the hierarchical second-order model presented acceptable fit indexes. Fourth, the bifactor confirmatory model presented the best fit indexes: $\chi^2_{173}=434.86 (P<.001)$, $\chi^2/df=2.51$, CFI=.97, TLI=.95, and RMSEA=.053 (90% CI .047-.059). These results sustained the possibility of extracting a global acceptability score from the scale.

### Table 2. Fit indexes of the structural equation models (n=546).

<table>
<thead>
<tr>
<th>Models</th>
<th>$\chi^2$</th>
<th>$\chi^2/df$</th>
<th>$P$ value</th>
<th>RMSEA $^a$ (90% CI)</th>
<th>TLI $^b$</th>
<th>CFI $^c$</th>
<th>$\Delta\chi^2$</th>
<th>$\Delta\chi^2/df$</th>
<th>$\Delta P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unidimensional</td>
<td>4721.73</td>
<td>209</td>
<td>&lt;.001</td>
<td>.199 (.194-.204)</td>
<td>.27</td>
<td>.39</td>
<td>N/A $^d$</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>First-order all-factor correlated</td>
<td>532.29</td>
<td>188</td>
<td>&lt;.001</td>
<td>.058 (.052-.064)</td>
<td>.94</td>
<td>.95</td>
<td>4189.44</td>
<td>21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hierarchical second-order</td>
<td>825.98</td>
<td>202</td>
<td>&lt;.001</td>
<td>.075 (.070-.081)</td>
<td>.90</td>
<td>.92</td>
<td>293.69</td>
<td>14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bifactor confirmatory</td>
<td>434.86</td>
<td>173</td>
<td>&lt;.001</td>
<td>.053 (.047-.059)</td>
<td>.95</td>
<td>.97</td>
<td>391.12</td>
<td>29</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$RMSEA: root mean square error of approximation.

$^b$TLI: Tucker-Lewis index.

$^c$CFI: comparative fit index.

$^d$N/A: not applicable.

We tested the invariance of the scale factorial structure following Gregorich’s recommendations [55], with samples 3 and 4 merged (n=535; 11 without sex information). The invariance tests were based on multigroup comparisons: female group (n=249) and male group (n=286). Each group presented good fit indexes for the CFA model (Table 3). We tested invariance in the 22-item 7-factor correlated model. Dimensional, metric, strong, and strict models presented good fit indexes (ie, CFI, TLI, and RMSEA) with significant chi-square $P$ values (ie, $P<.001$). No significant differences between models were reported, except for the strict model (Table 3). A partial strict model, unconstrained for error of measurement for items EE2 and HM1, showed good fit indexes with no significant difference from the strong model.
Table 3. Fit indexes of structural modeling to assess sex invariance (n=535).

<table>
<thead>
<tr>
<th>Models</th>
<th>$\chi^2$</th>
<th>$\chi^2$ df</th>
<th>P value</th>
<th>RMSEA$^a$</th>
<th>TLI$^b$</th>
<th>CFI$^c$</th>
<th>ECVI$^d$</th>
<th>AIC$^e$</th>
<th>$\Delta\chi^2$</th>
<th>$\Delta\chi^2$ df</th>
<th>P</th>
<th>$\Delta$CFI</th>
<th>$\Delta$RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male (n=286)</td>
<td>427.42</td>
<td>188</td>
<td>&lt;.001</td>
<td>.067</td>
<td>.93</td>
<td>.94</td>
<td>2.11</td>
<td>601.42</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female (n=249)</td>
<td>330.71</td>
<td>188</td>
<td>&lt;.001</td>
<td>.055</td>
<td>.96</td>
<td>.96</td>
<td>2.04</td>
<td>504.71</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Dimensional$^f$</td>
<td>758.12</td>
<td>376</td>
<td>&lt;.001</td>
<td>.044</td>
<td>.94</td>
<td>.95</td>
<td>1.91</td>
<td>1018.12</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Metric$^h$</td>
<td>770.21</td>
<td>389</td>
<td>&lt;.001</td>
<td>.043</td>
<td>.94</td>
<td>.95</td>
<td>1.88</td>
<td>1004.21</td>
<td>12.09</td>
<td>13</td>
<td>.520</td>
<td>0</td>
<td>0.001</td>
</tr>
<tr>
<td>Strong$^i$</td>
<td>801.51</td>
<td>417</td>
<td>&lt;.001</td>
<td>.042</td>
<td>.95</td>
<td>.95</td>
<td>1.84</td>
<td>979.51</td>
<td>31.30</td>
<td>28</td>
<td>.304</td>
<td>0</td>
<td>0.001</td>
</tr>
<tr>
<td>Strict$^j$</td>
<td>915.77</td>
<td>439</td>
<td>&lt;.001</td>
<td>.045</td>
<td>.94</td>
<td>.94</td>
<td>1.97</td>
<td>1049.77</td>
<td>114.26</td>
<td>22</td>
<td>&lt;.001</td>
<td>0.012</td>
<td>0.002</td>
</tr>
<tr>
<td>Partial strict$^k$</td>
<td>908.84</td>
<td>438</td>
<td>&lt;.001</td>
<td>.044</td>
<td>.94</td>
<td>.94</td>
<td>1.91</td>
<td>1015.86</td>
<td>43.40</td>
<td>41</td>
<td>.370</td>
<td>0.011</td>
<td>0.002</td>
</tr>
</tbody>
</table>

$^a$RMSEA: root mean square error of approximation.  
$^b$TLI: Tucker-Lewis index.  
$^c$CFI: comparative fit index.  
$^d$ECVI: expected cross-validation index.  
$^e$AIC: Akaike information criterion.  
$^f$N/A: not applicable.  
$^g$No invariance.  
$^h$Equal loads.  
$^i$Equal covariances.  
$^j$Equal residuals.  
$^k$Equal residuals except for items EE2 and HM1.

Tests of Reliability

Cronbach alphas ranged from .77 to .95 in samples 3 and 4 (n=546) for the 7 eHealth acceptability factors (ie, $\alpha_{PE}=.84$; $\alpha_{EE}=.88$; $\alpha_{SI}=.95$; $\alpha_{FC}=.78$; $\alpha_{HM}=.92$; $\alpha_{PV}=.86$; $\alpha_{HT}=.77$) and were .93 for BI and .60 for usage.

Table 4. Descriptive statistics for the test-retest reliability in sample 5 (n=61).

<table>
<thead>
<tr>
<th>Items</th>
<th>Score, mean (SD)</th>
<th>t test$^a$</th>
<th>$\Delta$P</th>
<th>ICC$^b$ (95% CI)</th>
<th>$\Delta$P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time 1</td>
<td>Time 2</td>
<td>$\Delta$t</td>
<td>(95% CI)</td>
<td></td>
</tr>
<tr>
<td>Performance Expectancy</td>
<td>4.67 (1.45)</td>
<td>4.46 (1.40)</td>
<td>1.74</td>
<td>.09</td>
<td>.88 (.80-.93)</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>5.43 (1.14)</td>
<td>5.60 (1.16)</td>
<td>1.22</td>
<td>.23</td>
<td>.74 (.57-.84)</td>
</tr>
<tr>
<td>Social Influence</td>
<td>3.67 (1.39)</td>
<td>3.52 (1.66)</td>
<td>0.87</td>
<td>.39</td>
<td>.77 (.62-.86)</td>
</tr>
<tr>
<td>Facilitating Conditions</td>
<td>5.82 (0.92)</td>
<td>5.83 (1.09)</td>
<td>-0.04</td>
<td>.97</td>
<td>.62 (.38-.78)</td>
</tr>
<tr>
<td>Hedonic Motivation</td>
<td>5.16 (1.29)</td>
<td>5.10 (1.21)</td>
<td>0.46</td>
<td>.65</td>
<td>.80 (.67-.88)</td>
</tr>
<tr>
<td>Price Value</td>
<td>4.42 (1.14)</td>
<td>4.45 (1.11)</td>
<td>-0.22</td>
<td>.83</td>
<td>.62 (.36-.77)</td>
</tr>
<tr>
<td>Habit</td>
<td>3.27 (1.35)</td>
<td>3.28 (1.40)</td>
<td>-0.07</td>
<td>.94</td>
<td>.77 (.61-.86)</td>
</tr>
</tbody>
</table>

$^a$Paired-sample t test.  
$^b$ICC: intraclass correlation coefficient.

Tests of Construct Validity

We assessed convergent validity using Pearson correlation coefficients in sample 4 (n=319). BI was related to the eHealth acceptability subscales in the expected directions, even though the effect sizes were small for EE, FC, and PV. Usage was related to HT as expected, but not with FC. PEOU, SN, and PBC were related to the eHealth acceptability subscales in the expected directions. We observed additional significant correlation coefficients between constructs. Table 5 presents the complete matrix.
Table 5. Matrix of Pearson correlations in sample 4 (n=319)a,b.

<table>
<thead>
<tr>
<th>Items</th>
<th>PEc</th>
<th>EEd</th>
<th>Sië</th>
<th>FCf</th>
<th>HMc</th>
<th>PVh</th>
<th>HTi</th>
<th>BIj</th>
<th>Usage</th>
<th>PEOUk</th>
<th>PBCl</th>
<th>SNm</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EE</td>
<td>.33</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SI</td>
<td>.54</td>
<td>.14</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>FC</td>
<td>.12</td>
<td>.62</td>
<td>.12</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HM</td>
<td>.40</td>
<td>.47</td>
<td>.21</td>
<td>.40</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PV</td>
<td>.24</td>
<td>.23</td>
<td>.19</td>
<td>.28</td>
<td>.28</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HT</td>
<td>.57</td>
<td>.21</td>
<td>.54</td>
<td>.30</td>
<td>.22</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>BI</td>
<td>.58</td>
<td>.27</td>
<td>.52</td>
<td>.22</td>
<td>.45</td>
<td>.22</td>
<td>.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Usage</td>
<td>.43</td>
<td>.24</td>
<td>.30</td>
<td>.12</td>
<td>.28</td>
<td>N/A</td>
<td>.50</td>
<td>.46</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PEOU</td>
<td>.21</td>
<td>.64</td>
<td>.15</td>
<td>.59</td>
<td>.36</td>
<td>.31</td>
<td>.19</td>
<td>.26</td>
<td>.17</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PBC</td>
<td>.31</td>
<td>.43</td>
<td>.22</td>
<td>.49</td>
<td>.30</td>
<td>.30</td>
<td>.31</td>
<td>.41</td>
<td>.32</td>
<td>.51</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SN</td>
<td>.47</td>
<td>.13</td>
<td>.71</td>
<td>.13</td>
<td>.24</td>
<td>.25</td>
<td>.52</td>
<td>.55</td>
<td>.36</td>
<td>.24</td>
<td>.31</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aSignificant correlations between subscales (ie, >.30) [61] are shown in italics.
bShows only correlations with P<.05.
cPE: Performance Expectancy.
dEE: Effort Expectancy.
eSi: Social Influence.
fFC: Facilitating Conditions.
gHM: Hedonic Motivation.
hPV: Price Value.
iHT: Habit.
jBI: Behavioral Intention.
kPEOU: Perceived Ease of Use.
lPBC: Perceived Behavioral Control.
mSN: Subjective Norms.
nN/A: not applicable.

Discussion

Principal Findings

This study aimed to fill a gap in the acceptability literature by providing a validated scale based on the UTAUT2 model [31] that would be suitable for eHealth contexts in French-speaking samples. The eHealth acceptability scale comprised 22 items divided into 7 subscales: PE (3 items), EE (4 items), SI (3 items), FC (3 items), HM (3 items), PV (3 items), and HT (3 items).

The dimensionality tests showed that the first-order all-factor correlated model and the bifactor confirmatory model had good fit indexes. The results confirmed the possibility of both using the subscales individually and extracting a global score of acceptability. The internal consistency evaluated by Cronbach alphas was considered satisfactory [57] and thus was confirmed. The ICCs for each subscale were above .60 and there were no significant differences in the t test over a 4-week period. These results demonstrated the temporal stability of the eHealth acceptability scale. Although it might seem important to attain strict factorial invariance, practical experience suggests that this is almost unachievable [55]. The partial strict factorial invariance pointed to the sex invariance in our analysis. This conclusion was one of the major findings, as it confirms that the eHealth acceptability scale can be used in male and female French-speaking samples.

Convergent validity assessments showed that subscales of the eHealth acceptability scale were significantly positively related to BI, usage, and the PEOU construct from the TAM [26], and significantly positively related to the SN and PCB constructs from the TPB [44]. These preliminary results need to be confirmed in future studies.

The strength of this scale validation was that it followed all the steps recommended by Boateng [41].

Limitations

Some limitations must nevertheless be acknowledged. One of these limitations, as in all rating scales, is the self-reported nature of the responses, which can be biased based on social desirability [63]. Another limitation is the homogeneity of the samples we used. Most of the participants were young and students. Few participants with low socioeconomic status were included, which limited generalizability. In populations that are not familiar with eHealth tools, it may be necessary to deliver specific education, notably by providing a description of the terms used. In addition, given the age distribution of our sample...
(ie, centered on ages 18-34 years), we could not test the age invariance. Furthermore, the simultaneous modification of the language (ie, into French) and the context (ie, adaptation to eHealth) may have led to potential interactions and is a limitation. The study would probably have been stronger if we had validated a French-language instrument before changing the context.

**Comparison With Prior Work**

Compared with the English-language UTAUT2 model [31], the French eHealth acceptability scale comprised 22 items divided into 7 subscales: PE (3 items), EE (4 items), SI (3 items), FC (3 items), HM (3 items), PV (3 items), and HT (3 items), according to our analyses. We removed item FC4 for its inconsistency; the low loading was also observed to a lesser extent in the German translation [37], although not removed. The sex invariance demonstrated in our analysis was not provided in the original version [31], nor in the other translations [37,38].

**Future Directions**

In future studies, it will be necessary to test the constructs of the eHealth acceptability scale, which was based on the UTAUT2 model, in French samples and to estimate the explained variance in BI and usage. In addition, evaluation of age invariance will be necessary. The suggested adaptation to the eHealth context could also be replicated in other languages. Specifically, an English validation of the eHealth acceptability scale would be of interest in order to provide a common tool across French- and English-speaking samples. This scale could be used in future research to identify acceptability correlates in different contexts. It could also be used in clinical practice before implementing a new technology in health care or in the field of marketing as new technologies are developed.

**Conclusions**

We designed a 22-item French-language eHealth acceptability scale, divided into 7 subscales. The scale demonstrated good psychometric qualities (ie, reliability, dimensionality, validity). With this preliminary validation, the scale can be used with men and women to assess the acceptability of eHealth technology in French-speaking samples and offers promising avenues in research, clinical practice, and marketing.
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Abstract

Background: Although some neuropsychological (NP) tests are considered more central for the diagnosis of Alzheimer disease (AD), there is a lack of understanding about the interaction between different cognitive tests.

Objective: This study aimed to demonstrate a global view of hierarchical probabilistic dependencies between NP tests and the likelihood of cognitive impairment to assist physicians in recognizing AD precursors.

Methods: Our study included 2091 participants from the Framingham Heart Study. These participants had undergone a variety of NP tests, including Wechsler Memory Scale, Wechsler Adult Intelligence Scale, and Boston Naming Test. Heterogeneous cognitive Bayesian networks were developed to understand the relationship between NP tests and the cognitive status. The performance of probabilistic inference was evaluated by the 10-fold cross validation.

Results: A total of 4512 NP tests were used to build the Bayesian network for the dementia diagnosis. The network demonstrated conditional dependency between different cognitive functions that precede the development of dementia. The prediction model reached an accuracy of 82.24%, with sensitivity of 63.98% and specificity of 92.74%. This probabilistic diagnostic system can also be applied to participants that exhibit more heterogeneous profiles or with missing responses for some NP tests.

Conclusions: We developed a probabilistic dependency network for AD diagnosis from 11 NP tests. Our study revealed important psychological functional segregations and precursor evidence of AD development and heterogeneity.

(J Med Internet Res 2020;22(4):e15376) doi:10.2196/15376
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**Introduction**

**Background**

Alzheimer disease (AD) is a chronic neurodegenerative disease characterized by cognitive decline [1]. Neuropsychological (NP) tests—a key measure of phenotypic expression of one’s cognition state—are commonly used by practitioners to assess cognitive dysfunction, especially in the memory, attention, and executive domains [2,3]. However, given the extensive variability in performance patterns across a standard comprehensive protocol of NP tests, physicians often find themselves making clinical decisions with certain degrees of uncertainty, and the situation is compounded when patients are unable to complete the tests because of a multitude of reasons. Given the data heterogeneity within and across NP tests, conventional qualitative classification is unable to accurately portray the clinical manifestation of a spectrum disorder such as AD. To date, many studies examined various cognitive domains individually [4], as separate entities, when in fact different regions of the brain work simultaneously and not in silos [5]. Therefore, to better characterize the complexity of AD, we need to identify and describe the hierarchical interaction pattern among NP tests and their symbiotic relationship with each other, to help illuminate the indices of neurodegenerative processes. Some researchers have proposed to focus on AD precursors of cognitive decline to reduce AD clinical trial failures [1]. We contend that the relationship is bidirectional. Different patterns of symptoms are indicative of cognitive impairment, whereas the presence of cognitive impairment impacts the symptoms associated with subsequent risk. Furthermore, to enhance clinical utility, a full global use of available observations will aid physicians with AD diagnosis, particularly for those patients who exhibit more heterogeneous NP profiles.

Many risk factors of AD have been identified in past decades [6,7]. Apolipoprotein E4 (ApoE4) status has been demonstrated to be a significant genetic risk factor for AD [8]. Although the factors underlying the sex differences have generally been weakly investigated, the difference indeed exhibits influence on the development and progression of AD [9]. ApoE4 tended to have different effects on AD between men and women [10]. In addition, education has been recognized as another potential risk factor, where people with different levels of education tended to show different risks of AD [11]. However, the hierarchical interplay between different risk factors and their effects on cognitive status are yet to be investigated.

**Objective**

The objective of this study was to represent the intricate interplay of various NP tests with probabilistic graphical models and provide a top-down theoretical view to demonstrate the relationship between NP tests and cognitive status.

**Methods**

**Study Population**

The Framingham Heart Study (FHS) is a community-based longitudinal observational study that began in 1948. Details of FHS cohorts have been previously described [12]. Briefly, three generations of participants have been enrolled since 1948. To reflect the increasing ethnic diversity in Framingham, two additional cohorts, Omni Study 1 and Omni Study, were enrolled in 1994 and 2002, respectively. Every 2 to 8 years, each participant is given a comprehensive physical examination and queried for various lifestyles. NP tests have been administered through ancillary studies using standardized testing protocols and scoring procedures since 1981 [13]. Routine quality assurance processes were performed to keep consistency of these tests over time [14]. This study included all participants with valid NP tests from the original cohort (Gen I), offspring cohort (Gen II), multiethnic Omni 1 cohort, and new offspring spouse cohort [15]. Given the fact that AD primarily affects participants of advanced age, and the average age of dementia onset among FHS participants is around 85 years, our study was restricted to participants who were 70 years or older [16,17].

The dementia diagnosis was based on the Diagnostic and Statistical Manual of Mental Disorders, fourth edition, whereas AD diagnosis was based on the National Institute of Neurological and Communicative Disorders and Stroke and the Alzheimer disease and Related Disorders Association [18]. All dementia diagnoses were adjudicated by an expert panel consisting of at least one neurologist and one neuropsychologist, using information from various sources such as NP assessments, neurology examinations, family interviews, FHS health exams, and external medical records [19]. According to their cognitive status, participants were grouped as healthy control (HC), AD, and non-Alzheimer dementia (NAD). Details of the dementia surveillance have been published [20-22]. The process of sample selection is shown in Figure 1.
Identification of Cognitive Function Clusters

We performed correlation analysis to explore the dependency between NP tests. A cognitive function cluster is a set of NP tests that have stronger correlation than those outside of the cluster. The correlation between NP tests was assessed by Pearson chi-square test. Given the limited number of NP tests in our study, we used correlation coefficient 0.6 as the correlation cut-off, similar to previous studies [23,24]. Correlations between NP tests and cognitive status were evaluated by one-way analysis of variance [25].

Bayesian Network for Modeling Hierarchical Probabilistic Dependencies

Bayesian network is a representative probabilistic machine learning method [26], which explores the information contained in experimental data to evaluate the probability of specific hypotheses. It can summarize a complex system into a simplified representation to capture the hierarchical interplay among components and provide insights on how each component influences others [27]. A Bayesian network is represented by a directed acyclic graph composed of nodes and edges. In this study, we used nodes to represent NP tests and cognitive status, and edges to represent the influence between nodes. For example, Test A→Cognitive Status means that Test A is the parent node of Cognitive Status, and Cognitive Status is the child node of Test A. The edge direction suggests that Test A has an influence on Cognitive Status, which is formulated as the conditional probability of how the Cognitive Status depends on Test A. In contrast, given that Test A has no incoming edges, its probability does not depend on other factors. These dependency relationships could propagate through the network and influence downstream tests. It is worth to note that the conditional probability depends only on parent nodes but not grandparent nodes. For example, if we also observe Cognitive Status→Test B, it means that Test B is only directly dependent on Cognitive Status but not grandparent node Test A, although Cognitive Status is dependent on Test A.

Figure 2 shows the flowchart of building a Bayesian network. Each observation includes 11 NP test scores and the cognitive status. Each continuous variable was discretized by partitioning around medoids method, which was used to find the intrinsic structures in NP tests and assign observations into homogeneous clusters [28,29]. The optimal number of clusters was determined by the silhouette width [30].

A search-and-score strategy was then used to build Bayesian networks from NP tests. The algorithm first assigned a likelihood score to each candidate structure. The score represented how well that structure fits the NP tests, which was evaluated by the Bayesian Information Criterion [31]. Unnecessary complex structures could fit existing data well but lack the generalizability to new data. Therefore, to recover the underlying Bayesian network structures, we included a penalty term equal to the Minimum Description Length score [32]. The method was previously shown to outperform other scoring functions such as Bayesian Dirichlet equivalence score, Akaike information criterion, and factorized normalized maximum likelihood [31,33]. Two searching methods were then used to find the optimal structure. One was Heuristic Hill-Climbing greedy search, which aims to optimize the local score [34] but cannot apply any prior knowledge about the expected structure of Bayesian network. The other one was Tabu search, which was used for validation and could search the space of directed graphs while escaping local optimum [35]. Bootstrap was adopted to minimize the uncertainty of the model [36].

In Bayesian network parameter learning, two parametric estimation methods were used, including maximum likelihood estimation and Bayesian parameter estimation [37]. To further validate the Bayesian network, logic sampling method [38] was used to generate simulated data based on learned Bayesian network and check whether it was consistent with prior information about the correlation of NP tests. Details of the learning process are provided in Multimedia Appendix 1, Methods.
Markov Blanket to Select Neuropsychological Tests

Following the principle of the filter-based feature selection, an optimal subset of NP tests was derived from the data itself but not the performance matrix [39]. One key feature is conditional independence, which defines a sufficient subset S as follows [40]: S⊆G is a sufficient subset of NP tests if and only if P(Status|G)=P(Status|S), where G is a set consisting of all 11 NP tests. Cognitive status is conditionally independent of other NP tests given S. The set of locally affecting variables is called the Markov blanket [41]. In Bayesian networks, the Markov blanket of cognitive status is a set of NP tests that consists of parent nodes, child nodes, and spouse nodes of cognitive status [41]. NP test A is the spouse of NP test B because they have common children. NP tests in Markov blanket are directly connected to cognitive status, which, therefore, determined the probability distribution of cognitive status. It provides a direction for detecting the potential causal cognitive functions for AD [42,43]. Pearson chi-square test was used to demonstrate the conditional independence between NP tests and cognitive status [44].

Probabilistic Inference

Once Bayesian networks were built, each participant’s cognitive status was derived using an averaging likelihood weighting simulation method, which is an approximating inference method [34]. It calculated the posterior probabilities of cognitive status from observed NP tests. The details are provided in Multimedia Appendix 1, Methods.

To demonstrate heterogeneity of hierarchical influence of cognitive functions and cognitive status, the analysis was conducted for the full observations and also stratified by sex (male or female), ApoE4 status (OMIM 107741), and education level (beyond high school/high school graduate and below). Participants with missing education information were excluded from the education-stratified analyses (11 observations). Similarly, for the ApoE-stratified analyses, participants who did not consent to genetic analyses or without ApoE4 information were excluded (200 observations).

All participants had provided written informed consent. This study was approved by the Institutional Review Board of Boston University Medical Campus. The data collection was monitored by a National Heart, Lung, and Blood Institute Observational Study Monitoring Board and complied with the Strengthening the Reporting of Observational Studies in Epidemiology reporting guideline [45].

Results

Sample Characteristics

Our study included 4512 sets of NP tests from 2091 participants, primarily of European ancestry (1166 females, mean age 79 [SD 6] years). On average, each participant underwent 2.2 NP examinations. One examination of the participant is considered as a study sample. Table 1 shows the clinical characteristics of study samples.

Although 32 NP tests have been administered at the FHS (Multimedia Appendix 1), this study was focused on 11 NP tests that were administered to more than 85% of participants between 1999 and 2016. These tests included the first version of Wechsler Memory Scale Logical Memory Immediate Recall (LMi) [46], Logical Memory Delayed Recall (LMd) [46], and Logical Memory Recognition (LMr) [46]; Visual Reproductions Immediate Recall (VRi) [46], Visual Reproductions Delayed Recall (VRd) [46], and Visual Reproductions Recognition (VRr) [46]; and Paired Associate Learning Immediate Recall (PASi) [46], and the first version of Wechsler Adult Intelligence Scale similarities test (SIM) [47]. Given the importance in the measurement of confrontational word retrieval and verbal memory, our study also included Boston Naming Test 30 item Even Version (BNT30) and hard-pair scores from PASi and PASd [46,48].

Figure 2. The flowchart of building a Bayesian network. AD: Alzheimer disease.
Table 1. Clinical characteristics of study samples. A total of 4512 sets of neuropsychological tests from 2091 participants were included.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Healthy control (n=3514)</th>
<th>Alzheimer disease (n=555)</th>
<th>Non-Alzheimer dementia (n=443)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at neuropsychological exam (years)</td>
<td>Mean (SD)</td>
<td>79 (6)</td>
<td>85 (6)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>70-101</td>
<td>70-103</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td></td>
<td>1521 (43.3)</td>
<td>179 (32.3)</td>
</tr>
<tr>
<td>Highest level of education attained</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school and below, n (%)</td>
<td>1491 (42.5)</td>
<td>358 (65.2)</td>
<td>241 (54.5)</td>
</tr>
<tr>
<td>Beyond high school, n (%)</td>
<td>2019 (57.5)</td>
<td>191 (34.8)</td>
<td>201 (45.5)</td>
</tr>
<tr>
<td>ApoE4 allele</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ApoE4(−), n (%)</td>
<td>2794 (82.9)</td>
<td>346 (65.3)</td>
<td>327 (79.2)</td>
</tr>
<tr>
<td>ApoE4(+), n (%)</td>
<td>575 (17.1)</td>
<td>184 (34.7)</td>
<td>86 (20.8)</td>
</tr>
<tr>
<td>Neuropsychological test scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verbal memory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical Memory Immediate Recall</td>
<td>11.2 (3.7)</td>
<td>4.8 (3.8)</td>
<td>7.9 (3.9)</td>
</tr>
<tr>
<td>Logical Memory Delayed Recall</td>
<td>10.2 (3.9)</td>
<td>3.0 (4.0)</td>
<td>6.5 (4.1)</td>
</tr>
<tr>
<td>Logical Memory Recognition</td>
<td>9.4 (1.4)</td>
<td>7.1 (2.3)</td>
<td>8.5 (1.7)</td>
</tr>
<tr>
<td>Visual memory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual Reproductions Immediate Recall</td>
<td>7.1 (3.0)</td>
<td>3.1 (2.3)</td>
<td>4.0 (2.5)</td>
</tr>
<tr>
<td>Visual Reproductions Delayed Recall</td>
<td>6.1 (3.1)</td>
<td>1.6 (1.9)</td>
<td>2.7 (2.4)</td>
</tr>
<tr>
<td>Visual Reproductions Recognition</td>
<td>2.6 (1.1)</td>
<td>1.3 (1.1)</td>
<td>1.7 (1.1)</td>
</tr>
<tr>
<td>New learning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paired Associate Learning Immediate Recall</td>
<td></td>
<td>12.8 (3.3)</td>
<td>8.4 (2.9)</td>
</tr>
<tr>
<td>Hard Score of Paired Associate Learning Delayed Recall</td>
<td></td>
<td>2.0 (1.3)</td>
<td>0.5 (0.9)</td>
</tr>
<tr>
<td>Hard Score of Paired Associate Learning Immediate Recall</td>
<td></td>
<td>4.4 (3.0)</td>
<td>1.1 (1.7)</td>
</tr>
<tr>
<td>Abstract reasoning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similarities Test</td>
<td>15.5 (3.9)</td>
<td>9.8 (5.0)</td>
<td>11.6 (4.7)</td>
</tr>
<tr>
<td>Language and naming</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boston Naming Test, 30-item Even Version</td>
<td></td>
<td>26.1 (3.4)</td>
<td>19.4 (5.9)</td>
</tr>
</tbody>
</table>

aValid education data (n): Healthy control (3510); Alzheimer disease (549); Non-Alzheimer dementia (442).
bValues were calculated based on the subset with valid data.
cApoE4: Apolipoprotein E4. Participants who did not consent to genetic analyses or with no ApoE4 information were excluded. Valid genetic data (n): Healthy control (3369); Alzheimer disease (530); Non-Alzheimer dementia (413).

Correlation Clusters of Neuropsychological Tests
We performed unsupervised clustering to investigate the correlation between NP tests. As shown in Figure 3, these NP tests could be divided into five clusters, each representing a distinct cognitive function. The intracluster correlation coefficients between NP test pairs were mostly higher than 0.60, which formed a clear cluster boundary to distinguish different cognitive functions without overlapping. In contrast, the intercluster correlation coefficients between NP test pairs were mostly lower than 0.50. The correlation of NP tests in subpopulations is shown in Multimedia Appendix 1. As expected, three cognitive outcome groups had quite different mean NP test scores (Tukey-Kramer test, \( P < .001 \)), suggesting a strong correlation between NP test and cognitive status (Multimedia Appendix 1). The association remained significant after Bonferroni correction for multiple testing.
Figure 3. Correlation clusters between different neuropsychological tests. The red rectangles represent different clusters of tests. Bigger and redder nodes represent higher correlation, whereas whiter and smaller nodes represent lower correlation. BNT30: Boston Naming Test 30 item Even Version; LMd: Logical Memory Delayed Recall; LMi: Logical Memory Immediate Recall; LMr: Logical Memory Recognition; PASd_h: Hard score of Paired Associate Learning Delayed Recall; PASi: Paired Associate Learning Immediate Recall; PASi_h: Hard Score of Paired Associate Learning Immediate Recall; SIM: similarities test; VRd: Visual Reproductions Delayed Recall; VRi: Visual Reproductions Immediate Recall; VRr: Visual Reproductions Recognition.

Bayesian Networks

Figure 4 shows the Bayesian network of hierarchical influence between NP tests and cognitive status. The network consists of nodes and edges, which represent the conditional dependence between NP tests and cognitive status. The parent node has an influence on the predictability of child nodes [49]. The first precursor of dementia is SIM, following the sequence of SIM→BNT30→VRi→VRd, and eventually leading to dementia. On the other hand, the cognitive status could also influence visual memory indirectly via logical memory. Figure 5 shows Bayesian networks in subpopulations stratified by sex, ApoE, and education. For males, LMd (eg, verbal memory) directly influences the cognitive status, which then influences other NP tests. In other words, changes in verbal memory function are a precursor of dementia, which is consistent with the focus on memory as the key cognitive symptom of dementia [50]. The cognitive functions of visuospatial processing, visual memory, language, and verbal reasoning could also influence cognitive status. For females, the first precursor of dementia is SIM, following the sequence of SIM→BNT30→VRi→VRd until the influencing cognitive status. Cognitive status also influences verbal memory and visual memory. Cognitive status influenced PASi indirectly via LMi. For participants carrying ApoE4 alleles, VRd influences cognitive status, followed by other NP tests. For participants without ApoE4 alleles, the relationship of NP tests and cognitive status is similar to the relationship among female only participants. For participants with low degrees of education, LMd influences cognitive status, which would then influence other NP tests. For participants with advanced degrees of education, VRd influences cognitive status and then LMi indirectly via PASi. VRr influences BNT30, which then influences SIM. It is worth noting that similar precursors of dementia were observed in females and participants without ApoE4 alleles. Gender-stratified ApoE4+ models can be found in Multimedia Appendix 1.

Taking the Bayesian network of females as an example (Figure 5), information is transmitted in a sequence of SIM→BNT30→VRi→VRd→Cognitive Status. If we have the VRd score, cognitive status becomes independent of SIM, BNT30, and VRi. Similarly, the block also exists in a diverging connection (LMi←Cognitive Status→PASi). Two child nodes, LMi and PASi, are related to each other by the Cognitive Status. However, if the participant is diagnosed with AD, LMi and PASi become conditionally independent. In other words, the decline of verbal memory and visual memory function does not influence each other. In the correlation network, all NP tests are related to cognitive status, but the hierarchical influence among NP tests and cognitive function cannot be distinguished. Some NP tests’ predictability of cognitive status is influenced by other NP tests.

The Markov blanket of cognitive status is the parent and child of the cognitive status node in Figure 4. Seven NP tests were included into Markov blankets of cognitive status for all Bayesian networks (Figure 5). The most frequent ones were
LMi and VRd, which were parents of the cognitive status node in 4 and 5 Bayesian networks, respectively. The NP tests in Markov blankets have a direct first-level influence on cognitive status. As shown in Table 2, the degree of association between NP tests and cognitive status is declining when conditioned on the subset of Markov blanket. This reveals that the relationship between specific NP test and cognitive status is influenced by other tests. It provides a global and hierarchical view to understanding the relationship between NP tests and cognitive status. Future functional analyses can determine the specific role of these cognitive functions in AD pathogenesis.

The scores of NP tests were parameterized using probability tables as shown in Multimedia Appendix 1. The marginal probability and the probability dependency between NP tests were determined using the maximum likelihood estimation. Once the network was constructed and the probability was specified, Bayes theorem was used to propagate probability through the network to infer cognitive status. The performance of the model was evaluated using 10-fold cross validation. As shown in Multimedia Appendix 1, the overall accuracy was 82.2%, with sensitivity of 64.0% and specificity of 92.7%. The models stratified by sex, ApoE status, and education have similar performances.

Figure 4. Bayesian network shows the hierarchical influence between neuropsychological tests and cognitive status. BNT30: Boston Naming Test 30 item Even Version; LMd: Logical Memory Delayed Recall; LMi: Logical Memory Immediate Recall; LMr: Logical Memory Recognition; PASd_h: Hard score of Paired Associate Learning Delayed Recall; PASi: Paired Associate Learning Immediate Recall; PASi_h: Hard Score of Paired Associate Learning Immediate Recall; SIM: similarities test; VRd: Visual Reproductions Delayed Recall; VRi: Visual Reproductions Immediate Recall; VRr: Visual Reproductions Recognition. Nodes with the same color represent NP tests measuring the same cognitive function.
Figure 5. Hierarchical influence of neuropsychological tests and cognitive status in subpopulations. BNT30: Boston Naming Test 30 item Even Version; LMd: Logical Memory Delayed Recall; LMi: Logical Memory Immediate Recall; LMr: Logical Memory Recognition; PASd_h: Hard score of Paired Associate Learning Delayed Recall; PASi: Paired Associate Learning Immediate Recall; PASi_h: Hard Score of Paired Associate Learning Immediate Recall; SIM: similarities test; VRd: Visual Reproductions Delayed Recall; VRi: Visual Reproductions Immediate Recall; VRr: Visual Reproductions Recognition. Nodes with the same color represent NP tests measuring the same cognitive function.
### Table 2

The $P$ values of association between neuropsychological (NP) tests and cognitive status when conditioning on NP tests in Markov blanket. The significant degree was computed using Pearson chi-square test with adjusted degrees of freedom.

<table>
<thead>
<tr>
<th>Neuropsychological tests</th>
<th>$\phi$, $P$ value</th>
<th>VRd&lt;sup&gt;a&lt;/sup&gt;, $P$ value</th>
<th>LMi&lt;sup&gt;b&lt;/sup&gt;, $P$ value</th>
<th>VRd and LMi, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical Memory Delayed Recall</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Logical Memory Recognition</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.62</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Visual Reproductions Immediate Recall</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Visual Reproductions Recognition</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Boston Naming Test 30 item Even Version</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Similarities test</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Paired Associate Learning Immediate Recall</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Hard Score of Paired Associate Learning Immediate Recall</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Hard score of Paired Associate Learning Delayed Recall</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&gt; .99</td>
</tr>
</tbody>
</table>

<sup>a</sup> $\phi$ represents empty condition set.  
<sup>b</sup> VRd: Visual Reproductions Delayed Recall.  
<sup>c</sup> LMi: Logical Memory Immediate Recall.

### Alzheimer Disease Probabilistic Inference

We used Bayesian networks of total population to illustrate AD inferences, in which test scores were modeled as discrete intervals via clustering. Cognitive status was modeled by HC, AD, and NAD. SIM had no parent nodes, and their probabilities did not depend on other tests. Therefore, the probability for SIM was characterized by its marginal probabilities. For the tests influenced by others, conditional probabilities were used to reflect that relationship. The probabilities of a test can only be expressed by its immediate parent node. Although SIM influences cognitive status, only VRd was used in cognitive status’s conditional probability table (CPT). On the basis of the CPT, the prior probability of each NP test can be calculated. Influence between tests can also back-propagate along an edge. Using the Bayes theorem, we can compute the posteriors to infer cognitive status when NP tests are only partially available. Missing data from NP tests occur for various reasons, some of which are independent of cognitive status. This approach allows us to use the available information to make the best probabilistic inference, which does not depend on the same review sequence of NP tests. To reduce sampling effects, the inference process was repeated 100 times, and the mean of inference probability was used as the final clinical decision (Multimedia Appendix 1). To further validate whether the network structure can reflect the true relationship between NP tests and AD diagnosis, we simulated 3000 participants with 11 NP tests and correlated them with the cognitive status. As shown in Multimedia Appendix 1, all the relationships of simulated NP tests data were highly consistent with those derived from the original data. The discretized intervals derived from different populations are shown in Table 3 and Multimedia Appendix 1.

### Table 3.

Discretization of neuropsychological test scores.

<table>
<thead>
<tr>
<th>Neuropsychological test</th>
<th>Score interval&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical Memory Immediate Recall</td>
<td>(0,3), (4,6), (7,8), (9,9), (10,10), (11,11), (12,12), (13,13), (14,16), (17,23)</td>
</tr>
<tr>
<td>Logical Memory Delayed Recall</td>
<td>(0,0), (1,3), (4,6), (7,8), (9,9), (10,10), (11,11), (12,12), (13,15), (16,24)</td>
</tr>
<tr>
<td>Logical Memory Recognition</td>
<td>(0,1), (2,3), (4,4), (5,5), (6,6), (7,7), (8,8), (9,9), (10,10), (11,11)</td>
</tr>
<tr>
<td>Visual Reproductions Immediate Recall</td>
<td>(0,2), (3,3), (4,4), (5,5), (6,6), (7,7), (8,8), (9,9), (10,10), (11,14)</td>
</tr>
<tr>
<td>Visual Reproductions Delayed Recall</td>
<td>(0,0), (1,1), (2,2), (3,3), (4,4), (5,5), (6,6), (7,7), (8,9), (10,14)</td>
</tr>
<tr>
<td>Visual Reproductions Recognition</td>
<td>(0,0), (1,1), (2,2), (3,3), (4,4)</td>
</tr>
<tr>
<td>Paired Associate Learning Immediate Recall</td>
<td>(0,7), (7,5,8,5), (9,9,5), (10,11), (11,5,12,5), (13,13,5), (14,14), (14,5,15,5), (16,17,5), (18,21)</td>
</tr>
<tr>
<td>Hard Score of Paired Associate Learning Immediate Recall</td>
<td>(0,0), (1,1), (2,2), (3,3), (4,4), (5,5), (6,6), (7,7), (8,8), (9,12)</td>
</tr>
<tr>
<td>Hard score of Paired Associate Learning Delayed Recall</td>
<td>(0,0), (1,1), (2,2), (3,3), (4,4)</td>
</tr>
<tr>
<td>Similarities Test</td>
<td>(0,6), (7,10), (11,12), (13,13), (14,14), (15,15), (16,16), (17,17), (18,19), (20,26)</td>
</tr>
<tr>
<td>Boston Naming Test 30 Item Even Version</td>
<td>(0,12), (13,17), (18,20), (21,23), (24,25), (26,26), (27,27), (28,28), (29,29), (30,30)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Parentheses are used to indicate closed intervals, in case the square brackets are mistaken for references.
**Discussion**

**Principal Findings**

Various analytic models have been used to identify informative NP tests for AD prediction [4]. However, it is challenging to understand the hierarchical influence between NP tests. Our study explores the hierarchical probabilistic dependency of 11 NP tests and adjudicated cognitive outcomes—HC, AD, and NAD—based on the participants’ cognition at the time of their NP tests. These tests were incorporated into our Bayesian network to establish a probabilistic-based framework for cognitive outcomes. Within this theoretical hierarchical influence structure, upstream NP tests affect downstream NP tests, allowing us to probabilistically infer downstream NP tests. We observed interdependence between NP tests and overall cognition of an individual, where higher-level cognitive functions—represented by individual NP tests that preceded cognitive outcome in the hierarchy—are considered as precursors of dementia, whereas the lower-level cognitive functions are impacted as a result of dementia.

Machine learning methods have been used to predict cognitive decline [51,52]. The identification of preclinical patterns of cognitive decline is essential for the prevention and early treatment of AD [3,53,54]. NP tests have been used for AD diagnosis for a long time. Not surprisingly, all NP tests were found to be related to AD. However, the hierarchical relationship between NP tests was not previously fully investigated. Our data-driven findings depict the interplay of cognitive functions and further identify tests that influence, or are influenced by, cognitive status. Current use of cognitive tests largely focuses on declines that are in later disease states and thus cannot be used to detect preclinical disease states. We advocate that the decline of some cognitive functions is only the later manifestations of AD, not the precursor (ie, pre-AD performance metric). From a preventive medicine perspective, tests that are identified as precursors can be taken as reference for physicians to be considered as potential targets for AD intervention and perhaps prevention. The value of using patterns of NP tests is that they can be used as early screening tools to identify at-risk patients and provide interventions, including nonpharmacological therapies, which may delay or perhaps stop disease progression altogether.

Our study represents a significant step forward in how to better characterize preclinical AD heterogeneity. As cognitive functions tend to interrelate in complex ways, we explored conditional probability dependencies to present a main relationship between cognitive functions. For males, decline of memory function influences cognitive status, which also influences the functions of language, verbal reasoning, and visuospatial simultaneously. In comparison, for females, the relationships are more complex; verbal reasoning function influences language function, which influences visuospatial function and, subsequently, cognitive status. Cognitive status in females influences the function of logical and visual memory. It is noteworthy that although the interplay of cognitive functions has a different sequence for males vs females, logical memory and visual reproduction functions are typically the first precursors in AD. Our results suggest that gender-specific evaluations need to be considered by clinicians in AD clinics similar to other diseases such as heart attacks [55].

We also quantified functional connectivity through statistical correlations and coherence [56]. Functional connectivity is defined as a function of probability distributions over observed multivariate responses. The hierarchical influence among cognitive functions under various AD risk factors was assessed to understand psychological functional segregation for heterogeneous AD beyond just those associated with sex differences.

Our study has several advantages. In terms of method, the proposed structure of Bayesian network combined with inference offers several advantages in the inference of disease status. First, it provides a likelihood of the diagnosis, which is more intuitive and meaningful in a clinical setting [57,58]. In addition, we were able to impute the missing data by the probabilistic inference strategy, which was based on the network structure and training samples to capture the global assessment between NP tests. The long follow-up period, beginning in 1976, and the minimal loss to follow-up at FHS make it an ideal study population for AD research [59]. The AD diagnosis was adjudicated and verified by a panel consisting of at least one neurologist and one neuropsychologist; hence, outcome bias was minimized [3]. The NP tests within the FHS NP battery are well known and widely administered by many clinicians and researchers. Given these strengths, the results of this study can be readily translated into real-world application.

We also acknowledge several limitations of our study. The study participants are primarily of European ancestry, they have higher levels of education than the general population in the United States, and the majority of NP tests were carried out in English. In addition, the average age of dementia onset among FHS participants is around 85 years, which is higher than the expected average. Therefore, findings of our study might not be generalizable to other populations, such as those with lower educational attainment, other ancestries, or non-English-speaking groups. Moreover, we did not further distinguish participants with mild cognitive impairment from HCs. The models presented in this study were solely based on 11 NP tests from five categories of cognitive function. Introduction of other NP tests might reveal additional interactions between cognitive functions and help to strengthen the overall model.

**Conclusions**

We developed a probabilistic dependency network for AD diagnosis from 11 NP tests. Our study revealed important psychological functional segregations and precursor evidence of AD development. Future validations with additional samples and NP tests would provide a more comprehensive picture of cognitive function and identify potential NP biomarkers for AD surveillance.
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Abstract

Background: Well-being has multiple domains, and these domains are unique to the population being examined. Therefore, to precisely assess the well-being of a population, a scale specifically designed for that population is needed.

Objective: The goal of this study was to design and validate a comprehensive well-being scale for people in a university environment, including students, faculty, and staff.

Methods: A crowdsourcing approach was used to determine relevant domains for the comprehensive well-being scale in this population and identify specific questions to include in each domain. A web-based questionnaire (Q1) was used to collect opinions from a group of university students, faculty, and staff about the domains and subdomains of the scale. A draft of a new well-being scale (Q2) was created in response to the information collected via Q1, and a second group of study participants was invited to evaluate the relevance and clarity of each statement. A newly created well-being scale (Q3) was then used by a third group of university students, faculty, and staff. A psychometric analysis was performed on the data collected via Q3 to determine the validity and reliability of the well-being scale.

Results: In the first step, a group of 518 university community members (students, faculty, and staff) indicated the domains and subdomains that they desired to have in a comprehensive well-being scale. In the second step, a second group of 167 students, faculty, and staff evaluated the relevance and clarity of the proposed statements in each domain. A newly created well-being scale (Q3) was then used by a third group of 546 students, faculty, and staff. A psychometric analysis was performed on the data collected via Q3 to determine the validity and reliability of the well-being scale.

Conclusions: Using a crowdsourcing approach, we successfully created a comprehensive and highly reliable well-being scale for people in the university environment. Our new Pitt Wellness Scale may be used to measure the well-being of people in the university environment.

(J Med Internet Res 2020;22(4):e15075) doi:10.2196/15075
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Introduction

Background

Well-being is “a good or satisfactory condition of existence; a state characterized by health, happiness, and prosperity” [1]. Well-being is commonly assessed using well-being scales.

Few well-being scales, such as the Patient-Reported Outcomes Measurement Information System (PROMIS), 36-Item Short-Form Health Survey (SF-36), and World Health Organization Quality of Life scale, have been designed for the general population [2-4]. However, while these generic well-being scales are useful for large-scale assessments and for obtaining an overall impression of a population, they may not be able to accurately reflect the well-being situation of a particular population. Therefore, a population-specific well-being scale is needed to precisely assess the well-being of the target population.

Many well-being and quality of life scales have been created for different purposes and for different target populations [5-8]. Some well-being and quality of life scales were specifically created for people with particular diseases, such as depression, stroke, and cancer [9-12]. Others were created for particular populations, such as children and adults [13-15]. These specific scales are very useful for assessing the well-being of the target population, but they are not appropriate for other populations.

People in the university environment (students, faculty, and staff) can be considered a specific population. The activities conducted by people in the university environment and the relationships among them are different from those of people in government offices, companies, hospitals, and even elementary and secondary education schools. People in the university environment are focused on higher education, research, and career development. At the same time, universities are not ivory towers. People in the university environment (students, faculty, and staff) are not isolated from the world, and they have a life outside of teaching, research, service, and learning. Like other people, they experience various problems in real life, such as physical disease, mental problems, financial pressure, and problems related to handling relationships with difficult people around them.

In recent years, several important discussions have arisen regarding college students’ health issues, faculty and student relationships, and university employees’ job satisfaction [16-22]. These discussions often only focused on a specific issue, such as physical health [23,24], harmful lifestyle [25,26], and mental health [16,27,28]. In many cases, however, these issues are intertwined; for instance, mental illness or abnormal behavior may be triggered by heavy academic workload, severe financial pressure, and poor relationships with others [17,29,30]. Therefore, it is necessary to use tools to perform a comprehensive well-being assessment in order to provide a foundation for well-being improvement interventions. At present, there is no well-being scale specifically designed for people in the university environment (students, faculty, and staff).

Well-being is a higher order construct, and thus, it includes multiple lower order constructs or domains [6,31,32]. The commonly covered domains in well-being scales are physical, emotional (or mental), social (or relational), spiritual, and financial (or socioeconomic) [6,32]. Some well-being scales also cover occupational, environmental, and intellectual domains [6,32]. These domains may have one or multiple subdomains. For instance, the physical domain may include subdomains, such as physical health, daily living activities, pain, and sleep; the social domain may include participation, friends, and other relationships; and the mental domain may include happiness, depression, stress coping skills, and communication.

To conduct a comprehensive well-being assessment for people in the university environment, we need a scale with multiple domains [6,31,32]. There are a number of domain-specific scales, such as the social interaction anxiety scale (SIAS) for social interaction anxiety, and a number of PROMIS scales for pain [33], smoking [34], and depression [35]. However, we cannot simply use a combination of multiple existing domain-specific scales to build our well-being scale for two major reasons. First, the comprehensive well-being of different populations needs to be measured using different sets of domains. The combination of these domains can only be determined by the target population. Second, the wording of some statements and subdomains for existing domain-specific scales may not be applicable for our target population, as many scales were created with certain populations in mind, such as elderly people, healthy young professionals, people with cancer, and people who play a particular role (eg, caregiver). Hence, in this project, it was necessary to first identify the domains and related subdomains of a comprehensive well-being scale relevant for people in the university environment and then create statements that use language appropriate to this population for each subdomain.

The typical scale development approach used by researchers involves conducting a literature review, drafting a scale for a small group of experts to review, and then releasing the new scale to a group of recruited study participants to collect responses. In this typical approach, a sample of the target population is only involved in the last stage of scale development. This is a shortcoming in that study participants are simply asked to provide responses to the statements in the scale, and thus, any domains or subdomains that researchers may have missed in the draft of the scale will not be brought to the researchers’ attention. Crowdsourcing is one way to overcome this issue.

In recent years, crowdsourcing has been used to collect ideas from a crowd [36-38]. The benefit of crowdsourcing is that the collected wisdom of the crowd can be identified by using feedback obtained from a large pool of the target population [39-45]. On the other hand, most people in the crowd do not have formal training in research or scale development; therefore, the information from the crowd cannot be solely depended on to create a new scale. We have adopted what we believe is a better strategy. It involves combining these two approaches in the development of our new comprehensive well-being scale in order to retain the advantages of these two methods while avoiding their limitations.
More specifically, in this combined approach, information from the literature was used to guide the development of the new scale, and the crowd participated in all stages of the scale development and evaluation (domain and subdomain determination, statement relevance and clarity evaluation, and response to statements) to fully reflect their ideas in the new scale.

Before describing the objective of this study, we present the definitions of several commonly referred well-being domains below. They have been adopted from a previous study [6].

- **Physical wellness** refers to “the quality and performance of bodily functioning.”
- **Emotional wellness** reflects “the psychological, cognitive, and emotional quality of a person’s life.”
- **Social wellness** is about “how well an individual is connected to others in their local and wider social community.”
- **Spiritual wellness** is about “meaning, a connection to something greater than oneself, and in some cases, faith in a higher power.”
- **Financial wellness** refers to “an individual’s financial management skills and financial security.”
- **Occupational wellness** indicates “an individual’s career development opportunities and job satisfaction.”
- **Intellectual wellness** refers to “an individual’s ability to handle tasks in daily life and on the job, and their self-assessment of their performance.”

**Objective**

The goal of this study was to create a comprehensive well-being scale for people in the university environment, using a combined approach (traditional scale development method and crowdsourcing). The study also sought to achieve acceptable reliability of the new scale to demonstrate the benefits of using this combined scale development approach.

**Methods**

**User-Centered Approach for Scale Development and Evaluation**

User-centered design is the process of developing a tool from the perspective of how it will be understood and used by users [46]. Therefore, in a user-centered design, the target users of a tool are actively involved in all stages of the product development. In scale development, this includes domain and subdomain identification, statement selection in terms of validity, and scale evaluation in terms of validity and reliability. These are the general steps we took in this study (Figure 1). The details of each step are provided in the following sections.

**Study Procedure**

In this study, well-being scales and their corresponding domains and subdomains were collected from several recent review studies on well-being and quality of life scales [5-8,31,47]. A web-based questionnaire (Q1) was created to collect opinions from people in the university environment (students, faculty, and staff) on these domains and subdomains for their own well-being assessment. The obtained results were used to guide the creation of the first draft of a new comprehensive well-being scale. This draft was provided to people in the university environment via another web-based questionnaire (Q2) to obtain their evaluation of the relevance and clarity of each statement. A revised well-being scale based on input from the draft was then released to people in the university environment in order to collect responses to its statements via a third web-based questionnaire (Q3). All of the study participants were encouraged to provide comments and suggestions on each statement in these three questionnaires and on the new scale. A psychometric analysis was performed to evaluate the reliability and validity of the new comprehensive well-being scale.
study protocol was approved by the Human Research Protection Office at the University of Pittsburgh (Pitt). The details of each step are provided below.

**Step 1: Collection of Domains and Subdomains From Existing Well-Being Scales**

Well-being and quality of life scales from six recent review studies were collected[5-8,31,47]. The domains and subdomains of these scales were compiled. The statements of these scales were also compiled.

**Step 2: Determination of Relevant Domains and Subdomains According to the Target Population**

It is known that domains and their subdomains vary widely in different well-being scales [6]. In this study, to get an idea of which domains and subdomains are most valuable in assessing the well-being of a university population, study participants were asked to fill out a web-based questionnaire (Q1) with a list of domains and subdomains. Study participants were asked to provide their opinions on the relevance of these domains and subdomains for their own well-being assessment.

**Step 3: Evaluation of the Clarity and Relevance of a Draft Scale**

Statements were selected from existing well-being and quality of life scales for domains and subdomains identified as relevant to the university population in step 2. For domains having only a few already existing statements, such as the intellectual domain, new statements were created. The collection of these statements in each domain and subdomain formed the first draft of the new well-being scale. We had multiple rounds of discussions on the clarity of each statement and relevance of each statement to the corresponding domain and subdomain. A final draft of 77 statements was provided via a web-based questionnaire (Q2) to people in the university environment for evaluation of the relevance and clarity of each statement. These study participants evaluated the relevance and clarity of each statement for use in a comprehensive well-being scale, using a scale from 1 to 4, where 1 meant no relevance or clarity and 4 meant high relevance or clarity. In response to these evaluations, if the average relevance of a statement was lower than 2.5, it was removed from the scale. If the clarity of a statement was rated 1 or 2, the wording of the statement was adjusted. We had multiple face-to-face meetings to discuss the rating and wording of statements for finalizing the draft scale.

**Step 4: Questionnaire Study and Psychometric Analysis for Reliability and Validity**

After we agreed on the content validity of the statements in the new well-being scale, the scale was released to people in the university environment via a web-based questionnaire (Q3) in order to collect study participants’ answers to the statements in the questionnaire. The obtained data were used to evaluate the reliability and validity of the new scale. The details of the data analysis are presented in a later section.

**Participant Recruitment**

In this study, the study participants were current Pitt students, staff, and faculty who were randomly selected by a bulk email system. Former students, staff, and faculty were excluded from the study, because they might have been working in a different environment for a long time and hence their opinion might not reflect the actual well-being of someone currently in the university environment.

To recruit study participants, emails about the purpose of the study and links to the corresponding questionnaires (Q1, Q2, and Q3) were randomly distributed to approximately 2000 current students, staff, and faculty at Pitt via a bulk email system (Read Green) at different time points for each questionnaire study. Pitt bulk email system has all the email addresses of current Pitt students, staff, and faculty. According to the Pitt Fact Book 2019, the total number of email addresses included in the bulk email system was close to 50,000 (one per person). When we requested to make an announcement via this bulk email system, we were required to indicate the number of people and the categories of the university members. The number of email addresses requested was directly linked to the charge of the email distribution service. The bulk email system randomly picked email addresses from each indicated category (students, staff, and faculty) among the 50,000 email addresses, for a total of 2000 email addresses, and sent out the announcement. Since the three announcements were made at three different time points (separated by approximately 1 month), the 2000 email addresses in Q1, Q2, and Q3 could be completely different or have very limited overlap. In other words, one Pitt student, staff member, or faculty member might have received one, two (unlikely), or three (very unlikely) email announcements because of the randomness of the email selection.

To participate in the study, students, faculty, and staff who received the email message could click on the link to the questionnaire given in the email and provide their responses on the web-based Qualtrics system. The purpose of the study was also described at the beginning of each questionnaire. Study participation was voluntary, and participants could stop participating in the study at any time. They could also request that their entered data be removed in the comments section of the questionnaires.

Participants were asked to provide some basic demographic information, such as age, gender, race, education, and role at Pitt, before they responded to any other statements in the questionnaires. Their responses were stored anonymously, since they were not required to provide their name, department, or job. The Internet Protocol (IP) addresses of their computers were hidden to the investigators.

**Data Analysis**

A descriptive analysis was performed on the collected data to understand the demographic characteristics of the study participants and the overall results from the data-collection questionnaires, such as the mean and SD values of individual statements. The comments and suggestions collected by open-ended questions in the three web-based questionnaires were summarized briefly.

Cronbach alpha was calculated for each domain of the scale and the entire well-being scale to evaluate the reliability of the scale. Cronbach alpha is a commonly used measurement of
internal consistency for questionnaires. For research and exploratory studies, Cronbach alpha values from .7 to .8 are considered acceptable, whereas a value around .9 is considered excellent [48].

Exploratory factor analysis and confirmatory factor analysis were performed to determine and verify the constructs of the new well-being scale. In the exploratory factor analysis, the extraction method was principal component analysis and the rotation method was Oblimin with Kaiser Normalization [49,50]. The factor loadings obtained in the exploratory factor analysis were used to determine whether each statement should be included in the well-being scale and in one specific domain. Here, 0.32 was used as the guiding value for the evaluation [51]. However, in certain cases, we overruled this value and chose to keep a statement in the scale, even if the factor loadings were smaller than 0.32 or multiple factor loadings were greater than 0.32, using judgement skills gained from our extensive experience in scale development and the opinions of the target population obtained in the first web-based questionnaire study (Q1). R package LAVAAN 0.5 (Yves Rosseel et al, Belgium) was used for the confirmatory factor analysis. The estimator was maximum likelihood. A two-layer multi-factor model was used in this analysis. The domains were latent variables, and their items were the observables. All the domains together were used to measure overall well-being. All the statistical analyses were performed using R 3.3 (The R Foundation, Vienna, Austria) and IBM SPSS version 24 (IBM Corp, Armonk, New York, USA).

Results

Identified Scales

In total, 165 well-being and quality of life scales were collected from previous review studies. The total number of statements in these scales was approximately 4700. We cannot provide an exact number for the total because some scales have multiple versions with different numbers of items. A few hundred domains were covered in these scales; however, most of them were only mentioned in one or a few scales. We chose the following seven frequently covered domains for well-being assessment: physical, emotional, social, spiritual, financial, occupational, and intellectual. Their subdomains, which were found in multiple scales, were identified as well. These domains and subdomains were listed in the web-based questionnaire (Q1) so that the study participants could make selections. The definitions of the seven domains were given in the questionnaire so that every participant would know the meaning of each domain. The subdomains were more specific, and thus, no definitions were provided for them.

Domains and Subdomains

After Q1 was distributed to approximately 2000 students, faculty, and staff via email, 518 of the recipients chose to answer the questionnaire. Their mean age was 41.6 years (SD 13.4). Further details on their demographics are summarized in Table 1.

The responses from these 518 study participants in the first questionnaire study (Q1) are summarized in Table 2. The responses were organized into categories. These categories were then broken down into domains and subdomains. In Table 2, the information is listed in the order of importance for inclusion in a comprehensive well-being assessment, as indicated by the participants’ responses.
Table 1. Demographic information of the 518 study participants in the first questionnaire study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Role</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>66 (12.7)</td>
</tr>
<tr>
<td>Staff</td>
<td>378 (73.0)</td>
</tr>
<tr>
<td>Faculty</td>
<td>68 (13.1)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>107 (20.7)</td>
</tr>
<tr>
<td>Female</td>
<td>405 (78.2)</td>
</tr>
<tr>
<td>Undeclared</td>
<td>6 (1.1)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>21 (4.1)</td>
</tr>
<tr>
<td>White American</td>
<td>455 (87.8)</td>
</tr>
<tr>
<td>Asian American</td>
<td>24 (4.6)</td>
</tr>
<tr>
<td>Other (mixed race, Native American, or Hispanic)</td>
<td>13 (2.6)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>12 (2.3)</td>
</tr>
<tr>
<td>Some college credits, no degree</td>
<td>40 (7.7)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>20 (3.9)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>194 (37.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>170 (32.8)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>13 (2.5)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>66 (12.7)</td>
</tr>
</tbody>
</table>
Table 2. Summary of answers from the study participants in the first questionnaire study (N=518).

<table>
<thead>
<tr>
<th>Question</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Which of the following domains are important for a comprehensive well-being assessment?</strong></td>
<td></td>
</tr>
<tr>
<td>Physical wellness</td>
<td>505 (97.5)</td>
</tr>
<tr>
<td>Emotional wellness</td>
<td>493 (95.2)</td>
</tr>
<tr>
<td>Financial wellness</td>
<td>374 (72.2)</td>
</tr>
<tr>
<td>Social wellness</td>
<td>338 (65.3)</td>
</tr>
<tr>
<td>Occupational wellness</td>
<td>329 (63.5)</td>
</tr>
<tr>
<td>Spiritual wellness</td>
<td>245 (47.3)</td>
</tr>
<tr>
<td>Intellectual wellness</td>
<td>236 (45.6)</td>
</tr>
<tr>
<td>Other (eg, environmental wellness)</td>
<td>21 (4.1)</td>
</tr>
<tr>
<td><strong>Please indicate the subdomains for each domain, which you believe are important for your comprehensive well-being assessment.</strong></td>
<td></td>
</tr>
<tr>
<td>Physical wellness</td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td>483 (93.2)</td>
</tr>
<tr>
<td>Nutrition</td>
<td>480 (92.7)</td>
</tr>
<tr>
<td>Sleep</td>
<td>468 (90.3)</td>
</tr>
<tr>
<td>Overall health</td>
<td>408 (78.8)</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>216 (41.7)</td>
</tr>
<tr>
<td>Medication dependence</td>
<td>178 (34.4)</td>
</tr>
<tr>
<td>Appetite</td>
<td>114 (22.0)</td>
</tr>
<tr>
<td>Other</td>
<td>25 (4.8)</td>
</tr>
<tr>
<td>Emotional wellness</td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>416 (80.3)</td>
</tr>
<tr>
<td>Positive attitude</td>
<td>386 (74.5)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>369 (71.2)</td>
</tr>
<tr>
<td>Resilience</td>
<td>306 (59.1)</td>
</tr>
<tr>
<td>Depression or bipolar disorder</td>
<td>300 (57.9)</td>
</tr>
<tr>
<td>Traumatic events</td>
<td>225 (43.4)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>200 (38.6)</td>
</tr>
<tr>
<td>Negative attitude</td>
<td>152 (29.3)</td>
</tr>
<tr>
<td>Other</td>
<td>36 (6.9)</td>
</tr>
<tr>
<td>Social wellness</td>
<td></td>
</tr>
<tr>
<td>Relationship with family, friends, and colleagues</td>
<td>488 (94.2)</td>
</tr>
<tr>
<td>Connection with others</td>
<td>425 (82.0)</td>
</tr>
<tr>
<td>Social participation</td>
<td>341 (65.8)</td>
</tr>
<tr>
<td>Smoking, alcohol, and drug use</td>
<td>117 (22.6)</td>
</tr>
<tr>
<td>Other</td>
<td>16 (3.1)</td>
</tr>
<tr>
<td>Financial wellness</td>
<td></td>
</tr>
<tr>
<td>Preparedness for short-term and long-term financial emergency</td>
<td>434 (83.8)</td>
</tr>
<tr>
<td>Skills for financial management</td>
<td>427 (82.4)</td>
</tr>
<tr>
<td>Income level</td>
<td>274 (52.9)</td>
</tr>
<tr>
<td>Other</td>
<td>35 (6.8)</td>
</tr>
<tr>
<td>Spiritual wellness</td>
<td></td>
</tr>
<tr>
<td>Purpose of life</td>
<td>311 (60.0)</td>
</tr>
<tr>
<td>Question</td>
<td>Value, n (%)</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Satisfaction with the current belief system</td>
<td>266 (51.4)</td>
</tr>
<tr>
<td>View of the world</td>
<td>259 (50.0)</td>
</tr>
<tr>
<td>Meaning of life</td>
<td>207 (40.0)</td>
</tr>
<tr>
<td>Meditation</td>
<td>181 (34.9)</td>
</tr>
<tr>
<td>Spiritual activities</td>
<td>160 (30.9)</td>
</tr>
<tr>
<td>Religion</td>
<td>153 (29.5)</td>
</tr>
<tr>
<td>Other</td>
<td>26 (5.0)</td>
</tr>
</tbody>
</table>

**Occupational wellness**

- Job satisfaction                       486 (93.8)
- Job security                           405 (78.2)
- Career development opportunities       362 (69.9)
- Job stress                             326 (62.9)
- Job performance                        234 (45.2)
- Career ambition                        189 (36.5)
- Workaholic (job and life balance)      85 (16.4)
- Other                                  34 (6.6)

**Intellectual wellness**

- Capacity for thinking and acquiring knowledge 455 (87.8)
- View on life-long learning (burden, part of life, or enjoy) 386 (74.5)
- Informal education experience             254 (49.0)
- Formal education experience               230 (44.4)
- Other                                    19 (3.7)

**How many questions are reasonable for assessing each domain of your well-being?**

<table>
<thead>
<tr>
<th>Number</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>231 (44.6)</td>
</tr>
<tr>
<td>5</td>
<td>111 (21.4)</td>
</tr>
<tr>
<td>15</td>
<td>90 (17.4)</td>
</tr>
<tr>
<td>20</td>
<td>71 (13.7)</td>
</tr>
</tbody>
</table>

One additional category, environmental wellness, was added by 21 (4.05%) participants as an aspect of wellness that is important, indicating that these individuals live a lifestyle that is mindful of their surroundings. Study participants also identified many more subdomains in each domain than were in the original questionnaire. Multimedia Appendix 1 provides a list of additional subdomains mentioned by some study participants. Some study participants also made general comments on the well-being scale creation activity itself.

> Great idea. You cannot improve something if you don’t track it first. [Participant #341 in Q1]

> Make sure it is available to all doctors that a person will visit so they can use it as a baseline. [Participant #355 in Q1]

**Relevance and Clarity of the Proposed Statements**

A draft of a well-being scale with 77 statements, which included those domains and subdomains designated as important by the participants in the Q1 study, was created. Seven domains were included, and on average, there were 10 statements in each domain (also according to the responses of many participants in the Q1 study). Most of these statements were selected or modified from existing well-being and quality of life scales, except for those in the financial and intellectual domains, which were mainly written by us, as existing scales did not include many such statements.

This draft was randomly distributed to another 2000 university members to obtain their feedback (as members of the target population) on the relevance and clarity of each statement via the second web-based questionnaire (Q2). In total, 167 participants responded, and of these, 143 (85.6%) provided their ratings on the relevance and clarity of all 77 statements and the other 24 provided their ratings for at least one-third of the statements in the draft scale. The mean age of this group of participants was 44.0 years (SD 12.99). Among the 167 participants, there were 127 staff members (76.0%), 28 faculty members (16.8%), and 7 students (4.2%). Most participants were female (132/167, 79.0%). There were 30 (18.0%) male participants and 5 (3.0%) who did not indicate gender. As indicated in the Methods section, statements with an average
rating of relevance lower than 2.5 were directly removed from the draft scale. The wording of statements was adjusted if participants were confused by the statements (clarity rating was 1 or 2). A few statements were removed because they were highly personal and study participants expressed a strong objection to them (e.g., a statement about sexual activity). At the end of this step, the updated well-being scale had 47 statements in total.

Evaluation of the New Well-Being Scale

The updated well-being scale (named the Pitt Wellness Scale), several demographic questions, and few open-ended questions for comments and suggestions were combined to create the third web-based questionnaire (Q3). The link to Q3 was again randomly distributed to approximately 2000 university community members. In total, 671 individuals clicked on the link to this questionnaire, and 546 of them provided responses to all of the statements in the new well-being scale. This new scale was evaluated using the responses from these 546 participants. The mean duration of response to all the statements was 535.32 seconds (minimum 117, maximum 14,794, SD 1187.33; less than 10 minutes), which is an acceptable length of time for most people. The mean age of the participants in the Q3 study was 43.7 years (SD 13.54). Further details on their demographics are provided in Table 3.

Descriptive statistics of responses were calculated, and a reliability test of the scale was performed. For most statements, response options ranged on a scale from 1 (strongly agree) to 7 (strongly disagree). Eight statements (self-assessed level of wellness for each domain and overall wellness) had options ranging on a scale from 1 (excellent) to 5 (terrible). The options for the level of pain statement ranged from 0 (no pain) to 10 (most severe pain ever). After the reliability analysis, three statements were removed to improve the reliability of the well-being scale. Therefore, the final version of the new well-being scale included 44 statements. The overall Cronbach alpha of the 44-item scale was .933. Table 4 presents the descriptive statistics, Cronbach alpha value of each domain, and number of items in each domain.

An exploratory factor analysis was performed on the responses from the 546 study participants, assuming there were seven factors in this scale. The obtained pattern matrix is shown in Table 5. Here, rotated factor loadings greater than 0.32 are shown. Two statements (WO and P6) with factor loadings less than 0.32 are also shown. WO is for overall well-being and therefore does not belong to any domain. P6 is about appetite, which is highly relevant to both physical health and mental health. Therefore, although the highest factor loading for P6 was 0.301, we still chose to keep this statement in the scale. The reliability evaluation indicated that both physical and mental domains had higher reliability when P6 was in the physical domain (Cronbach alpha, .705 [without P6] vs .714 [with P6] for the physical domain and .857 [with P6] vs .860 [without P6] for the mental domain). Therefore, we kept P6 in the physical domain.
Table 3. Demographic information of the 546 study participants who provided responses to all the statements in the new well-being scale.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Role</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>62 (11.4)</td>
</tr>
<tr>
<td>Faculty</td>
<td>113 (20.7)</td>
</tr>
<tr>
<td>Staff</td>
<td>370 (67.8)</td>
</tr>
<tr>
<td>Undeclared</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>128 (23.4)</td>
</tr>
<tr>
<td>Female</td>
<td>411 (75.3)</td>
</tr>
<tr>
<td>Undeclared</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>16 (2.9)</td>
</tr>
<tr>
<td>White American</td>
<td>496 (90.8)</td>
</tr>
<tr>
<td>Asian American</td>
<td>22 (4.0)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (2.2)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>4 (0.7)</td>
</tr>
<tr>
<td>Some college credits, no degree</td>
<td>24 (4.4)</td>
</tr>
<tr>
<td>Some technical training, no degree</td>
<td>11 (2.0)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>18 (3.3)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>194 (35.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>163 (29.9)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>22 (4.0)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>110 (20.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>137 (25.1)</td>
</tr>
<tr>
<td>Married or long-term committed relationship</td>
<td>369 (67.6)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>34 (6.2)</td>
</tr>
<tr>
<td>Widowed</td>
<td>6 (1.1)</td>
</tr>
<tr>
<td><strong>Household income</strong></td>
<td></td>
</tr>
<tr>
<td>≤US $10,000</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td>US $10,001-25,000</td>
<td>14 (2.6)</td>
</tr>
<tr>
<td>US $25,001-50,000</td>
<td>114 (20.9)</td>
</tr>
<tr>
<td>US $50,001-75,000</td>
<td>91 (16.7)</td>
</tr>
<tr>
<td>US $75,001-100,000</td>
<td>84 (15.4)</td>
</tr>
<tr>
<td>US $100,001-125,000</td>
<td>74 (13.6)</td>
</tr>
<tr>
<td>&gt;US $125,000</td>
<td>143 (26.2)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>19 (3.5)</td>
</tr>
</tbody>
</table>
Table 4. Descriptive statistics of study participants’ responses to 44 statements in the seven domains of the new scale and the reliability of each domain (N=546).

<table>
<thead>
<tr>
<th>Statements</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical domain, seven items (Cronbach alpha=.714)</strong></td>
<td></td>
</tr>
<tr>
<td>P1. I feel rested when I wake up in the morning.</td>
<td>3.60 (1.54)</td>
</tr>
<tr>
<td>P2. Each week, I exercise moderately for at least 30 minutes (for instance, walking briskly, bicycling slower than 10 miles per hour, playing tennis, and ballroom dancing).</td>
<td>3.14 (1.13)</td>
</tr>
<tr>
<td>P3. Because of my health status, I am physically able to exercise as much as I would like to.</td>
<td>2.60 (1.63)</td>
</tr>
<tr>
<td>P4. I usually have enough energy for everyday activities.</td>
<td>2.52 (1.32)</td>
</tr>
<tr>
<td>P5. My chronic pain level is (0=no pain, 10=most severe pain ever).</td>
<td>1.23 (1.46)</td>
</tr>
<tr>
<td>P6. My appetite has been good recently.</td>
<td>2.15 (1.05)</td>
</tr>
<tr>
<td>PO. My overall physical health is (1=excellent, 5=terrible).</td>
<td>2.09 (0.69)</td>
</tr>
<tr>
<td><strong>Mental domain, seven items (Cronbach alpha=.860)</strong></td>
<td></td>
</tr>
<tr>
<td>M1. I am generally satisfied with my quality of life.</td>
<td>2.44 (1.21)</td>
</tr>
<tr>
<td>M2. I am generally self-accepting.</td>
<td>2.57 (1.29)</td>
</tr>
<tr>
<td>M3. I feel hopeful about the future.</td>
<td>2.46 (1.25)</td>
</tr>
<tr>
<td>M4. I feel that I have control over my emotions.</td>
<td>2.40 (1.05)</td>
</tr>
<tr>
<td>M5. I believe that life is what you make it.</td>
<td>2.31 (1.21)</td>
</tr>
<tr>
<td>M6. I am open to new opportunities if my first plan does not work out.</td>
<td>2.03 (0.79)</td>
</tr>
<tr>
<td>MO. My overall mental health is (1=excellent, 5=terrible).</td>
<td>2.05 (0.78)</td>
</tr>
<tr>
<td><strong>Social domain, six items (Cronbach alpha=.781)</strong></td>
<td></td>
</tr>
<tr>
<td>S1. I am living in a safe community.</td>
<td>1.82 (0.88)</td>
</tr>
<tr>
<td>S2. When something good happens to me, I share the experience with my family and/or friends.</td>
<td>1.90 (0.92)</td>
</tr>
<tr>
<td>S3. I am satisfied with my ability to meet the needs of people who depend on me.</td>
<td>2.12 (0.98)</td>
</tr>
<tr>
<td>S4. I am satisfied with my current level of social activities.</td>
<td>2.84 (1.38)</td>
</tr>
<tr>
<td>S5. I have people in my life who care about me.</td>
<td>1.56 (0.78)</td>
</tr>
<tr>
<td>SO. My overall social wellness is (1=excellent, 5=terrible).</td>
<td>2.02 (0.77)</td>
</tr>
<tr>
<td><strong>Financial domain, five items (Cronbach alpha=.856)</strong></td>
<td></td>
</tr>
<tr>
<td>F1. If I incur an unexpected above average expense, I would still be stable financially.</td>
<td>3.03 (1.84)</td>
</tr>
<tr>
<td>F2. I have someone to help with my financial affairs, if needed.</td>
<td>2.95 (1.77)</td>
</tr>
<tr>
<td>F3. I am saving for retirement and for emergencies.</td>
<td>2.28 (1.46)</td>
</tr>
<tr>
<td>F4. My income is adequate for my current needs.</td>
<td>3.21 (1.79)</td>
</tr>
<tr>
<td>FO. My overall financial wellness is (1=excellent, 5=terrible).</td>
<td>2.39 (0.93)</td>
</tr>
<tr>
<td><strong>Spiritual domain, six items (Cronbach alpha=.892)</strong></td>
<td></td>
</tr>
<tr>
<td>SP1. I feel that my life is meaningful.</td>
<td>2.21 (1.11)</td>
</tr>
<tr>
<td>SP2. I feel inner and/or spiritual strength in difficult times.</td>
<td>2.69 (1.38)</td>
</tr>
<tr>
<td>SP3. I have a sense of direction for my life.</td>
<td>2.45 (1.19)</td>
</tr>
<tr>
<td>SP4. I know what is really important in my life.</td>
<td>2.01 (0.98)</td>
</tr>
<tr>
<td>SP5. My personal beliefs (religious or not) help me to cope with difficulties in life.</td>
<td>2.32 (1.11)</td>
</tr>
<tr>
<td>SPO. My overall spiritual wellness is (1=excellent, 5=terrible).</td>
<td>2.14 (0.79)</td>
</tr>
<tr>
<td><strong>Occupational domain, seven items (Cronbach alpha=.844)</strong></td>
<td></td>
</tr>
<tr>
<td>O1. I feel I have input on deciding how my job gets done.</td>
<td>2.52 (1.37)</td>
</tr>
<tr>
<td>O2. I am satisfied with the amount of time required by my job duties.</td>
<td>2.86 (1.49)</td>
</tr>
<tr>
<td>O3. My employer provides me many career development opportunities.</td>
<td>3.06 (1.63)</td>
</tr>
<tr>
<td>O4. I feel comfortable working with my colleagues.</td>
<td>2.21 (1.22)</td>
</tr>
<tr>
<td>Statements</td>
<td>Value, mean (SD)</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>O5. My work and life are well-balanced.</td>
<td>2.97 (1.50)</td>
</tr>
<tr>
<td>O6. My job security is high.</td>
<td>2.90 (1.43)</td>
</tr>
<tr>
<td>OO. My overall occupational wellness is (1=excellent, 5=terrible).</td>
<td>2.22 (0.80)</td>
</tr>
<tr>
<td>Intellectual domain, five items (Cronbach alpha=.828)</td>
<td></td>
</tr>
<tr>
<td>I1. I am satisfied with the quality of my work.</td>
<td>2.15 (0.99)</td>
</tr>
<tr>
<td>I2. I am aware of my intellectual strengths.</td>
<td>1.92 (0.80)</td>
</tr>
<tr>
<td>I3. I can rely upon my talents and skills to handle unexpected situations.</td>
<td>1.89 (0.75)</td>
</tr>
<tr>
<td>I4. I am satisfied with my ability to make decisions.</td>
<td>2.07 (0.90)</td>
</tr>
<tr>
<td>IO. My overall intellectual wellness is (1=excellent, 5=terrible).</td>
<td>1.78 (0.60)</td>
</tr>
<tr>
<td>WO. My overall well-being is (1=excellent, 5=terrible).(^a)</td>
<td>1.99 (0.64)</td>
</tr>
</tbody>
</table>

\(^a\)The statement is for self-assessment of overall wellness. It is in the scale but does not belong to any domain.
Table 5. Rotated factor loadings of the exploratory factor analysis with 44 statements from 546 study participants.

<table>
<thead>
<tr>
<th>Statement ID</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
<th>Factor 6</th>
<th>Factor 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.485^a</td>
<td>0.351</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P2</td>
<td>0.534^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P3</td>
<td>0.758^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P4</td>
<td>0.609^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P5</td>
<td>0.610^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P6</td>
<td>0.170</td>
<td>0.301</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PO</td>
<td>0.621^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M1</td>
<td>—</td>
<td>0.447^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M2</td>
<td>—</td>
<td>0.655^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M3</td>
<td>—</td>
<td>0.376^a</td>
<td>—</td>
<td>—</td>
<td>0.351</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M4</td>
<td>—</td>
<td>0.632^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M5</td>
<td>—</td>
<td>0.488^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M6</td>
<td>—</td>
<td>0.413^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.321</td>
</tr>
<tr>
<td>MO</td>
<td>—</td>
<td>0.528^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S1</td>
<td>—</td>
<td>—</td>
<td>0.339^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S2</td>
<td>—</td>
<td>—</td>
<td>0.612^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S3</td>
<td>—</td>
<td>—</td>
<td>0.574^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S4</td>
<td>—</td>
<td>0.363</td>
<td>0.590^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S5</td>
<td>—</td>
<td>—</td>
<td>0.555^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SO</td>
<td>—</td>
<td>—</td>
<td>0.625^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.887^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.683^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.708^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.829^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FO</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.891^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SP1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.563^a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SP2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.820^a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SP3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.640^a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SP4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.604^a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SP5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.809^a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SPO</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.796^a</td>
<td>—</td>
</tr>
<tr>
<td>O1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.709^a</td>
</tr>
<tr>
<td>O2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.759^a</td>
</tr>
<tr>
<td>O3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.730^a</td>
</tr>
<tr>
<td>O4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.676^a</td>
</tr>
<tr>
<td>O5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.686^a</td>
</tr>
</tbody>
</table>
There are several statements with high loading factors in more than one domain. For instance, P1 is about sleep quality, which is related to both physical and mental wellness. In these cases, both factor loading and Cronbach alpha were used to determine which domain is more appropriate for the statements. Typically, the domain with the higher factor loading and higher Cronbach alpha was chosen.

The confirmatory factor analysis assessed the fit of the seven-factor structure using the responses from the 546 study participants. For this seven-factor two-layer model, the comparative fit index (CFI) was 0.866, Tucker-Lewis index (TLI) was 0.859, and the root mean square error of approximation (RMSEA) was 0.058, suggesting adequate model fit.

Comments
Some study participants provided brief comments after providing responses in the well-being scale. Some of these comments were specific to the university and are not shown here. Others were more generic and may be applicable to other places as well. These comments are presented below.

I also have a second job which affects the answers given here. [Participant #42 in Q3]
Occupational distress mostly from direct supervisor. [Participant #394 in Q3]
Currently pregnant, so my physical well-being is not what it should be. [Participant #547 in Q3]
Great survey; easy to understand and take! [Participant #646 in Q3]
Not a big fan of spiritual wellness. I know this survey says this could be religious or not, but isn't there another word without a religious connotation? [Participant #648 in Q3]

Discussion
Principal Findings
The goal of this study was to develop a new comprehensive well-being scale for people in the university environment and evaluate its reliability and validity. We used a combined method (traditional survey design method and crowdsourcing) to create a new well-being scale for people in the university environment. This is a user-centered approach since the target population is involved in all the stages of scale development. The benefits of this combined method and user-centered approach were that findings were incorporated from previous well-being scale development studies and ideas and opinions were gathered from a large number of people in the target population. The obtained scale was shown to be highly reliable (Cronbach alpha of the scale was .933). A summary of the uniqueness of this study is given below.

First, the candidates for domains, subdomains, and scale statements were collected from a large number of existing well-being and quality of life scales identified by several recent review studies [6-8]. This provided a solid foundation for the validity and reliability of the new scale. We also had extensive experience in creating and evaluating scales in previous studies [7,52-61]. Second, in the three steps involving users, a total of 1,231 study participants from the target population contributed their ideas to the development of this scale at different stages. This made it possible to fully incorporate their needs and ideas into the new scale. This is typically not done in the traditional scale development approach. Third, the combined method generated a highly reliable new scale, and this result demonstrates that our approach is feasible for scale development.

In the past, scales were typically created by experts according to their experience and the literature. The target populations were only involved in the last step for the final evaluation. The quality of the scale was strongly determined by the knowledge of the experts in the field and their understanding of the target population. The application of crowdsourcing in this project reduced this dependence.

Crowdsourcing has been used in many previous studies [37-45,62-65]; however, the role of study participants was mainly limited to providing responses to already existing questionnaires, instead of being involved in all stages of the questionnaire development and evaluation. In this study, guided by the user-centered approach, samples of the target population were involved in all stages of questionnaire development and evaluation. The confirmatory factor analysis assessed the fit of the seven-factor structure using the responses from the 546 study participants. For this seven-factor two-layer model, the comparative fit index (CFI) was 0.866, Tucker-Lewis index (TLI) was 0.859, and the root mean square error of approximation (RMSEA) was 0.058, suggesting adequate model fit.

Comments
Some study participants provided brief comments after providing responses in the well-being scale. Some of these comments were specific to the university and are not shown here. Others were more generic and may be applicable to other places as well. These comments are presented below.

I also have a second job which affects the answers given here. [Participant #42 in Q3]
Occupational distress mostly from direct supervisor. [Participant #394 in Q3]
Currently pregnant, so my physical well-being is not what it should be. [Participant #547 in Q3]
Great survey; easy to understand and take! [Participant #646 in Q3]
Not a big fan of spiritual wellness. I know this survey says this could be religious or not, but isn't there another word without a religious connotation? [Participant #648 in Q3]

Discussion
Principal Findings
The goal of this study was to develop a new comprehensive well-being scale for people in the university environment and evaluate its reliability and validity. We used a combined method (traditional survey design method and crowdsourcing) to create a new well-being scale for people in the university environment. This is a user-centered approach since the target population is involved in all the stages of scale development. The benefits of this combined method and user-centered approach were that findings were incorporated from previous well-being scale development studies and ideas and opinions were gathered from a large number of people in the target population. The obtained scale was shown to be highly reliable (Cronbach alpha of the scale was .933). A summary of the uniqueness of this study is given below.

First, the candidates for domains, subdomains, and scale statements were collected from a large number of existing well-being and quality of life scales identified by several recent review studies [6-8]. This provided a solid foundation for the validity and reliability of the new scale. We also had extensive experience in creating and evaluating scales in previous studies [7,52-61]. Second, in the three steps involving users, a total of 1,231 study participants from the target population contributed their ideas to the development of this scale at different stages. This made it possible to fully incorporate their needs and ideas into the new scale. This is typically not done in the traditional scale development approach. Third, the combined method generated a highly reliable new scale, and this result demonstrates that our approach is feasible for scale development.

In the past, scales were typically created by experts according to their experience and the literature. The target populations were only involved in the last step for the final evaluation. The quality of the scale was strongly determined by the knowledge of the experts in the field and their understanding of the target population. The application of crowdsourcing in this project reduced this dependence.

Crowdsourcing has been used in many previous studies [37-45,62-65]; however, the role of study participants was mainly limited to providing responses to already existing questionnaires, instead of being involved in all stages of the questionnaire development and evaluation. In this study, guided by the user-centered approach, samples of the target population were involved in all stages of questionnaire development and evaluation. The confirmatory factor analysis assessed the fit of the seven-factor structure using the responses from the 546 study participants. For this seven-factor two-layer model, the comparative fit index (CFI) was 0.866, Tucker-Lewis index (TLI) was 0.859, and the root mean square error of approximation (RMSEA) was 0.058, suggesting adequate model fit.

Comments
Some study participants provided brief comments after providing responses in the well-being scale. Some of these comments were specific to the university and are not shown here. Others were more generic and may be applicable to other places as well. These comments are presented below.

I also have a second job which affects the answers given here. [Participant #42 in Q3]
Occupational distress mostly from direct supervisor. [Participant #394 in Q3]
Currently pregnant, so my physical well-being is not what it should be. [Participant #547 in Q3]
Great survey; easy to understand and take! [Participant #646 in Q3]
Not a big fan of spiritual wellness. I know this survey says this could be religious or not, but isn't there another word without a religious connotation? [Participant #648 in Q3]
evaluation. They provided invaluable ideas for building this highly reliable well-being scale.

**Comparison With Prior Work**

There are many other well-being scales. However, none of them were specifically designed for people in the university environment. Additionally, because this environment includes people who have different ages and different roles, the typical well-being scales for the workplace do not apply well [66-69], especially for students. This study used the findings from other well-being scale development studies and adopted a new approach to building a scale for people in the university environment. This new scale is considered better than other generic or employee well-being scales for more precise well-being assessment of this particular population.

**Limitations**

A scoring system for this scale has not been established yet, and thus, it is not feasible to compare the well-being outcomes from this scale with those from other existing scales. In the next step, we will develop a scoring system for the scale and compare the obtained scores with the results from other well-established scales domain by domain. We will perform another study to evaluate the relationship among the domains and determine the weight these domains should have in the overall well-being measure. For this purpose, we are currently creating a website that allows people in the university environment to complete multiple well-being scales online, including this new scale and several other scales. The obtained data will be used for comparison and further analysis.

This study included a large number of staff members (n=867) but a relatively smaller number of students (n=135). The number of participants in each category was sufficient to obtain study results. However, since the number of study participants in the three categories was not well balanced, the results may be biased to some extent. It may be necessary to increase focus on these populations by designing well-being scales for people in each category (ie, one scale for staff, one for faculty, and one for students).

**Conclusions**

By using a combined approach (a traditional scale development method and crowdsourcing for idea collection at multiple stages of scale development), a highly reliable and comprehensive well-being scale was created for people in the university environment. This scale may be used for reliable well-being assessment in the population of this environment. The results of the well-being assessment may be used to guide the design of well-being improvement interventions.
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Abstract

Background: The increasingly complex medical environment highlights the importance of milestones and entrustable professional activities (EPAs) to realize the ideals of competency-based medical education (CBME). However, if enormous amounts of assessment results need to be compiled, the development of a digital system to manage, integrate, and synthesize learning and assessment data will be necessary. Furthermore, this system should be able to facilitate real-time assessment with feedback and therefore enhance users’ learning through coaching in the moment in the clinical workplace.

Objective: The main purpose of this study was to develop a competency-based electronic platform system to provide resident physicians with clinical assessments and learning in order to enhance the learning of trainees and reduce the burden of assessments.

Methods: A competency-based learning and assessment system (CBLAS) for residency training was designed, developed, and evaluated in this study. Opinion interviews and a focus group consensus meeting of key users, including trainees, clinical teachers, and administrative staff, were conducted as needs assessments. The structure of the CBLAS was designed according to the thematic analysis of needs assessments. Clinical teachers’ acceptance of using CBME assessments, according to the constructs of attitude, perceived usefulness, and perceived ease of use, was surveyed in the beginning and half a year after implementation of the CBLAS. Additionally, the satisfaction of using the CBLAS, according to information, system, and service qualities, was surveyed after implementation.

Results: The main functions of the CBLAS, including milestones, EPAs, learning portfolios, teacher/student feedback, e-books, learning materials, assessment progress tracking, and statistical analysis of assessment results, were designed and developed for responding to nine themes, which emerged from the needs assessments of the three user groups. Twenty clinical teachers responded to the CBME assessment acceptance surveys before and after CBLAS implementation, which revealed a significant improvement in the factor of “attitude” (P=.02) but no significant differences in the two factors of “usefulness” (P=.09) and “ease of use” (P=.58) for CBME assessments. Furthermore, satisfaction surveys were performed in 117 users, and 87.2% (102/117) were...
satisfied with the CBLAS in terms of information, system, and service qualities. There was no significant difference in satisfaction among different user groups.

**Conclusions:** The CBLAS is a user-centered platform that supports clinical teachers’ assessment exercises and residents’ learning, as well as administrative work for staff according to users’ needs assessments and operationalized features of CBME assessments. With the system, clinical teachers had a more positive attitude to conduct the assessment activities of milestones and EPAs and learners could arrange their study schedules to enhance their learning effectiveness. The CBLAS sheds light on how to effectively design and develop a digital system to execute milestone- and EPA-based assessments for enhancing competency-based education among residents, according to our experiences in Taiwan.

*(J Med Internet Res 2020;22(4):e15655) doi:10.2196/15655*
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**Introduction**

**Background**

Medical education systems require continual improvement if they are to react effectively to the challenges of rapid changes in technology and the sociocultural environment of the 21st century [1]. To address the medicine-related challenges at hand, equipping doctors with essential competencies has been strongly emphasized in competency-based medical education (CBME) [2]. CBME focuses on practice-based competencies, which have been analyzed and developed according to the needs of the society and patients. CBME does not emphasize time-based training. Instead, it promises greater accountability, flexibility, and learner-centeredness [3]. However, to enable implementation of CBME in the usual clinical teaching and training assessment routines, the most influential and persuasive specific practices are those of “entrustable professional activities (EPAs)” proposed by the Dutch scholar ten Cate [4] and “milestones,” which were planned by the Accreditation Council for Graduate Medical Education (ACGME) [5].

**Competency-Based Medical Education**

Medical education in the United States and Canada, as reported by Flexner in 1910, spurred a reform movement, which laid the foundation of a structure- and procedure-oriented medical education model [6]. In this previous report, Flexner mentioned that medical students should have a foundation in elementary science before admission to medical schools. In addition, medical schools should provide students with clinical training, laboratory training, full-time teachers, and a teaching hospital. It was not until 2010 that the Carnegie Foundation for the Advancement of Teaching published “Educating Physicians,” which was like the second version of the report by Flexner. This report clearly outlined the following five major plans for medical education reform in the 21st century: (1) standardization of learning outcomes and individualization of the learning process; (2) integration of formal knowledge and clinical experience; (3) establishment of a holistic medicine and health care team; (4) self-learning and growth; and (5) professionalism and recognition. These reform plans resonate with the CBME model.

CBME, proposed by the World Health Organization in the 1970s, aims to educate “health professionals who can practice medicine at a defined level of proficiency, in accord with local conditions, to meet local needs” [7].” After the Institute of Medicine published its report “Crossing the Quality Chasm” in 2001, this important educational issue re-emerged and was widely discussed. CBME is seen as a different teaching method, as it predefines the competencies medical students should acquire before graduation [8] and suggests different methods of evaluating educational outcomes [9]. To identify desirable training results, the concept of “progression of competence” was created [10]. As CBME emphasizes learner-centeredness in students, learners enjoy greater autonomy and flexibility in scheduling their curricula. Moreover, the clear learning goals and the transparent process differ from traditional medical training. Thus, this educational model can better meet the needs of both the society and patients [2,11-13].

**Entrustable Professional Activities**

An EPA, proposed by ten Cate in 2005 [4], is defined as unsupervised task execution once the learner has attained a sufficient level of competency. During the assessment activity, the clinical teacher should observe and assess the trainee’s performance and give feedback accordingly [14]. The term “entrustable” was coined to emphasize the importance of “trust” and to reinforce an “entrustment decision” as well [15]. Entrustable competencies are an important aspect of the doctor-patient relationship. Patients visit doctors for treatment because they trust them. In addition, when teachers teach students to attain a certain proficiency level, they also “trust” them to be able to practice their skills in a professional task independently [5]. EPAs embody the core competencies that residents must learn. Through assessment activities when performing a task, residents improve their proficiency of relevant competencies in a professional context, which ensures the realization of CBME and advances medical education.

**Milestones**

The concept of residency milestones originated with Nasca, the chief executive officer of the ACGME in 2008, according to the guidelines of which the following two points were mentioned: (1) development of milestones for each specialty and (2) development of assessment tools for milestones [16]. Therefore, a milestone implies an achievement or behavior presented by a physician who has the competency to carry out EPAs [17]. Compared with the current residency training program, the competencies emphasized with milestones are closer to the competencies required by a specific specialty. Milestones specify the core knowledge, skills, attitudes, and...
beliefs a medical specialist should acquire; moreover, it could also be applied to map out the progression of a medical student from admission to graduation.

The concept of milestones to describe a learner’s progress and performance originated from the skill acquisition model proposed by Dreyfus and Dreyfus [18]. Moreover, clinical teachers use milestones as elements of a standardized assessment tool to indicate a learner’s training outcome. The Milestone Project can help achieve the goals set out in the Outcome Project by serving as indicators of the quality of a training project and the progress of a learner. From that, we know that developing core competency-based milestones is a key step in realizing the spirit of CBME [19].

As patients’ conditions vary, assessments based on diverse content, several types of provisions, and multiple dimensions can be helpful to teachers in keeping them well informed of their students’ learning conditions. Furthermore, teachers can use the digital assessment platform to conduct assessments as part of their duty, according to which they can provide useful feedback. They can also simultaneously encourage students to self-reflect and direct them toward revising their learning plans. As a result, students’ competencies can be developed [20].

Berz et al pointed out in their study that many teachers recognized that compared with milestone-based assessment tools, traditional tools are too narrow in scope, while also being inconvenient to use in the continuity of a clinical setting [21]. The development of a new assessment tool could enhance the quality and quantity of the assessment, as well as the satisfaction of users [21]. However, the data produced from assessments required for training programs based on milestones and EPAs are enormous, and compiling such a large amount of data would consume much time and resources. As a result, the implementations of milestones and EPAs have been hindered owing to the restricted medical and administrative resources. Many studies on related literature point out that the digitization of CBME will be critical for its future development. Lockyer et al noted that effective assessment is essential for the implementation of CBME [22]. Further, effective assessment needs effective information management and documentation, as well as continuous improvements to the assessment system [22]. Additionally, Schumacher et al claimed that as effective assessment requires huge amounts of data, highly effective data management is critically important [23]. Therefore, this work needs to be supported by digital assessments and mobile apps.

The collection and management of enormous assessments in the clinical environment need technology support, and the synthesis of data to inform the “progression of competence” of a trainee relies much on information technology. In the United States, according to the requirement of the ACGME, the Clinical Competency Committee is responsible for collecting data on the assessment results of residents every 6 months and holding discussions to decide each resident’s proficiency level and final training outcome [24]. Analysis and discussion to synthesize the data without the assistance of a digital system would be a formidable challenge in many medical environments, such as those in Taiwan, where medical and administrative manpower resources are limited.

For learning whether trainees’ proficiency levels have met the training goals, a digital system is required to achieve the following goals: (1) comprehensively digitize the activities of the residency assessments; (2) allow teachers and students access to the system for online learning and feedback, without time and space restrictions; (3) reduce trainees’ cognitive load and enhance their learning effectiveness; (4) provide trainees clearer learning goals and resources by integrating the assessment activities and learning into one system; (5) support the operation of a huge amount of statistical analyses and diagrams; (6) conduct assessments on the online system; and (7) create a feedback exchange platform where teachers and trainees can freely share their experiences.

Thus far, in Chinese-speaking areas, only few units have conducted a literature review and begun development of CBME digitization. The development of our Competency-Based Learning and Assessment System (CBLAS) is expected to be the pioneer of CBME digitization. Moreover, as the system was developed in Mandarin Chinese, it could serve as an example of system development for other Chinese-speaking countries.

Considering the aforementioned situations and facts, this study set the following three goals: (1) plan a competency-based and learner-centered training program, objective assessment model, and assessment scale for later integration into the system; (2) design the structure, build a web-based system for residency assessments and learning according to user needs analyses (trainees, teachers, and administrative staff), and implement the system in two medical centers and two regional hospitals in Taiwan; and (3) investigate clinical teachers’ acceptance toward CBME assessments and the assessment time before and after implementation of the system and evaluate system satisfaction by different users after implementation.

Methods

Study Methods

The methods of this study included four parts. First, the needs assessments of key users, including trainees, clinical teachers, and administrative staff, for designing the CBLAS were conducted through several opinion interviews and a focus group consensus meeting. Second, the structure of the CBLAS was designed and developed according to needs assessment analyses and consensus. Third, clinical teachers’ acceptance (based on the constructs of attitude, perceived usefulness, and perceived ease of use) of using CBME assessments was surveyed in the beginning of the implementation of the CBLAS and the acceptance was followed up with a survey half a year later. Moreover, we sampled five clinical teachers to observe the average time of performing an assessment in the clinical workplace. Fourth, a total of 117 users (three groups including teachers, trainees, and administrative staff) were surveyed for their satisfaction of using the CBLAS, according to information quality, system quality, and service quality.
Needs Assessments of Key Users for the Competency-Based Learning and Assessment System

The development of the CBLAS was centered on the users’ needs. We collected opinions from clinical teachers, trainees, and administrative staff regarding the difficulties encountered when performing assessments. The challenges included heavy workload with repetitive tasks, assessment items that were often missed out, waste of time and paper resources to print assessments, and difficulties in recovering backend data. Additionally, we invited five clinical teachers, three trainees, and three administrative staff to participate in a user focus group consensus meeting to discuss the possible solutions for CBME assessment challenges with the web-based system. The records of the consensus meeting and previous opinion interviews were further analyzed with a thematic analysis technique, in which the common themes of the users’ needs were identified by grouping ideas with commonality. We aspired to build a fast and easy system to meet teachers’ and trainees’ needs. Through continuous improvements, modifications, and updates, the functions of competency assessment and teaching were expected to be enhanced. As a result, the learning outcomes could eventually be optimized.

Development of the System Structure

Based on the thematic analysis of the users’ needs and the literature review, we divided the CBLAS into the following four major functions: (1) training program, where the training plan, training goals, and program plans of a specific specialty can be viewed and questions regarding the training program can be answered; (2) assessment, where milestones and EPAs are used by teachers and the results can be checked by trainees; (3) learning, where learning materials can be provided and teachers and students can communicate; and (4) management, where the control center of the abovementioned three subsystems is located and is only available to administrators and department secretaries (Figure 1). The details of the design have been reported in the Results with system functions and interface design.

Acceptance Survey for Competency-Based Medical Education Assessments

The success of CBME relies much on frequent assessments with clinical teachers’ commitment on purposeful observation and meaningful feedback. Clinical teachers’ acceptance of performing CBME assessments would be the key to success. This study applied the constructs in the Technology Acceptance Model, which was proposed by Davis in 1989 [25], to design a survey to investigate clinical teachers’ acceptance of CBME assessments. When users are introduced to a new tool, three main factors influence their acceptance decision [26]. The three factors are perceived usefulness, perceived ease of use, and attitude. Perceived usefulness indicates that users believe that they will improve work performance when using a certain tool. Perceived ease of use indicates that users think that using a particular tool will not need too much effort. The construct of attitude in acceptance represents the users’ emotional perceptions toward using the tool.

First, we designed the survey with Google Forms to investigate teachers’ acceptance of CBME assessments. The survey questions were designed according to three factors, including attitude toward using CBME assessments (three items),
perceived usefulness of CBME assessments (two items), and perceived ease of use of CBME assessments (two items). A 7-point semantic differential scale was used in the questionnaire to rate the variables. An example item of each of the three factors (attitude, usefulness, and ease of use) is shown in Figure 2.

Figure 2. Example item of the questionnaire. CBME: competency-based medical education.

We invited clinical teachers by convenience sampling to respond to the acceptance survey in the beginning of implementation, and they were followed up after 6 months. The paired $t$-test was applied to assess the significance of the difference between the two survey times. We also analyzed the acceptance rate of clinical teachers in terms of each factor, where the percentage of users who rated all items in the factor $\geq 5$ points was considered as the acceptance rate for the factor. Beside clinical teachers’ acceptance, we further sampled five clinical teachers to observe how much time they needed to record their feedback after a clinical assessment with a traditional paper tool and with the CBLAS. The average time for inputting a word (a Chinese character) was counted to descriptively provide a sense of the difference in recording qualitative feedback in the clinical workplace between a traditional paper tool and the CBLAS.

Satisfaction Survey for the Competency-Based Learning and Assessment System

We assessed users’ satisfaction with the CBLAS after it was implemented for more than half a year. The subjects included clinical teachers, learners, and administrative staff. A questionnaire with a Likert 7-point scale was used in the survey for users to rate their perceived satisfaction in terms of information quality, system quality, and service quality. In the scale, 1 point indicated strongly disagree, 4 points indicated undecided, and 7 points indicated strongly agree with the statement of the question item. Example items of the three factors are as follows: (1) information quality, I feel that the information provided by the CBLAS fits my needs; (2) system quality, I feel that the CBLAS is stable and does not easily crash; (3) service quality, I feel satisfied that CBLAS maintenance personnel can respond to my needs in real time when I encounter problems with the CBLAS.

One-way analysis of variance was applied to analyze the difference in satisfaction between different user groups. When analyzing the satisfaction percentage of the users for a quality factor, we considered scores of all items in the factor $>5$ points to indicate that users were satisfied with the CBLAS for that factor.

Results

Summary of the Needs of Different Key User Groups

After thematic analysis of the records from opinion interviews and a focus group consensus meeting involving five clinical teachers, three trainees, and three administrative staff, we identified the needs that different user groups specified for the CBLAS (Textbox 1).
Textbox 1. Themes of the needs of different key user groups.

<table>
<thead>
<tr>
<th>Residents (trainees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Learner-centeredness</td>
</tr>
<tr>
<td>• Being able to adjust his/her own learning progress without time and space restrictions</td>
</tr>
<tr>
<td>• Being able to understand and organize future goals through milestones</td>
</tr>
<tr>
<td>2. Being able to use different types of devices with the support of responsive web design</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clinical teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Alleviating time- and space-related problems to improve the delivery of training programs and assessment activities</td>
</tr>
<tr>
<td>2. Being fully informed of each trainee’s learning progress and needs</td>
</tr>
<tr>
<td>3. Being able to provide feedback in real time, communicate, give appropriate assistance, and share knowledge according to the trainee’s competency level</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical Education Department (administrative staff)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reducing the workload in terms of the administrative procedure and large volume of statistical data</td>
</tr>
<tr>
<td>2. Reducing paper use and carbon emission</td>
</tr>
<tr>
<td>3. Reducing barriers in promoting competency-based training</td>
</tr>
<tr>
<td>4. Systematizing records and assessment results</td>
</tr>
</tbody>
</table>

System Functions and Interface Design

Assessment Procedure

The administrator is responsible for creating new personal accounts and managing each batch’s trainees. The department secretaries assign clinical teachers to trainees each month for assessment activities, which include shift-based milestones and EPAs. The CBLAS ensures that a certain amount of assessment results for each trainee comes from different teachers’ assessments so that the reliability and validity of the assessment results can be ensured.

After data collection, the CBLAS further organizes and analyzes the assessment results. By presenting charts through data visualization, users will become aware of the gap between the expected training goal and the trainee’s actual competency level, which will help with his/her further training. In addition, radar charts are produced to show a trainee’s proficiency level in each subcompetency for indicating whether the trainee is ahead or behind his/her peers (Figure 3). Furthermore, the radar charts serve as a reference for further training required by the learner if the trainee falls behind, so that the goal of teaching each student according to his/her aptitude can be realized.
Shift-Based Milestone Interface
The shift-based milestone interface is trainee-centered. Teachers assess an assigned trainee’s performance by clicking on the name of the trainee and then on the subcompetency (Figure 4, left) to execute the milestone assessment and feedback activity (Figure 4, right).
**Half-Year Milestone Interface**

The half-year milestone interface is for trainees who have received training for at least 6 months. It is where the assigned teacher provides the assessment to the trainee and the trainee inserts his/her own self-assessment as well. After the teacher clicks on the name of the trainee, the CBLAS shows all 23 subcompetencies to be assessed (Figure 5). The assessment can be saved before the result submission. In other words, the teacher can freely allocate his/her time to complete the assessment activity.
Figure 5. Half-year milestone interface.

### Entrustable Professional Activity Assessment Interface

The EPA assessment interface centers on the trainees and serves as a place where they can communicate with their clinical teachers about the EPAs that need to be assessed. After the clinical teachers click on the name of a trainee and enter the medical number to continue to the next page, they can select the EPAs to provide assessment and feedback (Figure 6).
**E-Learning Platform Interface**

The e-learning platform interface comprises different specialties, and the learning materials of a specific specialty are shown depending on the trainee’s identity, so that his/her cognitive load can be reduced. Learning materials can be divided into the following three major types: documents, pictures, and videos. Trainees can search for materials based on their needs and can add certain materials into “My Favorites,” so that they can check them at any later time (Figure 7).
Instant Notifications and Reminders

Users automatically receive reminders from the CBLAS when they need to provide an assessment. They can simultaneously also receive updates from the CBLAS. Compared with the paper assessments used in the past, clinical teachers have more flexibility in terms of when they need to provide and edit assessments of a trainee’s subcompetencies. No assessment sheets need to be prepared in advance, which can enhance the work efficiency of residency competency assessments. Moreover, the results are shown in the CBLAS in real time, which helps users complete direct observations and clinical assessments at any time and ensures that teachers are fully informed of trainees’ learning progress. As a result, teaching quality and teaching-related work efficiency can be enhanced.

Clinical Teachers’ Perceived Acceptance of Competency-Based Medical Education Assessments Before and After System Implementation

A total of 20 clinical teachers responded to the CBME acceptance survey before and after the implementation of the CBLAS. We found that their attitudes toward the CBLAS significantly improved after implementation (mean score change from 5.15 [SD 0.72] to 5.70 [SD 0.61], \( P < .05 \)); however, there was not much difference before and after implementation in the perceived usefulness and perceived ease of use for CBME assessments. When we counted the acceptance percentage of the clinical teachers according to their attitude, the acceptance percentage increased from 60% to 90%. The change in the attitude percentage indicated that 30% of the participants changed their attitude from negative or undecided for at least one item in the attitude factor to positive for all items in the attitude factor. The results are presented in Table 1. Beside acceptance, we also randomly sampled five clinical teachers regarding convenience before and after system implementation to observe the time needed for inputting their feedback after an assessment in the emergency department clinical environment. Five different teachers were sampled for the before and after tests. The average time for inputting a word (a Chinese character) reduced from around 2.2 seconds a word by hand writing to 0.5 seconds a word by speech input.

Table 1. Acceptance of competency-based medical education assessments before and after system implementation (n=20).

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Before implementation</th>
<th>After implementation</th>
<th>( t ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Score, mean (SD)</td>
<td>Acceptance percentage</td>
<td>Score, mean (SD)</td>
</tr>
<tr>
<td>Attitude</td>
<td>5.15 (0.72)</td>
<td>60%</td>
<td>5.70 (0.61)</td>
</tr>
<tr>
<td>Usefulness</td>
<td>6.10 (0.91)</td>
<td>90%</td>
<td>6.05 (0.81)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>6.05 (0.89)</td>
<td>90%</td>
<td>5.90 (0.89)</td>
</tr>
<tr>
<td>Overall acceptance</td>
<td>5.77 (0.73)</td>
<td>_c</td>
<td>5.88 (0.66)</td>
</tr>
</tbody>
</table>

\(^a\)Percentage of users who rated all items in the factor with a score \( \geq 5 \).

\(^b\)\( P < .05 \).

\(^c\)Three factors were designed to evaluate the acceptance of CBME assessments; therefore, the overall acceptance percentage was not counted in this study.
Satisfaction Survey for the Competency-Based Learning and Assessment System

A total of 117 users responded to the satisfaction survey, with 52 responses from teachers, 46 from learners, and 19 from administrative staff. The detailed results are shown in Table 2. All three groups of key users showed high scores for the perceived quality of three factors, with the mean score ranging from 5.90 to 6.47 on the 7-point Likert scale. The three factors included information quality, system quality, and service quality. There was no difference in satisfaction among the three groups of users. The satisfaction percentage for all users regarding the three factors ranged from 87% to 90%.

Table 2. Perceived quality of the competency-based learning and assessment system (n=117).

<table>
<thead>
<tr>
<th>Perceived quality</th>
<th>User score, mean (SD)</th>
<th>F (ANOVA)</th>
<th>P value</th>
<th>Percentage of satisfactionb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clinical teachers</td>
<td>Trainees</td>
<td>Administrative staff</td>
<td></td>
</tr>
<tr>
<td>Information quality</td>
<td>5.90 (1.01)</td>
<td>5.98 (1.16)</td>
<td>6.03 (0.62)</td>
<td>1.05</td>
</tr>
<tr>
<td>System quality</td>
<td>6.06 (0.75)</td>
<td>6.07 (0.87)</td>
<td>6.15 (0.58)</td>
<td>0.10</td>
</tr>
<tr>
<td>Service quality</td>
<td>6.07 (0.83)</td>
<td>6.05 (1.21)</td>
<td>6.47 (0.47)</td>
<td>1.51</td>
</tr>
<tr>
<td>Overall</td>
<td>6.01 (0.82)</td>
<td>6.03 (1.02)</td>
<td>6.30 (0.51)</td>
<td>_c</td>
</tr>
</tbody>
</table>

aANOVA: analysis of variance.
bPercentage of users who rated all items in the factor with a score ≥5.
cThree factors were designed to evaluate the acceptance of CBME assessments; therefore, the overall acceptance percentage was not counted in this study.

Discussion

Principal Findings

In the rapidly changing 21st century, the life cycle of knowledge is getting shorter. Lifelong learning will be a normal approach. The CBLAS mentioned in this article is an assessment system for clinical skills learning. It is designed to connect learning with the real workplace to facilitate competency-based performance to a defined proficiency with frequent assessment and feedback to ensure progression of competence [10,14]. Medical education and training have no resistance to rapidly changing technology. Many pedagogical strategies were developed to facilitate an active learner-centered teaching and learning approach [25]. Information technology platforms and assessment tools can provide unique, timely, cost-effective, and valuable opportunities to improve the outcomes of education and training [27]. Heller et al mentioned that the Competence-Based Knowledge Structure for Personalized Learning system focuses on knowledge learning through multifaceted learning to improve learners’ level of knowledge. The assessment takes place when learners finish learning in order to find out whether they have acquired the required knowledge. This e-learning platform emphasizes personalized learning paths and efficient assessment of knowledge and competencies [28], Zehry et al also mentioned in a 2011 study that these e-learning platforms have several distinct advantages over traditional teaching and learning models, including the ability to update materials in a timely manner for ensuring the ability to provide students with the latest evidence-based content [29]. The CBLAS was designed according to the concept of CBME and the needs of key user groups. This system allows updating of teaching resources, and users can share, search, and discuss on the platform in real time. Thus, it is a valuable resource for updating knowledge. Beyond knowledge and cognition, multiple effective workplace-based assessments and feedback are essential for the implementation of CBME. The CBLAS provides authentic workplace-based assessments and immediate feedback to connect knowledge and clinical practice. We found that clinical teachers’ attitudes had greatly improved after the implementation of the CBLAS. The possible reasons are that the design of this system framework meets the needs of clinical teachers and practical experience promotes the understanding of CBME.

Our study results showed that all three groups of key users had high scores for the perceived quality of the CBLAS. CBME is a paradigm shift from traditional assessments to milestone-based assessments. Schumacher et al found that “Data and Assessment System Development” is an important resource needed to implement this new system [23]. Workplace-based assessments of milestones and EPAs will generate large amounts of data for all trainees across a program. These data will need to be collected accurately and effectively. Additionally, the data should be presented and synthesized in a meaningful manner to facilitate interpretation and review in clinical competency committees. The important point is data accuracy. Every assessment result is only stored in the CBLAS after being confirmed by the clinical teacher. If some assessment items are missed or the same assessment item is checked twice, a pop-up message will remind the teacher to make corrections before clicking on confirm and sending the result back to the CBLAS. The CBLAS is equipped with an automatic submission check function, which can prevent teachers from accidentally failing to assess trainees. Apart from this, the CBLAS matches up teachers with assigned trainees and sends timely reminders to the teachers to avoid repeated assessments and insufficient number of assessments.

In the past, the collection and organization of huge amounts of data were often the most troublesome tasks for administrative staff. The CBLAS can efficiently save time on the delivery of questionnaires because after the assessment is finished, it usually takes few days to submit and collect the paper questionnaire, as well as create a file for it. Further, some teachers even forget...
to submit the assessment questionnaire. Moreover, the assessment data can be easily categorized, shared, integrated, and analyzed. The CBLAS not only meets the needs of teachers and learners, but also considers the needs of administrative staff.

Future Plan

Although the CBLAS currently focuses on Western medicine professionals, it has reserved some space to include other specialties in future use. Therefore, we developed an e-learning platform that integrates CBME, which would serve not only as a reference for major departments and countries, but also as a basis for further development. Some improvements were suggested for the CBLAS, and these are presented below.

Improve the Program and Learning Content by Simplifying the Content but Targeting the Milestones

To ensure the quality of online learning on different types of devices and to keep pace with the trend of online education, we are consistently making improvements to the CBLAS according to analysis data obtained from pre- and post-survey user feedback. With a focus on clarifying the learning goals, we made changes to the learning material and teaching content, such as visualizing the content and simplifying the text, which will help users to read the interface on smartphones, tablets, or other devices with ease.

Increase the Interactivity to Enhance Community Cooperation and User Engagement

Currently, the teacher-student feedback system has been completed, and in the future, we hope to build a community system where teachers and students can form small learning groups with specific learning goals. Through such a system, teachers and students can have discussions, exchange opinions, and share their learning experiences. As a result, it can increase users’ cooperation in learning and enhance their engagement through smoother group communication.

Guide Learners to Access More External Learning Materials and Curricula

Currently, the speed of developing new learning materials cannot keep pace with the speed of medical knowledge advancement. In the future, we hope to find a faster and more effective way of obtaining accurate and appropriate learning materials that teachers can provide to learners in order to ensure that students can easily access learning materials most suitable for them.

Conclusions

Flexibility and active learning methods take precedence in contemporary medical education [30]. Using an electronic platform for learning will help clinicians avoid geographical and time constraints and promote participation in medical education [31]. Additionally, this will be considered most valuable when using an electronic platform to learn and for its instant feedback, self-assessment, simple interface, extended completion time, and thematic associations [32]. An electronic platform must be taken seriously and adopted quickly, and it should be revised according to the different cultural needs of different countries to facilitate both cognitive knowledge learning and workplace competency-based learning, advocating both learner-centered learning and health care quality [3,7,23,27].

The CBLAS in this study was built with a focus on three key users’ needs to realize competency-based medical education for residency training and to build a visionary learning platform. It not only enhances the quality and efficiency of clinical teachers’ instructions and trainees’ learning progress with milestone assessments at any time, but also addresses administrative heavy workload for educational staff. The CBLAS can show different interfaces according to the user’s identity to fit the user’s needs, which helps reduce the user’s cognitive load and increase the ease and feasibility of CBLAS use. Consequently, the results showed that 87.2% (102/117) of users were satisfied with the CBLAS, without any differences between different user groups.

In conclusion, as expected from the literature [23], our study showed the potential of digital systems to facilitate CBME according to detailed user needs assessments and careful design and development of the system to respond to all the different key users’ needs in the clinical workplace, with operational concepts for CBME, such as EPAs and milestones. More detailed qualitative interviews to explore how the system plays a facilitating role in clinical assessments and the learning process will be the next step to advance our knowledge about the design of competency-based education systems.
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Abstract

Background: Clinical nursing education provides opportunities for students to learn in multiple patient care settings, receive appropriate guidance, and foster the development of clinical competence and professionalism. Nurse preceptors guide students to integrate theory into practice, teach clinical skills, assess clinical competencies, and enhance problem-solving and critical thinking skills. Previous research has indicated that the teaching competencies of nurse preceptors can be transferred to students’ clinical learning to enhance their clinical competencies.

Objective: This study aimed to develop a clinical teaching blended learning (CTBL) program with the aid of web-based clinical pedagogy (WCP) and case-based learning for nurse preceptors and to examine the effectiveness of the CTBL program on nurse preceptors’ clinical teaching competencies, self-efficacies, attitudes toward web-based learning, and blended learning outcomes.

Methods: A quasi-experimental single-group pretest and posttest design was adopted. A total of 150 nurse preceptors participated in the CTBL program, which was conducted from September 2019 to December 2019. A set of questionnaires, including the clinical teaching competence inventory, preceptor self-efficacy questionnaire, attitudes toward web-based continuing learning survey, and e-learning experience questionnaire, was used to assess the outcomes before and after the CTBL program.

Results: Compared with the baseline, the participants had significantly higher total mean scores and subdomain scores for clinical teaching competence (mean 129.95, SD 16.38; \( P < .001 \)), self-efficacy (mean 70.40, SD 9.35; \( P < .001 \)), attitudes toward web-based continuing learning (mean 84.68, SD 14.76; \( P < .001 \)), and blended learning outcomes (mean 122.13, SD 14.86; \( P < .001 \)) after the CTBL program.

Conclusions: The CTBL program provides a comprehensive coverage of clinical teaching pedagogy and assessment strategies. The combination of the WCP and case-based approach provides a variety of learning modes to fit into the diverse learning needs of the preceptors. The CTBL program allows the preceptors to receive direct feedback from the facilitators during face-to-face sessions. Preceptors also gave feedback that the web-based workload is manageable. This study provides evidence that the CTBL program increases the clinical teaching competencies and self-efficacies of the preceptors and promotes positive attitudes toward web-based learning and better blended learning outcomes. The healthcare organization can consider the integration of flexible learning and intellect platforms for preceptorship education.
Introduction

Background

Clinical nursing education provides opportunities for students to learn in multiple patient care settings, receive appropriate guidance, and foster the development of clinical competence and professionalism. In a preceptorship program, a nursing student is assigned to a registered nurse preceptor who is responsible for clinical guidance. Preceptors nurture the development of clinical knowledge, skills, and professional attitudes in nursing students through guiding, role modeling, and facilitating professional development [1]. The preceptors’ levels of competence impact students’ learning experiences and clinical competencies. However, preceptors often lack teaching knowledge and experience, which leads to role ambiguity and unfamiliarity with clinical education systems [2]. Hence, training in clinical teaching pedagogy is recommended to assist with preceptors’ professional development. Innovative continuing education promotes the professional development of health care professionals and fits into their busy working schedules [3]. Technology alone is not able to meet the diverse learning needs of health care professionals in the clinical environment. Nevertheless, blended learning is recognized as an effective approach to provide an alternative learning strategy and promote the integration of theory and practice [4]. It is paramount that continuing education courses integrate technology, increase the flexibility and responsiveness of the workforce, and offer alternative means to attend the courses [5].

Literature Review

Registered Nurse Preceptors’ Teaching Competencies and Self-Efficacies

The transition from a nursing student to a professional nurse is challenging and may lead to anxiety and frustration, which consequently result in job dissatisfaction, low productivity, and attrition [6]. It is critical to retain nurses at the workplace to address the global nursing shortage. Nurse preceptors play important roles in clinical education. Preceptors facilitate the clinical learning of students through the process of socialization by helping students to adjust to their working cultures and environment and become functional members of their teams. Positive preceptorship experience prepares nursing students for smooth transitions into the reality of practice [7]. In addition, preceptors help nursing students to acquire a sense of professional identity through caring and teaching [8]. What students learn from nurse preceptors will be reflected in their daily practices when they become independent nurses [8]. Hence, the competency levels of nurse preceptors directly affect the quality of future nurses.

Previous studies indicate that it is crucial to prepare preceptors to be pedagogically ready to embark on the preceptorship process [2,9-11]. Researchers have reported that preceptors who have greater knowledge of preceptor roles tend to display higher self-efficacies and confidence in their capabilities of clinical teaching [12]. Furthermore, the way nursing students are precepted shapes workplace cultures and environments, which may help with the issue of retaining nurses at the workplace to address the global nursing shortage [11,13]. Therefore, nurse preceptors’ teaching competency is positively related to the quality of future nurses, which translates to improved patient safety, quality of care, and staff retention [14,15].

Web-Based Learning for Health Care Professionals

Nowadays, it is crucial for health care workers to access continuous learning opportunities to update their knowledge and skills. However, health care institutions always face challenges in supporting their staff for continuous professional developments, such as costs of training, staff absence from clinical areas, and limited time to attend courses [16]. Electronic learning (e-learning) using information technology as a medium provides an alternative to build virtual platforms for learners’ interactions [17]. With the advancement of information technology, e-learning platforms are able to demonstrate outcomes comparable with those of face-to-face programs by using interactive simulation videos and discussion forums [18-21]. E-learning is flexible and allows nurses to learn at their own pace [22]. Thus, it is evident as an effective alternative means to train health care professionals within resource-limited settings [23].

Although e-learning has been widely used in hospital training programs, there are still emerging concerns. It requires a certain level of computer literacy and skills. Nurses who have not taken web-based courses require more support to adapt to e-learning platforms [22,24,25]. Some studies highlighted concerns regarding the limitations of learners’ assessments and feedback when using e-learning programs, which can significantly impact learning outcomes [26,27]. In addition, learners may feel isolated and disengaged during e-learning, which may result in a poor completion rate [28].

Blended Learning and a Case-Based Approach for Health Care Professionals

Blended learning involves a systematic combination of face-to-face interactions and technology-mediated interactions among learners, facilitators, and resources [29]. Compared with e-learning sessions, the teaching and learning styles of face-to-face sessions should be redesigned to fit into the learning needs of health care professionals [30]. Blended learning can engage case studies, group discussions, and debates to emphasize social elements during the session [16,30]. This will increase human interactions and peer support to motivate learners in the learning process [28,31].

During face-to-face sessions, case-based learning is a highly advocated learning approach in health professional education because it encourages learners to apply knowledge to solve...
The inclusion criteria included nurse preceptors who (1) were nurse preceptors who did not use smart mobile devices. A total of 150 registered nurse preceptors were eligible for participation in this study. The sample size needs to be determined by the number of participants who are required to maintain statistical power for statistical tests used in data analysis. The sample size was calculated using a paired t test, with an adjusted alpha of .0167 (Bonferroni approach) and an estimated effect size and power of 0.8. With the use of the IBM SPSS Version 25 statistical tool G*power [41], the sample size was calculated to be 120. Factoring at a 20.0% attrition rate, the estimated sample size was 144. A total of 150 participants were recruited for this study.

**Intervention**

The CTBL program consists of a WCP program and a face-to-face case-based learning workshop. The CTBL program was carried out as a 1-day workshop (8 hours). In the morning session, the participants were given access and time to attend the WCP program. The WCP program was developed by a research team using a 3-step process: integrate the theoretical framework, evidence from systematic review, and feedback from content validity test by experts and the result of the pilot test with the nurse preceptors. The WCP program consists of 8 modules: (1) introduction of preceptorship, (2) planning care with preceptee, (3) conducting clinical assessment, (4) facilitating clinical learning, (5) creating a positive clinical learning environment, (6) providing constructive feedback, (7) handling challenging situations, and (8) managing underperforming preceptees. The details of the WCP program have been reported in another paper published by the team [21] (Figure 1).

In the afternoon session, face-to-face case-based learning was conducted for preceptors by a facilitator who was also a nurse educator. In total, 3 case studies were used in case-based learning. The team developed case studies based on common situations that preceptors might encounter in the process of clinical teaching. Preceptors were divided into small groups to discuss, present, and share how they planned to manage such situations. The group discussion and presentation were facilitated by the nurse educator. Learner-to-learner and learner-to-facilitator communication and interaction were maintained throughout the case discussion. Table 1 presents a sample of the case study. Case-based learning is frequently used in medical and nursing education. Studies have demonstrated that case-based learning promotes group processes, collaborative learning, critical thinking, and decision making. In addition, learners are encouraged to participate actively in the discussion and critique of each other’s work [34,42].
Figure 1. Modules in the web-based clinical pedagogy program.

Table 1. Sample of the case study.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Case description</th>
<th>Guiding questions</th>
</tr>
</thead>
</table>
| Case study 1 | You are the preceptor of a final-year nursing student. After completing the hospital orientation program, your nurse manager introduces your preceptee to you. After a discussion with your preceptee, you find out that she was previously trained at a different hospital and had never done any attachment in ABC hospital. | 1. Share how you will welcome your preceptee  
2. Discuss some concerns that you may have about your preceptee  
3. How would you assess her level of competency for her expected skills? |
| Case study 2 | You have a preceptee who is a matured learner. You realize that he had 20 years of working experience in a financial sector as a manager. However, he was retrenched from the previous job and took up nursing as a midcareer switch job. You experience disagreements between you and your preceptee frequently. At the same time, you realize that he asks valid questions at work in an unacceptable tone. You have other colleagues giving feedback to you that your preceptee is not a good team player. | 1. Discuss the possible reasons for the preceptee’s behavior  
2. Share how you plan to work with your preceptee |
| Case study 3 | You are the preceptor to a nursing student from a foreign country. She has just completed the hospital orientation program. You have observed that she appeared withdrawn and lost in the ward when caring for patients. She demonstrates an unenthusiastic attitude toward learning and you have never seen her ask questions. | 1. Discuss possible reasons for her behavior  
2. Explore her learning needs  
3. Discuss your plan in approaching the situation |

Outcome Measures

Sociodemographic profiles, including gender, age, race, educational level, job title, clinical department, area of specialization, years of working experience as a registered nurse, and years of experience in clinical teaching, were obtained using structured questionnaires. In total, 4 instruments were used to evaluate the learning outcomes of the nurse preceptors. The face and content validity for the clinical teaching competence inventory (CTCI), preceptor self-efficacy questionnaire (PSEQ), attitudes toward a web-based continuing learning survey (AWCLS), and e-Learning experience questionnaire (LEQ) were assessed by the research team and the experts committee in this study.

Clinical Teaching Competence Inventory

The CTCI was developed in Taiwan [43]. It consists of 4 domains of teaching and assessment competencies and 31 items. The 4 domains are student evaluation assessment, goal setting and individual teaching, teaching strategies, and demonstration of organized knowledge. The CTCI was psychometrically tested, and the results indicated that the instrument has adequate content validity (scale content validity index =0.75) and internal consistency of reliability (Cronbach alpha=.88) for assessing clinical teaching and assessment behavior in practice settings.

Preceptor Self-Efficacy Questionnaire

The PSEQ [44] consists of 21 items and uses a 4-point scale (Cronbach alpha=.93). The participants used the PSEQ to rate their confidence in teaching strategies, learning critical thinking,
challenging situations, providing feedback and evaluations, and overall confidence in precepting nursing students.

Attitudes Toward a Web-Based Continuing Learning Survey

The AWCLS was developed based on relevant studies and the technology acceptance model [45]. There are 4 dimensions and 18 items using a 7-point Likert scale in the survey. The 4 dimensions are (1) the perceived usefulness domain assesses the nurses’ perceptions of the extent to which they perceive that the influence of web-based continuing learning is useful, (2) the perceived ease of use domain evaluates the nurses’ perceptions of the extent to which web-based continuing learning is easy to use, (3) the behavior domain measures the nurses’ willingness to take up web-based continuing learning, and (4) the affection domain assesses the nurses’ perceptions regarding positive feelings about web-based continuing learning. The results of the alpha coefficients (Cronbach alpha=.96) for the scales indicated that the AWCLS is appropriate for evaluating nurses’ attitudes toward web-based continuing learning [46].

e-Learning Experience Questionnaire

The LEQ is used to measure the outcomes of a blended learning environment that combines e-learning and face-to-face interactions [47]. The instrument consists of 32 items that are grouped into 9 domains: quality of teaching in an e-learning context, participants’ interaction and engagement, clarity of goals and standards for online component, quality of online resources, appropriateness of the assessment in an e-learning context, appropriateness of workload related to online materials and activities, issues related to participants management, degree to which online materials and activities support face-to-face learning, and overall satisfaction with the quality of online materials and activities. The Cronbach alpha values range from .61 to .84 for different segments [47].

Ethical Considerations

The National Health Group Domain Specific Review Board (approval number: 2018/00138) approved the ethical aspect of the study. Permission and support to conduct the study were obtained from the senior management of the hospital. A participant information sheet was given to each potential participant with details on the aims and procedures of the study. The participants were reassured that participation in the study was voluntary and that their identities would remain anonymous. They were informed that they had the right to withdraw from the study at any time.

Data Collection Procedure

Recruitment emails were sent to each potential participant. The research team explained the research process and obtained consent from potential participants. Nurse preceptors were invited to complete the sociodemographic profile and questionnaires (CTCI, PSAI, AWCLS, and LEQ) before they started the CTBL program (baseline). Posttest questionnaires were administered at the end of the CTBL program. A total of 6 training workshops were conducted between September 2019 and December 2019. Each workshop consisted of 20 to 30 participants. Data were collected using MySurvey, a secured web-based platform subscribed by the university. MySurvey operated on Verint Enterprise Feedback Management 15.2, and the website was deployed on a campus on-premise server and maintained by the information technology center of the university.

Data Analysis

Data were retrieved from the MySurvey platform. A total of 2 research assistants checked the accuracy of the data. SPSS 25.0 (SPSS institute) was used to analyze the data. Descriptive statistics, such as frequency, mean, and SD, were used to analyze the sociodemographic data and study outcomes. The paired t test was used to compare the pre- and postintervention score changes at a significance level of .05. The final analysis was based on 150 participants who had completed all the data collection. The normality of outcome variables was examined using the Shapiro-Wilk test and quantile-quantile plot normal distribution graphics and by visually inspecting the histogram generated. Normality was also determined through skewness values divided by SE and kurtosis divided by SE. Normality was indicated by a value of less than −2.0 or more than 2.0 [48].

Results

The study examined the impact of the CTBL program on nurse preceptors’ clinical teaching competencies, self-efficacies, attitudes toward web-based learning, and blended learning outcomes. The results demonstrated significant improvement in most of the outcome measures, as illustrated in Figure 2.

Sociodemographic Characteristics

Table 2 demonstrates the sociodemographic characteristics of the participants. More than 90.0% (140/150) of the participants were female, and the mean age was 31.6 years. The ethnicity distributions were Chinese (38/150, 25.3%), Malay (26/150, 17.3%), Indian (29/150, 19.3%), Filipino (52/150, 34.7%), and other ethnic groups (5/150, 3.3%). The majority of the participants (108/150, 72.0%) were graduates who had a Bachelor of Nursing degree, and 28.0% (42/150) of the participants were diploma or certificate holders. More than two-thirds of the participants (103/150, 68.7%) were senior/registered nurses, and one-third of them (47/150, 31.3%) were enrolled nurses. The average working experience was 8 years. The majority of the participants had relevant clinical teaching experiences, ranging from 1 to 3 years (98/150, 65.3%) to 3 to 10 years (32/150, 21.3%). However, 12.7% (19/150) of the participants did not have any clinical teaching experience.
Figure 2. Mean score pretest and posttest (N=150) for AWCLS. AWCLS: attitudes toward a web-based continuing learning survey; CTCI: clinical teaching competence inventory; LEQ: e-Learning experience questionnaire; PSEQ: preceptor self-efficacy questionnaire.

Table 2. Sociodemographic characteristics of the participants (N=150).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.6 (6.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>140 (93.3)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (6.7)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>38 (25.4)</td>
</tr>
<tr>
<td>Malay</td>
<td>26 (17.3)</td>
</tr>
<tr>
<td>Indian</td>
<td>29 (19.3)</td>
</tr>
<tr>
<td>Filipino</td>
<td>52 (34.7)</td>
</tr>
<tr>
<td>Others</td>
<td>5 (3.3)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Bachelor of nursing</td>
<td>108 (72.0)</td>
</tr>
<tr>
<td>Diploma of nursing</td>
<td>31 (20.7)</td>
</tr>
<tr>
<td>Certificate of nursing</td>
<td>11 (7.3)</td>
</tr>
<tr>
<td>Years of working, mean (SD)</td>
<td>8 (5.0)</td>
</tr>
<tr>
<td>Clinical teaching experience (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>19 (12.7)</td>
</tr>
<tr>
<td>1-3</td>
<td>98 (65.3)</td>
</tr>
<tr>
<td>3-6</td>
<td>20 (13.3)</td>
</tr>
<tr>
<td>7-10</td>
<td>12 (8.0)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Current position, n (%)</td>
<td></td>
</tr>
<tr>
<td>Enrolled nurse</td>
<td>47 (31.3)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>68 (45.4)</td>
</tr>
<tr>
<td>Senior registered nurse</td>
<td>35 (23.3)</td>
</tr>
</tbody>
</table>
Clinical Teaching Competencies

The participants had significant increases in their clinical teaching competency scores after completion of the CTBL program (mean 129.95, SD 16.38; P<.001) compared with the baseline (mean 113.41, SD 16.67; P<.001). Overall, the postintervention scores were significantly higher than the preintervention scores in all 4 subdomains: student evaluation (mean 37.57, SD 4.80; P<.001), goal setting and individual teaching (mean 30.18, SD 4.26; P<.001), teaching strategies (mean 38.22, SD 5.084; P<.001), and demonstration of organized knowledge (mean 16.63, SD 2.26; P<.001; Table 3).

Table 3. Mean scores for the clinical teaching competency inventory, preceptor self-efficacy questionnaire, and attitudes toward a web-based continuing learning survey, before and after the intervention (N=150).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Preintervention, mean (SD)</th>
<th>Postintervention, mean (SD)</th>
<th>Difference within group, mean (95% CI)</th>
<th>t test (df=149)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical teaching competency inventory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student evaluation</td>
<td>31.98 (5.56)</td>
<td>37.57 (4.80)</td>
<td>5.59 (4.63-6.54)</td>
<td>11.53</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Goal setting and individual teaching</td>
<td>25.74 (5.18)</td>
<td>30.18 (4.26)</td>
<td>4.44 (3.58-5.30)</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>Teaching strategies</td>
<td>34.79 (5.26)</td>
<td>38.22 (5.084)</td>
<td>3.43 (2.39-4.46)</td>
<td>6.53</td>
<td></td>
</tr>
<tr>
<td>Demonstration of organized knowledge</td>
<td>14.45 (2.45)</td>
<td>16.63 (2.26)</td>
<td>2.19 (1.73-2.64)</td>
<td>9.54</td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>113.41 (16.67)</td>
<td>129.95 (16.38)</td>
<td>16.53 (13.37-19.70)</td>
<td>10.33</td>
<td></td>
</tr>
<tr>
<td>Preceptor self-efficacy questionnaire</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total score</td>
<td>59.00 (11.05)</td>
<td>70.40 (9.35)</td>
<td>10.56 (8.70-12.42)</td>
<td>11.23</td>
<td></td>
</tr>
<tr>
<td>Attitude toward web-based continuing learning survey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>25.74 (5.30)</td>
<td>28.25 (5.42)</td>
<td>2.51 (1.70-3.33)</td>
<td>6.07</td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>20.79 (4.11)</td>
<td>22.85 (3.85)</td>
<td>2.05 (1.41-2.70)</td>
<td>6.27</td>
<td></td>
</tr>
<tr>
<td>Behavior</td>
<td>14.96 (3.43)</td>
<td>16.73 (3.24)</td>
<td>1.77 (1.24-2.31)</td>
<td>6.53</td>
<td></td>
</tr>
<tr>
<td>Affection</td>
<td>15.45 (3.70)</td>
<td>16.85 (3.47)</td>
<td>1.39 (0.85-1.94)</td>
<td>5.04</td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>76.95 (15.33)</td>
<td>84.68 (14.76)</td>
<td>7.73 (5.49-9.98)</td>
<td>6.81</td>
<td></td>
</tr>
</tbody>
</table>

Preceptor Self-Efficacies

The mean score changes of the preceptors’ self-efficacies from pre- to postintervention are shown in Table 3. The participants had a significantly higher total score for self-efficacy after the CTBL program (mean 70.40, SD 9.35; P<.001) than at the baseline (mean 59.00, SD 11.05; P<.001).

Attitudes Toward Web-Based Continuing Learning

The mean changes in attitudes toward web-based continuing learning are shown in Table 3. The total mean score for attitudes toward web-based continuing learning increased significantly postintervention (mean 84.68, SD 14.76; P<.001) compared with the baseline (mean 76.95, SD 15.33; P<.001). The postintervention scores were significantly higher than baseline in all 4 subdomains: perceived usefulness (mean 28.25, SD 5.42; P<.001), perceived ease of use (mean 22.85, SD 3.85; P<.001), behavior (mean 16.73, SD 3.24; P<.001), and affection (mean 16.85, SD 3.47; P<.001) toward web-based continuing learning.

Blended Learning Outcomes

Multimedia Appendix 1 indicates the mean score changes of the blended learning outcomes from pre- to postintervention. The instrument is a Likert scale that uses strongly disagree, disagree, neutral, agree, and strongly agree. To facilitate the display, strongly disagree and disagree were combined as disagree and agree and strongly agree were combined as agree. The participants had a significantly higher total mean score for blended learning outcomes after the CTBL program (mean 122.13, SD 14.86; P<.001) than at the baseline (mean 108.53, SD 14.07; P<.001). In general, the postintervention scores were significantly higher than the preintervention scores, in most of the subdomains:

- Subdomain 1: quality of teaching in e-learning context (mean 25.62, SD 2.80; P<.001),
- Subdomain 2: participants’ interaction and engagement (mean 14.93, SD 2.24; P<.001),
- Subdomain 3: clarity of goals and standards for online component (mean 11.78, SD 1.63; P<.001),
- Subdomain 4: quality of online resources (mean 15.84, SD 2.19; P<.001),
- Subdomain 5: appropriateness of assessment in e-learning context (mean 10.85, SD 1.49; P<.001),
- Subdomain 7: issues related to participants management (mean 11.95, SD 1.60; P<.001),
- Subdomain 8: degree to which online materials and activities support face-to-face learning (mean 15.95, SD 2.13; P<.001), and
- Subdomain 9: overall satisfaction with the quality of online materials and activities (mean 4.09, SD 0.63; P<.001).

However, for subdomain 6: appropriateness of workload related to online materials and activities, although slightly improved,
Discussion

**Principal Findings**

The results of the study have provided empirical evidence for our hypotheses that nurses preceptors who received the CTBL program scored higher in terms of clinical teaching competencies, self-efficacies in conducting clinical teaching and assessment, attitudes toward web-based learning, and blended learning outcomes. In a systematic review, it was identified that the younger generation was more likely to access web-based programs [49].

The importance of having a competent clinical preceptor is universally recognized, as it forms the basis of a good clinical mentorship to enhance the learning outcomes of a student in clinical practice [50]. Self-efficacy is important because job satisfaction and confidence not only impact preceptors but also impact the retention, turnover, and job satisfaction of newly recruited nurses. Good clinical teaching and mentorship often result in positive outcomes, such as increased job satisfaction, productivity, quality of care, and patient safety for students or newly recruited nurses [51,52].

Most preceptors perceived improvement of professional knowledge and teaching competencies as the most important benefit of preceptorship and motivation for precepting students [53,54]. However, in a study by Seo et al [55], the majority of the preceptors viewed monetary compensation as a valuable incentive, whereas the others preferred support for education and promotion in career. Hence, appropriate extrinsic compensation, for example, opportunities for promotion and monetary rewards could be considered to attract and encourage nurses to take on the role of preceptors.

The blended learning approach has shown evidence of its relevance and usefulness in medical and nursing training [56,57]. It has been shown to be an effective method of training in health care professionals with high levels of learner satisfaction [58-60]. On the basis of Tobin’s [61] 3-dimensional framework to evaluate participants’ perception of the web-based environment, we evaluated the CTBL program. First, the emancipatory activities dimension of the CTBL program allowed the participants to control the pace, place, and depth of learning by offering the WCP program, and the participants could have more flexibility in learning and reviewing the contents of the program. Second, the coparticipatory activities dimension (the case-based approach), provides a platform for the participants to explore and discuss various options in clinical teaching and assessment among the peer learners and with the instructors. Third, in the qualitative dimension of the CTBL program, the participants enjoyed the program in general, and this is reflected in the overall improvement in competency and self-efficacy in clinical teaching and positive attitudes toward web-based learning and blended learning outcomes.

The CTBL program consists of WCP and case-based learning. This program replaced traditional lectures in the classroom using a web-based asynchronous learning mode. Research shows that health care professionals appreciate asynchronous, digital teaching and learning [62]. In fact, a challenge for educators is to meet the learning needs of 21st century learners in providing more flexible digital learning platforms [63]. However, case-based learning allows participants to interact with peers and instructors through face-to-face discussions. In fact, the results of the LEQ indicated that the participants valued this active learning part of the CTBL program. Research has shown that the higher the learner’s engagement level, the greater the learners’ learning potential [64]. In fact, a number of preceptors were actively engaged in discussions during the development process of the CTBL program. The early involvement of the preceptors contributed to the identification of the learning needs and preferences of the targeted participants, the verification of the contents of the program, and creative teaching pedagogies. Researchers have identified five important elements in the process of developing new technological learning methods: clarifications of learners’ expectations, help to recognize the bigger picture, stimulation of interactions, creations of a structure, and context-specific contents [65].

In the LEQ, items 1, 3, 11, 15, and 22 were phrased negatively. Hence, these items were reverse coded in the data analysis. There were 3 items in the LEQ that did not demonstrate significant changes after the intervention. For item 1, “to do well in the online quizzes all you really need is a good memory” (P=.18), 40 participants (40/150, 26.7%) selected agree postintervention compared with 20 participants (20/150, 13.3%) at the baseline. In fact, good performance in quizzes does not require only good memory but should also reflect learners’ mastery of the contents. The quizzes in the CTBL program were designed in such a way that learners should apply knowledge learned from the module to solve problems in the scenarios. Research has demonstrated that less experienced preceptors are more unwilling to fail incompetent students in clinical settings because of a lack of confidence in their own capabilities [66]. Junior preceptors often feel impeded in their decision-making abilities because of lack of clinical teaching knowledge and experiences.

The scenarios in the WCP and case-based approach provided a platform for the nurse preceptors to have a real sense of clinical situations and how they could provide guidance and support to their preceptee and develop their judgment skills. Quizzes after each scenario further evaluated the preceptors’ ability to apply learnt knowledge to solve issues that they may encounter in real clinical settings.

For item 11, “the workload for the online component of this unit of study is too heavy” (P=.47), the number of participants who selected disagree increased from 12.0% (18/150) at baseline to 37.3% (56/150) postintervention. After the CTBL program, the number of participants inclined to reasonable workload for web-based learning. This could be an indicator that learners need to have real hands-on experience to change their preperceived idea of web-based learning. The workload
of web-based learning is a debatable hot topic. Faculties argued that web-based education appears to have acquired an unstoppable momentum [67]. Notably, limited studies have explored the workload of web-based learning.

Items 3 and 15 are related to the feedback provided to the learners. For item 3, “I received too much feedback online from my teacher/facilitator” (P=.02), although there was a significant change, it is interesting to note that 34.6% (52/150) of participants selected disagree postintervention compared with 22.0% (33/150) of participants at baseline. More participants concurred that the feedback from the facilitator was reasonable. For item 15, “I didn’t receive enough helpful online feedback from my teacher/facilitator” (P=.29), 28.0% (42/150) of participants selected disagree postintervention compared with 14.0% (21/150) of participants at baseline. Similarly, the number of participants who experienced good quality feedback doubled. This shows that the CTBL program provided both sufficient and good quality feedback to the learners. It is evident that efficient interactions between the facilitator and learners contribute to the creation of a positive learning climate [68]. Learners value timely, quality feedback and frequent interaction in the blended learning environment.

Limitations

The study population was restricted to one health care institution in Singapore. Therefore, it may limit the generalizability of the study. However, as the participants were nurse preceptors from various clinical settings, such as medical, surgical, orthopedic, cardiac, and renal, this could be a good representation of nurses from a wide range of clinical settings. One of the limitations of the study is the lack of a control group. Hence, practitioners and management should exercise caution when applying the results of this study. It would be beneficial to use randomized controlled trials in a variety of health care settings. Thus, stronger evidence on the effectiveness of the CTBL program can be generated.

Implication for Practice

The CTBL program is a further enhancement of the WCP program [21], which provides comprehensive coverage on clinical teaching pedagogy and assessment strategies. In addition, case-based learning provides a platform for preceptors to interact and discuss clinical teaching experiences with their peers and facilitators. The combination of WCP and the face-to-face approach provides a variety of learning modes that fit into the diverse learning needs of the preceptors. The CTBL program allows preceptors to receive direct feedback from facilitators during face-to-face sessions. This study also sheds some light on web-based workload as the preceptors gave feedback that the web-based workload was manageable. Future research can explore the workload of web-based learning and effective ways of providing feedback on the web because these areas are understudied.

For course developers, it is important to consider learning styles, learning needs, approaches, and possible platforms in the initial design phase, and logistic issues, such as Wi-Fi connection, servers, and physical classrooms, should be taken into consideration. In addition, the comprehensive approach of the evaluation process enabled the provision of scientific evidence for the effectiveness of the program. More research can explore the cost-effectiveness of the program in terms of saving manpower, cost, time, academic standards, etc.

The CTBL program can be used in other acute hospitals, community hospitals, primary care settings, and higher education institutions to prepare nurse preceptors to be pedagogically ready. Nurse preceptors need resources and support to develop their teaching-coaching capabilities. Comprehensive clinical teaching preparation programs and a variety of learning platforms, such as web-based and face-to-face discussions, provide open communication lines and viable resources for active preceptors. Ongoing support should be offered to preceptors, such as support from nurse managers and recognition and compensatory systems, to encourage and reward them to take up preceptorship roles. Such resources promote preceptors in embracing clinical teaching pedagogy and the spirit of life-long learning. Hence, nursing students have more enriched clinical learning experiences through guidance from preceptors with competent clinical teaching skills.

Conclusions

Currently, with an increasing reliance of the clinical nursing education system on preceptors to facilitate students’ learning, it is imperative to provide preceptors with essential pedagogical knowledge. Clinical teaching preparation will enhance role satisfaction and sustain the willingness to perform as a preceptor. The CTBL program is an innovative clinical teaching program for nurse preceptors. The program consists of a WCP and a face-to-face case-based learning workshop, which meet the diverse learning needs of the preceptors and provide a flexible platform that fits into the busy working schedules of preceptors. This study provides empirical evidence that the CTBL program increases the clinical teaching competencies and self-efficacies of preceptors and promotes positive attitudes toward web-based learning and better blended learning outcomes. Health care organizations can consider the integration of flexible learning and intellectual platforms for preceptorship education, such as web-based, case-based, and blended learning approaches.
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Abstract

Background: At the onset of the coronavirus outbreak, the World Health Organization’s (WHO) Health Emergencies Learning and Capacity Development Unit, together with the WHO’s health technical lead on coronaviruses, developed a massive open online course within 3 weeks as part of the global response to the emergency. The introductory coronavirus disease (COVID-19) course was launched on January 26, 2020, on the health emergencies learning platform OpenWHO.org.

Objective: The aim of this paper is to investigate the geographic reach of different language courses accessed by a worldwide audience seeking information on COVID-19. Users’ professional identities and backgrounds were explored to inform course owners on the use case. The course was developed and delivered via the open-access learning platform OpenWHO.org. The self-paced resources are available in a total of 13 languages and were produced between January 26 and March 25, 2020.

Methods: Data were collected from the online courses’ statistical data and metrics reporting system on the OpenWHO platform. User patterns and locations were analyzed based on Google Analytics and the platform’s own statistics capabilities, and data sets were overlaid. This analysis was conducted based on user location, with the data disaggregated according to the six WHO regions, the top 10 countries, and the proportion of use for each language version. Data included affiliation, gender, age, and other parameters for 32.43% (52,214/161,007) of the users who indicated their background.

Results: As of March 25, 2020, the introductory COVID-19 course totaled 232,890 enrollments across all languages. The Spanish language course was comprised of more than half (n=118,754, 50.99%) of all course enrollments, and the English language course was comprised of 38.21% (n=88,988) of enrollments. The WHO’s Region of the Americas accounted for most of the course enrollments, with more than 72.47% (138,503/191,130) enrollment across all languages. Other regions were more evenly distributed with less than 10% enrollment for each. A total of 32.43% (52,214/161,007) of users specified a professional affiliation by choosing from the 12 most common backgrounds in the OpenWHO user profiles. Before the COVID-19 pandemic, users were spread over the 11 distinct affiliations, with a small fraction of users identifying themselves as “Other.” With the COVID-19 introductory course, the largest number of users selected “Other” (16,527/52,214, 31.65%), suggesting a large number of users who were not health professionals or academics. The top 10 countries with the most users across all languages were Argentina, Chile, Colombia, Ecuador, India, Mexico, Peru, Spain, the United Kingdom, and the United States.

Conclusions: The online course has addressed a worldwide learning need by providing WHO’s technical guidance packaged in simple formats for access and use. The learning material development was expedited to meet the onset of the epidemic. Initial data suggest that the various language versions of the course, in particular Spanish, have reached new user groups, fulfilling the platform’s aim of providing learning everywhere to anyone that is interested. User surveys will be carried out to measure the real impact.
Introduction

Background

The focus of this study is the World Health Organization’s (WHO) health emergencies platform OpenWHO.org, which hosts online learning resources for outbreaks and epidemics. OpenWHO is an open source online platform adjusted for low bandwidths with mobile and download capabilities. This free, web-based knowledge transfer platform was designed for massive, real time use during a pandemic and has been in a real test during the early part of 2020 in offering free online courses to improve the response and preparedness for coronavirus disease (COVID-19).

The COVID-19 resources are hosted on two learning channels on the platform: one for courses in official UN languages and a second for courses in additional national languages. The first course related to COVID-19, “Introduction to emerging respiratory viruses, including COVID-19: methods for detection, prevention, response and control,” was launched on OpenWHO on January 26, 2020, following the first WHO Emergency Committee meeting on January 22 and 23, 2020.

The course has four modules:

1. Introduction to emerging respiratory viruses, including COVID-19
2. Detecting emerging respiratory viruses, including COVID-19: surveillance and laboratory investigation
3. Risk communication and community engagement
4. Preventing and responding to an emerging respiratory virus, including COVID-19

This first edition of the course includes introductory information on the novel coronavirus and other coronaviruses, and basic information for anyone wanting to understand the new epidemic. By the end of the course, learners should be able to describe the nature of emerging respiratory viruses, how to detect and assess an outbreak, and strategies for preventing and controlling outbreaks due to novel respiratory viruses, as well as what strategies should be used to communicate risk and engage communities. The course was packaged and presented through PowerPoint slide decks, and video recordings by WHO health experts in different areas of work were added during the following days and weeks. This simple packaging allows for material to be used on multiple devices, in low-bandwidth settings, and through an offline function in the mobile app. The packaging of the online courses with videos and slide decks also supports the ability to update the material to reflect the frequently changing and updated WHO technical guidance.

Due to the changing content during the first months of the Public Health Emergency of International Concern and the first weeks of the pandemic, the OpenWHO team did not make available any quizzes as is usual for other courses on the platform and, thus, was not providing a certificate of completion. These features will be added once the technical content can be considered more final and established.

The timeline in Figure 1 shows the launch of the course in different languages and the total enrollments as of March 27, 2020, the day the OpenWHO platform reached 1 million enrollments.

The course was published on January 26, 2020, in English and was gradually published in all other UN languages. Another 7 national languages were produced by the courtesy of dozens of volunteers providing spontaneous translation offers from WHO country and regional offices and headquarters, as well as volunteers from public health institutes and educational units. All volunteers were seeking to provide support to maximize the local-level uptake of courses for an effective response to the pandemic. Among other efforts, OpenWHO released an introductory video to COVID-19 in Indian sign language, the first sign language resource on the platform.

This study looks at the course use in all of the WHO regions. The WHO Member States are grouped into six WHO regions: African Region, Region of the Americas, Eastern Mediterranean Region, European Region, South-East Asia Region, and Western Pacific Region, as shown in Figure 2.
Figure 1. Introduction to coronavirus disease course languages and enrollment figures as of March 27, 2020.

Figure 2. World Health Organization regions.

Relevant Literature
According to the WHO [1], “health literacy represents the cognitive and social skills that determine the motivation and ability of individuals to gain access to understand and use information in ways which promote and maintain good health.” Research has found that the WHO is a respected source of accurate health information during epidemics, suggesting that the organization has a platform to shape health behavior, which less-trusted sources such as governments may lack [2]. The OpenWHO team has focused on designing knowledge transfer resources for health emergencies in formats and languages that are suitable for frontline responders and affected communities. This approach has prioritized multi-language production, recognizing that language can be a key obstacle to health literacy [3].

A 2015 study in Kenya by Translators Without Borders found that providing health information in Swahili—the lingua franca throughout the country—produced a significant increase in comprehension compared with providing the same information in English [4]. A 2019 study by the same organization, which partners with the WHO team on many translations, found that the local form of Swahili was the most effective language for risk communication and community engagement for the Ebola response in Goma, Democratic Republic of the Congo, compared with the French and standard Swahili languages [5]. Providing health information in individuals’ native languages has also shown to improve knowledge about illnesses and medications in a patient population in Sri Lanka, as well as the
understanding of oral health information among Vietnamese-speaking mothers in Australia [6,7].

Materials produced for OpenWHO are designed with additional accessibility considerations in mind. The resources are offered as downloadable slides that combine images and short texts, which can be read on a mobile device. Video and audio formats are also being integrated for those with strong oral cultures. In addition, the open-access nature of the platform can empower individuals who are more health literate to strengthen the health literacy of their communities, particularly in group-oriented societies. In a cholera-endemic neighborhood in Ghana, researchers found that household units impacted individual health literacy; nearly three-quarters of households surveyed followed suggestions from household members on how to prevent cholera [8].

By making materials from a reputable source available in multiple languages and in easily accessible, portable formats, OpenWHO’s COVID-19 resources aim to contribute to improved health literacy.

Methods

This article investigates the geographic reach of different language courses accessed by the worldwide audience population while seeking health information on COVID-19. The users’ professional identities are explored to inform the course owners on the use case. The course was developed and delivered via the learning platform OpenWHO.org. The self-paced introductory course was provided in a total of 13 languages between January 26 and March 25, 2020. The 13 languages were Arabic, Chinese, English, French, Hindi, Indian sign language, Macedonian, Persian, Portuguese, Russian, Serbian, Spanish, and Turkish.

This study’s preliminary objective was to demonstrate the rapid surge of learners accessing the digitized learning materials as the COVID-19 epidemic grew into a pandemic during the early part of 2020. The aim of this study was to obtain a better understanding of the origin and type of people who sought access to online learning related to the emerging health crisis.

Statistical data for the identical courses in 13 languages were generated. More in-depth analysis was carried out on the English and Spanish language courses given the large use case in these two languages—89.20% (207,742/232,890) of all learners.

The data was collected from the online courses’ statistical data and metrics reporting system on the OpenWHO platform. User patterns and locations were analyzed based on Google Analytics and the OpenWHO platform’s own statistical capabilities, and data sets were overlaid.

This snapshot analysis was conducted based on user location with the data disaggregated according to the six WHO regions, the top 10 countries with the most users, and the proportion of use for each language version. Data included affiliation, gender, primary language, age, and other parameters for approximately 30% of users who indicated their background.

Results

Introductory COVID-19 Course User Metrics

During the first 2 months of the course’s availability (January 26 to March 25, 2020), all 13 languages combined gathered 232,890 enrollments. The use of materials intensified after the declaration of the COVID-19 pandemic on March 11, 2020 (Figure 3).

The two most popular languages were the Spanish language course, which comprised half (n=118,754/232,890, 50.99%) of all introductory COVID-19 course enrollments as of March 25, 2020, and the English language course, which comprised 38.21% (n=88,988) of enrollments. Despite being launched 2 weeks later, the Spanish version rapidly surpassed the original English course on March 19, 2020, becoming the main language driving the increase in enrollment. The English and Spanish course users jointly amounted to 210,000 users, representing 90.17% of all users across all language versions.

As expected, the number of accumulated enrollments across all language versions of the course rose steadily with each new language version launched (Figure 4).

In terms of user locations, the top 10 countries with the most users across all languages, accounting for (40,893/57,763) 70.79% of the total course users, were Ecuador (n=9521), Mexico (n=8236), Colombia (n=6137), Chile (n=4067), the United States (n=3836), Argentina (n=3609), Spain (n=1766), the United Kingdom (n=1499), India (n=1117), and Peru (n=925).

This makeup represents a marked shift in comparison with other top courses on the platform. For example, prior to the current outbreak of COVID-19, the platform’s most popular emergency-related course, eProtect Ebola (offered in English and French), consisted primarily of users from Africa, Europe, and North America, with no South or Central American countries appearing in the top 20 for either language version of the course. This pattern reflected what was a general trend across the platform in the months preceding the launch of the introductory COVID-19 course; the platform’s top 5 countries most commonly consisted of, in descending order, the United States, India, the United Kingdom, Portugal, and Nigeria, with only the presence of India breaking the aforementioned trend. As such, the launch of the introductory COVID-19 course has brought with it a change in the demographic of users on the platform, with a marked increase in traction from Central and South America.
Figure 3. Introduction to coronavirus disease course use by language as of March 25, 2020.

Figure 4. OpenWHO courses hosted on the Pan-American Health Organization virtual campus as of March 27, 2020. COVID-19: coronavirus disease.

Courses hosted on PAHO Virtual Campus for Public Health

Geographical Distribution of Users

The worldwide distribution of users is displayed in Figure 5 according to the WHO regions. The Region of the Americas accounted for most of the enrollments in the course, with more than (138,503/191,130) 72.47% of the total enrollments across all languages. Other regions were more evenly distributed: African Region (n=7643, 4.00%), Eastern Mediterranean Region (n=12,945, 6.77%), European Region (n=18,259, 9.55%), South-East Asia Region (n=7245, 3.79%), Western Pacific Region (n=5291, 2.77%), and territories (n=1244, 0.65%).

Users originating from the Region of the Americas accounted for over half of the enrollments in the Spanish language course. The second most popular language choice for users in the region was English, with a majority of English-course users enrolling from the United States of America, totaling more than a quarter (n=23,794/138,503, 28.75%) of the total English course users (Table 1).

Each language version provided interesting findings. The Serbian language course, for example, was used more in 4 other countries (Ecuador, Chile, Colombia, and Bosnia and Herzegovina) than it was in Serbia. The Indian sign language course attracted 1000 enrollments in the first 24 hours, with the largest use in the city of Baghdad, Iraq. Just after Portugal, the second top country for the Portuguese course was Mexico. For this version, almost as many enrollments came from Mexico City as from Lisbon. After Lisbon and Mexico City, 3 other
Spanish-speaking cities were in the top 5 for the Portuguese version (Bogotá and Medellín in Colombia, and Quito in Ecuador), exceeding the numbers of enrollments from any other Portuguese-speaking city. São Paulo and Rio de Janeiro (Brazil) were the sixth and seventh top cities, respectively, for the Portuguese version of the course. For the French course, the third top city was not French-speaking as one would expect; Mexico City came right after Paris, France, and Bukavu, Democratic Republic of the Congo.

The introductory course was the most popular in the Region of the Americas, with almost three-fourths of the total enrollments across all languages concentrated in this region. This trend might be explained in part by the language availability of the course for the first month, which was limited to English and Spanish along with the French and Chinese versions (Figure 1). Totaling 54.00% (103,207/191,130) of the total course enrollments, the Spanish version had 95.53% (98,554/103,207) of its enrollments from the Region of the Americas. With 37.03% (70,774/191,130) of the total course enrollments, the English version had 46.39% (32,841/70,774) of its enrollments from this region. The latter statistic speaks to the more even distribution of the 70,744 enrollments in the English language course across the other WHO regions: African Region 8.44% (n=5975), Eastern Mediterranean Region 12.15% (n=8597), European Region 15.82% (n=11,194), South-East Asia Region 9.24% (n=6539), Western Pacific Region 6.96% (n=4924), and the territories 0.99% (n=704). Even taking into consideration the gradual release of the language versions’ impact on these statistics, it is worth noting that no other languages had similar slopes as those seen for the Spanish and English versions (Figure 3).

The European Region came second with 9.55% (18,259/191,130) of the total enrollments, mainly distributed between the English (11,194/18,259, 61.31%) and Spanish (n=3942, 21.59%) versions of the course. The Eastern Mediterranean Region comprised 6.77% (12,945/191,130) of the total enrollments, mainly distributed between the English (n=8597/12,945, 66.41%) and Arabic (n=3419, 26.41%) versions. These proportions might also be explained by the release of the Arabic version 1 month after the English version. The African and South-East Asia regions each made up about 4% of the total enrollments, with the main language versions used being English (5975/7643, 78.18%) and French (n=1255, 16.42%) for the African Region and primarily English (6539/7245, 90.25%) for the South-East Asia Region. This was similar to the Western Pacific Region, which comprised of 2.77% (5291/191,130) of the total course enrollments. The English course was accessed by 93.06% (4924/5291) of the enrollments in this region. The territories comprised 0.65% (1244/191,130) of the total course enrollments, also mainly using the English (704/1244, 56.59%) and Spanish (n=341, 27.41%) versions.

Figure 5. Users from the top 10 countries and their affiliations. GOARN: Global Outbreak Alert and Response Network; NGO: nongovernmental organization; WHO: World Health Organization.
### Table 1. Introductory course use overview by World Health Organization region and language used for course enrollments (N=191,130).

<table>
<thead>
<tr>
<th>Region</th>
<th>Total, n (%)</th>
<th>English, n (%)</th>
<th>French, n (%)</th>
<th>Russian, n (%)</th>
<th>Hindi, n (%)</th>
<th>Spanish, n (%)</th>
<th>Persian, n (%)</th>
<th>Portuguese, n (%)</th>
<th>Serbian, n (%)</th>
<th>Turkish, n (%)</th>
<th>Arabic, n (%)</th>
<th>Chinese, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All regions</td>
<td>191,130 (100.00)</td>
<td>70,774 (37.03)</td>
<td>3398 (1.80)</td>
<td>486 (0.25)</td>
<td>348 (0.18)</td>
<td>103,207 (54.00)</td>
<td>716 (0.37)</td>
<td>5934 (3.10)</td>
<td>296 (0.15)</td>
<td>1274 (0.67)</td>
<td>4208 (2.20)</td>
<td>489 (0.26)</td>
</tr>
<tr>
<td>AFROa</td>
<td>7643 (4.00)</td>
<td>5975 (3.13)</td>
<td>1255 (0.66)</td>
<td>3 (0.00)</td>
<td>3 (0.00)</td>
<td>97 (0.05)</td>
<td>36 (0.02)</td>
<td>123 (0.06)</td>
<td>6 (0.00)</td>
<td>63 (0.03)</td>
<td>68 (0.04)</td>
<td>14 (0.01)</td>
</tr>
<tr>
<td>AMROb</td>
<td>138,503 (72.47)</td>
<td>32,841 (17.18)</td>
<td>915 (0.48)</td>
<td>98 (0.05)</td>
<td>10 (0.01)</td>
<td>98,554 (51.56)</td>
<td>193 (0.10)</td>
<td>4899 (2.56)</td>
<td>193 (0.10)</td>
<td>462 (0.24)</td>
<td>188 (0.10)</td>
<td>150 (0.08)</td>
</tr>
<tr>
<td>EMROc</td>
<td>12,945 (6.77)</td>
<td>8597 (4.50)</td>
<td>284 (0.15)</td>
<td>15 (0.01)</td>
<td>10 (0.01)</td>
<td>137 (0.07)</td>
<td>264 (0.14)</td>
<td>56 (0.03)</td>
<td>21 (0.01)</td>
<td>112 (0.06)</td>
<td>3419 (1.79)</td>
<td>30 (0.02)</td>
</tr>
<tr>
<td>EUROd</td>
<td>18,259 (9.55)</td>
<td>11,194 (5.86)</td>
<td>821 (0.43)</td>
<td>354 (0.19)</td>
<td>5 (0.00)</td>
<td>3942 (2.06)</td>
<td>156 (0.08)</td>
<td>806 (0.42)</td>
<td>68 (0.04)</td>
<td>456 (0.24)</td>
<td>395 (0.21)</td>
<td>62 (0.03)</td>
</tr>
<tr>
<td>SEAROe</td>
<td>7245 (3.79)</td>
<td>6539 (3.42)</td>
<td>71 (0.04)</td>
<td>11 (0.01)</td>
<td>313 (0.16)</td>
<td>72 (0.04)</td>
<td>39 (0.02)</td>
<td>28 (0.01)</td>
<td>7 (0.00)</td>
<td>128 (0.07)</td>
<td>16 (0.01)</td>
<td>21 (0.01)</td>
</tr>
<tr>
<td>WPROf</td>
<td>5291 (2.77)</td>
<td>4924 (2.58)</td>
<td>31 (0.02)</td>
<td>5 (0.00)</td>
<td>7 (0.00)</td>
<td>64 (0.03)</td>
<td>22 (0.01)</td>
<td>20 (0.01)</td>
<td>1 (0.00)</td>
<td>48 (0.03)</td>
<td>19 (0.01)</td>
<td>150 (0.08)</td>
</tr>
<tr>
<td>Territories</td>
<td>1244 (0.65)</td>
<td>704 (0.37)</td>
<td>21 (0.01)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>341 (0.18)</td>
<td>6 (0.00)</td>
<td>2 (0.00)</td>
<td>0 (0.00)</td>
<td>5 (0.00)</td>
<td>103 (0.05)</td>
<td>62 (0.03)</td>
</tr>
</tbody>
</table>

aAFRO: African Region.
bAMRO: Region of the Americas.
cEMRO: Eastern Mediterranean Region.
dEURO: European Region.
eSEARO: South-East Asia Region.
fWPRO: Western Pacific Region.

### Spanish Course Use Case

The highest Spanish course use was in Ecuador (n=36,345), Mexico (n=26,141), Colombia (n=19,733), Chile (n=11,793), and Argentina (n=11,711). The highest English course use was in the United States (n=12,250), Mexico (n=7659), Ecuador (n=5805), India (n=5296), and the United Kingdom (n=4052), with Colombia and Argentina also making it to the top 10.

Of the total users who indicated their language of preference, 61.45% (60,800/98,937) selected Spanish. This language preference helps the OpenWHO team further target the courses and prioritize languages. The other preferred languages selected were English (n=31,837, 32.18%), French (n=2369, 2.39%), Portuguese (n=1374, 2.17%), Arabic (n=1374, 1.39%), Russian (n=249, 0.25%), and Chinese (n=160, 0.16%).

The indicated language preference correlated with the language course use; however, as the option for the preferred language only included the six UN official languages and Portuguese, the OpenWHO team was not able to capture if there were any national or local languages popular in addition to the official UN languages.

The same introductory course was published on the Pan-American Health Organization’s (PAHO) virtual campus (VC) in Spanish on February 11 and in Portuguese on February 28, 2020. This paper and the data exclude the 92,000 users of these identical courses on the PAHO VC, which would bring the merged worldwide user numbers even higher (Figure 4).

### User Background Information

Before the COVID-19 pandemic, users were spread over the 11 distinct affiliation options provided by the platform, with a small fraction of users identifying themselves as “Other.” With the epidemic accelerating into a pandemic, the largest number of the COVID-19 introductory course users selected “Other,” suggesting a large number of users who were not health professionals or academics. Students were the largest identifiable group among those who indicated their affiliation. Health ministries and health experts made up 14.21% (7417/52,214), and UN country teams and WHO staff amounted to 4.00% (n=2087; Table 2).
Table 2. Users’ professional affiliations for the total users who specified their professional affiliation (n=52,214).

<table>
<thead>
<tr>
<th>Affiliations</th>
<th>Users, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other</td>
<td>16,527 (31.65)</td>
</tr>
<tr>
<td>Student</td>
<td>14,945 (28.62)</td>
</tr>
<tr>
<td>Health ministry</td>
<td>4243 (8.13)</td>
</tr>
<tr>
<td>Volunteer</td>
<td>3330 (6.38)</td>
</tr>
<tr>
<td>Health experts</td>
<td>3174 (6.08)</td>
</tr>
<tr>
<td>Health institute</td>
<td>3141 (6.02)</td>
</tr>
<tr>
<td>Nongovernmental organization</td>
<td>2981 (5.71)</td>
</tr>
<tr>
<td>World Health Organization staff</td>
<td>1525 (2.92)</td>
</tr>
<tr>
<td>International organization</td>
<td>995 (1.91)</td>
</tr>
<tr>
<td>Other ministry</td>
<td>730 (1.40)</td>
</tr>
<tr>
<td>UN country team</td>
<td>562 (1.08)</td>
</tr>
<tr>
<td>Global Outbreak Alert and Response Network</td>
<td>61 (0.12)</td>
</tr>
</tbody>
</table>

When looking at the top countries and user affiliations in Figure 5, students accounted for a large proportion of the users coming from those countries. For Chile, Colombia, and Mexico, for instance, students represented 45.66% (1857/4067), 42.85% (2707/6317), and 45.70% (3764/8236), respectively, of the total enrollments. As mentioned earlier for the overall analysis, Figure 5 shows that many users were not affiliated with a specific health background. If we examine the figure, we find that the percentage of users who selected “Other” as their affiliation varied from 21.90% (1803/8236) in Mexico to 41.82% (3836/1525) and 39.22% (588/1499) in the United Kingdom and the United States, respectively. Health institutes were also represented in the affiliations for the users in the top 10 countries. The share of health institute workers was the highest for the United Kingdom at 19.48% (292/1499). Another interesting finding was the attraction of health ministry representatives, especially significant for Ecuador, as they represented 22.27% (2120/9521) of the total users for the country. Besides Ecuador, Peru (96/925, 10.37%) is the only other country reporting enrollments from health ministry professionals that reached at least 10%. Other health experts also enrolled in the course; they represented, for instance, 9.85% (174/1766) of the total enrollments reported from Spain. Volunteers were also represented in all of the top 10 countries, with India reporting the highest percentage of this specific user affiliation in 10.29% (115/1117) of its enrollments.

The course registrations also suggested that women (33,216/57,712, 57.55%) were a larger user group than men (n=24,383, 42.25%). In addition, 0.20% (113) of users identified as “Other”.

When comparing the English and Spanish course age groups (Figures 6 and 7), the Spanish course had a large cohort of participants who were 70 years or older, which was much higher than the platform average or the English course. As COVID-19 was stated to be impacting older people the most, this use case comes as no surprise. On average, the English course had a younger use case than the platform average, especially in the age groups 30-39 years and 40-49 years.

Figure 6. English course use by age groups.
A total of 36.43% (14,382/39,475) of participants that enrolled in the Spanish introductory course completed all six learning items within the course. In comparison with industry standards, which place the completion rate for massive open online courses (MOOCs) at 7.40% (3700 completions per 50,000 enrollments) [9], this rate is high. Again, in relation to the Spanish introductory course, 44.66% (17,630/39,475) of the participants completed at least 80.00% of the course material, and 49.09% (n=19,377) visited at least 60.00% of the course material. When the completion rate was calculated across all language versions of the course, this trend continued, with 21.63% (16,003/73,980) of users visiting 100.00% of the course items, 27.62% (n=20,433) visiting at least 80.00%, and 32.54% (n=24,075) of users visiting at least 60.00% of the total learning resources in the course.

Participants enrolled in the English version did not perform as well. Only 2.94% (813/27,639) of the participants who enrolled in the English course completed all course material, and only 6.61% (n=1828) completed at least 80.00% of the course material, and 16.65% (n=4603) visited at least half of all course items. Further investigation is required to determine the cause of the discrepancy between the completion rates for the English version of the course compared with the completion rate across all language versions combined. Unlike the subsequent language versions, the English introductory COVID-19 course was assembled over a period of several weeks, with new materials being made available as they were constructed and cleared by the technical experts responsible. In contrast, most of the subsequent language versions were launched as full packages with all course items available at once. This difference could begin to explain the discrepancy in completion rates, as the first set of users who enrolled in the English course would have had to return to the course at later dates to view new material as it was added.
February 25, 2020, OpenWHO expanded from some 80,000 existing unique users to 160,000, doubling the number of learners. From February 26 to March 25, 2020, the unique user numbers almost quadrupled to 600,000. Including the enrollments in the same courses hosted on PAHO’s VC platform, there were more than 840,000 enrollments in all of the COVID-19 courses.

After the declaration of the pandemic on March 11, 2020, the number of unique learners on the platform nearly tripled in 2 weeks, from 235,250 users to 629,500 users as of March 25. The increase from March 11 to March 25, 2020, consisted of a total of 394,250 new learners in merely 14 days. This number is more than four times higher than the 90,700 total users on the platform from 2017 to 2019 (Figure 10).

**Figure 8.** OpenWHO accumulated enrollments from June 30, 2017, to March 27, 2020. COVID-19: coronavirus disease.

**Figure 9.** OpenWHO courses related to COVID-19 and language versions as of March 27, 2020. COVID-19: coronavirus disease.

Real time training for COVID-19 on OpenWHO

- **Intro to COVID-19 and emerging respiratory viruses**
  - Arabic
  - English
  - French
  - Russian
  - Hindi
  - Mwezime
  - Portuguese
  - Serbian
  - Turkish
  - Vietnamese

- **ePROTECT Respiratory Infections**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Indonesian
  - Polish

- **Infection Prevention and Control for COVID-19**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Indonesian
  - Polish

- **Clinical Care Severe Acute Respiratory Infection (SARI)**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Indonesian

- **COVID-19 country preparedness and response planning**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Indonesian

- **Country capacitation**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Indonesian

- **SARI Treatment Facility Design**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Portuguese

- **Logistics**
  - Chinese
  - English
  - French
  - Russian
  - Spanish
  - Portuguese

- **252,700 enrollments**
- **39,120 enrollments**
- **241,450 enrollments**
- **30,430 enrollments**
- **168,860 enrollments**
- **9480 enrollments**

https://www.jmir.org/2020/4/e19076
Figure 10. Timeline of all OpenWHO.org COVID-19 courses’ launch and use. COVID-19: coronavirus disease; IPC: infection prevention and control; PHEIC: Public Health Emergency of International Concern; SARI: severe acute respiratory infection; UNCT: UN country teams; WHO: World Health Organization.

Discussion

Principal Findings

The OpenWHO learning resources are usually initially published in English, as this language is shared by many native and non-native speakers across the world and is the most commonly used working language of the UN system. Recent trends seen on the platform during the pandemic, notably the popularity of the Spanish versions of the COVID-19 resources surpassing that of the original English courses, stressed the importance of a multilingual learning platform that allows learners to access information in the language they are the most comfortable using. This has been a continuous effort since the platform’s inception, with courses even produced in local languages for localized emergencies. During the Ebola outbreak in the Democratic Republic of the Congo, for example, the Ebola knowledge resources for the responders course was published in Lingala and Swahili.

This multilingual approach is even more important in the middle of a pandemic, where OpenWHO is experiencing record-breaking enrollments from learners across the world who are seeking the latest WHO guidance to support the preparation and response to COVID-19. Indeed, in its first 2 months, the introductory course to COVID-19 comprised more than a quarter (n=241,749) of the accumulated total enrollments on a platform that has been running since June 2017. The analysis also indicated that substantial numbers of people were using the resource in languages other than the national languages of the countries in which they were located, suggesting that the platform provides a service that local governments may not be able to offer. With diaspora populations scattered across the world, the ability to access material in one’s native language irrespective of location is important.

The geographic analysis demonstrated that the enrollment surge for this emergency-related course mainly originated from Central and South America, with Ecuador, Mexico, Columbia, Chile, and the United States rounding out the top 5 countries, reflecting a new demographic that is attracted to the platform. Interestingly, the age distribution analysis for the Spanish course, with enrollments mainly concentrated in the Region of the Americas (n=98,554/103,207, 95.49%), revealed the popularity of the course with those 70 years or older compared with the other courses hosted on the OpenWHO platform. This is consistent with the at-risk group seeking reliable knowledge on the emerging respiratory disease. Prior to the pandemic, the top countries for OpenWHO’s most popular emergency courses were on the African continent, along with recurrent appearances by the United States and India, as these populous countries are big MOOC users.

This geographic shift is consistent with the nature of a pandemic. Rather than affecting specific parts of the world, as was the case for the 2014 Ebola outbreak, for example, the COVID-19 epidemic has accelerated into a pandemic reaching almost every country on the planet.

In contrast with the top emergency courses prior to the COVID-19 outbreak, the analysis also revealed that nearly 30% of users indicated that they were not affiliated with the student and professional health sectors (n=16,527/52,214, 31.65%). This shift reflects the impact a pandemic has on the audience profile, with the general public enrolling in the course to become informed on the novel coronavirus. It also suggests that OpenWHO can serve as one mechanism to help combat the “infodemic” of misinformation that has occurred during the COVID-19 outbreak [10]; research has found that many people turn to the internet for health information, including during crises, and the information they find can influence health behaviors [11-13].
OpenWHO hit the 1 million enrollments milestone on March 27, 2020. About three-quarters of the total enrollments were on the courses related to COVID-19. This reflects a massive increase in the popularity of OpenWHO and the critical role it is playing in supporting preparedness and response during this unprecedented pandemic. As the outbreak continues to evolve, new resources and language versions will be added to the platform to provide lifesaving knowledge to affected communities, and existing courses will be updated to best reflect the changing contexts.

**Limitations and Future Research**

This analysis was limited to the 2-month period following the launch of the introductory COVID-19 course on OpenWHO. Data such as affiliation, gender, and age were only available for 32.43% (52,214/161,007) of the users who indicated their background. The geographical data was based on the users’ internet protocol addresses, which would not account for potential manipulation by virtual private networks or other factors. In addition, completion rates were measured by user visits to each of the course’s learning items, as quizzes were not yet implemented due to the evolving nature of the emergency guidance.

Future research should examine the use case of additional COVID-19 courses on the OpenWHO platform that are more targeted to specific audiences, such as courses designed for clinicians and public health professionals. Data should also be analyzed against the worldwide, regional, and country-level epidemic curves for COVID-19 to identify broader use trends, including how the use case evolved throughout the pandemic, as different regions were more or less affected.

**Conclusions**

During health emergencies, lifesaving information must be packaged and delivered in the languages spoken by the target audiences to effectively transfer urgent knowledge [4,5]. Everyone has the right to access lifesaving knowledge, and OpenWHO is continuing to work with partners to make its resources available in as many languages as possible. The OpenWHO team has never before experienced such high levels of volunteerism for platform language production and has relied on crowdsourcing across the world to publish additional language versions. This has promoted the localization of materials into a variety of languages, helping people better protect themselves and fight the pandemic.

The OpenWHO platform offers courses on six distinct topics to support the COVID-19 response. These are products that transform the WHO guidance into learning packages that users can grasp and digest more easily. The courses have been translated and published fully or partially into 40 language versions during the first 2 months of the response, and OpenWHO has experienced an unprecedented increase in platform use. Amidst huge demand for reliable resources that offer the knowledge to understand and decipher the evolving situation, OpenWHO has served as one source of digitized information.
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Abstract

Background: Massive open online courses (MOOCs) have the potential to make a broader educational impact because many learners undertake these courses. Despite their reach, there is a lack of knowledge about which methods are used for evaluating these courses.

Objective: The aim of this review was to identify current MOOC evaluation methods to inform future study designs.

Methods: We systematically searched the following databases for studies published from January 2008 to October 2018: (1) Scopus, (2) Education Resources Information Center, (3) IEEE (Institute of Electrical and Electronic Engineers) Xplore, (4) PubMed, (5) Web of Science, (6) British Education Index, and (7) Google Scholar search engine. Two reviewers independently screened the abstracts and titles of the studies. Published studies in the English language that evaluated MOOCs were included. The study design of the evaluations, the underlying motivation for the evaluation studies, data collection, and data analysis methods were quantitatively and qualitatively analyzed. The quality of the included studies was appraised using the Cochrane Collaboration Risk of Bias Tool for randomized controlled trials (RCTs) and the National Institutes of Health—National Heart, Lung, and Blood Institute quality assessment tool for cohort observational studies and for before-after (pre-post) studies with no control group.

Results: The initial search resulted in 3275 studies, and 33 eligible studies were included in this review. In total, 16 studies used a quantitative study design, 11 used a qualitative design, and 6 used a mixed methods study design. In all, 16 studies evaluated learner characteristics and behavior, and 20 studies evaluated learning outcomes and experiences. A total of 12 studies used 1 data source, 11 used 2 data sources, 7 used 3 data sources, 4 used 2 data sources, and 1 used 5 data sources. Overall, 3 studies used more than 3 data sources in their evaluation. In terms of the data analysis methods, quantitative methods were most prominent with descriptive and inferential statistics, which were the top 2 preferred methods. In all, 26 studies with a cross-sectional design had a low-quality assessment, whereas RCTs and quasi-experimental studies received a high-quality assessment.

Conclusions: The MOOC evaluation data collection and data analysis methods should be determined carefully on the basis of the aim of the evaluation. The MOOC evaluations are subject to bias, which could be reduced using pre-MOOC measures for comparison or by controlling for confounding variables. Future MOOC evaluations should consider using more diverse data sources and data analysis methods.

International Registered Report Identifier (IRRID): RR2-10.2196/12087
Introduction

Massive open online courses (MOOCs) are free Web-based open courses available to anyone everywhere and have the potential to revolutionize education by increasing the accessibility and reach of education to large numbers of people [1]. However, questions remain regarding the quality of education provided through MOOCs [1]. One way to ensure the quality of MOOCs is through the evaluation of the course in a systematic way with the goal of improvement over time [2]. Although research about MOOCs has increased in recent years, there is limited research on the evaluation of MOOCs [3]. In addition, there is a need for effective evaluation methods for appraising the effectiveness and success of the courses.

Evaluation of courses to assess the success and effectiveness and to advise on course improvements is a long-studied approach in the field of education [4-6]. However, owing to the differences between teaching in MOOCs and traditional, face-to-face classrooms, it is not possible to adapt the same traditional evaluation methods [7,8]. For example, MOOCs generally have no restrictions on entrance, withdrawal, or the submission of assignments and assessments [7]. The methods used in Web-based education or e-learning are not always applicable to MOOCs because Web-based or e-learning courses are often provided as a part of university or higher education curricula, which are different from MOOCs per student expectations [8]. It is not suitable to directly compare MOOCs with higher education courses by using traditional evaluation standards and criteria [8].

Despite the limitations in MOOC evaluation methods, several reviews have been conducted on MOOC-related research methods, without specifically focusing on MOOC evaluations. Two recent systematic reviews were published synthesizing MOOC research methods and topics [9,10]. Zhu et al [9] and Bozkurt et al [11] recommended further research on the methodological approaches for MOOC evaluation. This research found little focus on the quality of the techniques and methodologies used [11]. In addition, a large number of studies on MOOCs examine general pedagogical aspects of the course without evaluating the course itself. Although the general evaluation of MOOC education and pedagogy is useful, it is essential that courses are also evaluated [12].

To address the gaps in MOOC evaluation methods in the literature, this systematic review aimed to identify and analyze current MOOC evaluation methods. The objective of this review was to inform future MOOC evaluation methodology.

Methods

This review explored the following research question: What methods have been used to evaluate MOOCs? [13]. This systematic review was conducted according to the Cochrane guidelines [14] and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines (Multimedia Appendix 1) [15]. As the review only used publicly available information, an ethics review board approval was not required. The review was executed in accordance with the protocol published by Foley et al [13].

Eligibility Criteria

Eligible studies focused on the evaluation of MOOCs with reference to the course design, materials, or topics. The evaluation used the following population, intervention, comparator, outcome (PICO) framework for inclusion in the study:

- Population: learners in any geographic area who have participated in MOOCs [13].
- Intervention: MOOC evaluation methods. This is intended to be broad to include qualitative, quantitative, and mixed methods [13].
- Comparator: studies did not need to include a comparator for inclusion in this systematic review [13].
- Outcome: learner-focused outcomes such as attitudes, cognitive changes, learner satisfaction, etc, will be assessed [13].

Further to the abovementioned PICO framework, we used the following inclusion and exclusion criteria.

Inclusion Criteria

- Studies with a primary focus on MOOC evaluation and studies that have applied or reviewed MOOC evaluation methods (quantitative, qualitative, or mixed methods) [13].
- Studies published from 2008 to 2018 [13].
- All types of MOOCs, for example, extended MOOCs, connectivist MOOCs, language MOOCs, or hybrid MOOCs.

Exclusion Criteria

- Studies not in the English language [13].
- Studies that primarily focused on e-learning or blended learning instead of MOOCs [13].
- Studies that focused only on understanding MOOC learners such as their behaviors or motivation to join MOOCs, without referring to the MOOC.
- Studies that focused on machine learning or predictive models to predict learner behavior.

Search Strategy

We searched the following databases for potentially relevant literature from January 2008 to October 2018: (1) Scopus, (2) Education Resources Information Center, (3) IEEE (Institute of Electrical and Electronic Engineers) Xplore, (4) Medical Literature Analysis and Retrieval System Online/PubMed, (5) Web of Science, (6) British Education Index, and (7) Google Scholar search engine. The first search was performed in Scopus. The search words and terms for Scopus were as follows: (mooc* OR “massive open online course” OR coursera OR edx OR odl OR udacity OR futurelearn AND evaluat* OR measur* OR
The evaluation-focused categories were determined through discussions among the primary authors to summarize study aims and objectives. The 3 categories used in the evaluation-focused categories were defined as follows:

1. The learner-focused evaluation seeks to gain insight into the learner characteristics and behavior, including metrics such as completion and participation rates, satisfaction rates, their learning experiences, and outcomes.
2. Teaching-focused evaluation studies aim to analyze pedagogical practices so as to improve teaching.
3. MOOC-focused evaluation studies aim to better understand the efficacy of the learning platform to improve the overall impact of these courses.

Further to the evaluation-focused categories, the subcategories were generated by conducting a thematic analysis of the MOOC evaluation studies’ aims and objectives. The themes resulted through an iterative process where study aims were coded and then consolidated into themes by the first author. The themes were then discussed with and reviewed by the second author until an agreement was reached.

Data Collection Analysis and Interpretation

The categories reported in the data collection sections were all representations of what the studies reported to be the data collection method. The categorization of the learner-focused parameters was done based on how the authors identified the outcomes. For example, if authors mention that the reported outcome was measuring learners’ attitudes to evaluate overall MOOC experience, the parameter was recorded in the learner experience category. Similarly, if the authors mentioned that the reported outcome was evaluating what students gained from the course, the parameter was recorded as longer term learner outcomes.

Results

In this section, we have described the search results and the methodological quality assessment results. We have then described the study findings using the following categories for MOOC evaluation: research design, aim, data collection methods, data analysis methods, and analysis and interpretation.

Search Results

There were 3275 records identified in the literature search and 2499 records remained after duplicates were removed. Records were screened twice before full-text reading. In the first screening (n=2499), all articles that did not focus on MOOCs specifically were removed (Figure 1). In the second screening (n=906), all articles that did not focus on MOOC learners or MOOC evaluation methods were removed (Figure 1). This was followed by full-text reading of 154 studies (Figure 1). An additional 5 studies were identified by searching the bibliographies of the included studies. In total, 33 publications were included in this review. There were 31 cross-sectional studies, 1 randomized trial, and 1 quasi-experimental study. The completed data abstraction forms of the included studies are in Multimedia Appendix 3.
Methodological Quality
The RCT included in this study [20] received a low risk-of-bias classification (Multimedia Appendix 4).

Of the 31 cross-sectional studies, 26 received poor ratings because of a high risk of bias (Multimedia Appendix 5). The remaining 5 studies received a fair rating because of a higher consideration for possible bias. In total, 2 studies that were able to measure exposure before outcomes such as studies that performed pretests and posttests [21,22], 3 studies that accounted for confounding variables [21-23], 2 studies that used validated exposure [24,25], and 2 studies that used outcome measures [23,25] received a better quality rating.

A quality assessment of the quasi-experimental study using longitudinal pretests and posttests [26] is included in Multimedia Appendix 6.

Massive Open Online Course Evaluation Research Design
In total, 16 studies used a quantitative study design, 11 studies used a qualitative study design, and 6 studies used a mixed methods study design. There was 1 RCT [20] and 1 quasi-experimental study [26]. In total, 4 studies evaluated more than 1 MOOC [27-30]. In all, 2 studies evaluated 2 runs of the same MOOC [31,32], and 1 study evaluated 3 parts of the same MOOC, run twice for consecutive years [33].

In total, 6 studies used a comparator in their methods. A study compared precourse and postcourse surveys by performing a chi-square test of changes in confidence, attitudes, and knowledge [34]. A study compared the average assignment and final essay scores of MOOC learners with face-to-face learners and calculated 2 independent sample t tests to compare the differences between learners but did not include any pre- and posttest or survey results [35]. In all, 4 studies conducted pretest and posttest analyses [20,26]. Hossain et al [20] used an RCT design and calculated the mean between-group differences of knowledge, confidence, and satisfaction comparing MOOC learners with other Web-based learners. Colvin et al [21] calculated normalized gain using item response between pretest and posttest scores and the Item Response Theory for weekly performance compared with that of on-campus learners. Rubio et al [26] compared the pretest mean and posttest mean of comprehensibility scores in a MOOC, comparing results with those of face-to-face learners [26]. Konstan et al [22] calculated knowledge test gains by performing a paired t test of average knowledge gains, comparing these gains with those of...
face-to-face learners and (comparing 2 learner groups) the average normalized learning gains among all learners [22].

### Aim of Massive Open Online Course Evaluations

The aim or objective of MOOC evaluations included in this review can be categorized into learner-focused, teaching-focused, and MOOC-focused evaluation aims (Table 1). In all, 16 studies evaluated learner characteristics and behavior and 20 studies evaluated learning outcomes and experiences. One of the least studied aspects of MOOC evaluation is pedagogical practices, which were only evaluated by 2 studies [36,37].

#### Table 1. The aim of the massive open online course evaluations for the included studies.

<table>
<thead>
<tr>
<th>Evaluation aim focus, subcategories</th>
<th>Studies</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learner</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learner expectations</td>
<td>[23,38,39]</td>
<td>3</td>
</tr>
<tr>
<td>Learner characteristics and behavior</td>
<td>[22,22,27,28,30-32,38,39,40-46]</td>
<td>16</td>
</tr>
<tr>
<td>Learner engagement</td>
<td>[27,34,43,45]</td>
<td>4</td>
</tr>
<tr>
<td>Participation or completion rates</td>
<td>[24,30,34,42,44,45]</td>
<td>6</td>
</tr>
<tr>
<td>Learner satisfaction</td>
<td>[20,47]</td>
<td>2</td>
</tr>
<tr>
<td>Peer interaction</td>
<td>[25,43,46,48]</td>
<td>4</td>
</tr>
<tr>
<td>Knowledge retention</td>
<td>[22]</td>
<td>1</td>
</tr>
<tr>
<td><strong>Teaching</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedagogical practices</td>
<td>[36,37]</td>
<td>2</td>
</tr>
<tr>
<td><strong>MOOC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison with other learning platforms</td>
<td>[20,22,26,38]</td>
<td>4</td>
</tr>
<tr>
<td>MOOC content and structure</td>
<td>[48]</td>
<td>1</td>
</tr>
<tr>
<td>Implementation of MOOC</td>
<td>[29,31,33,49,52]</td>
<td>5</td>
</tr>
<tr>
<td>Sustainability of MOOC</td>
<td>[49]</td>
<td>1</td>
</tr>
</tbody>
</table>

MOOC: massive open online course.

### Massive Open Online Course Evaluation Data Collection Methods

In all, 12 studies used 1 data source [20,24,25,27,28,31,32,38,43,47], 11 studies used 2 data sources [21,26,29,30,33,34,36,40,42,45,51], 7 studies used 3 data sources [22,35,39,41,44,46,48], 2 studies used 4 data sources [23,37], and 1 study used 5 data sources [52]. The most used data sources were surveys followed by learning management system (LMS), quizzes, and interviews (Table 2). “Other” data sources that are referred to in Table 2 include data collected from social media posts [37], registration forms [30,44], online focus groups [37], and homework performance data [21]. These data sources were used to collect data on different aspects of the evaluation.

#### Table 2. Studies using different data sources (N=33).

<table>
<thead>
<tr>
<th>Data source</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surveys</td>
<td>20 (30.8)</td>
</tr>
<tr>
<td>Interviews</td>
<td>8 (12.3)</td>
</tr>
<tr>
<td>Learning Management System</td>
<td>18 (27.7)</td>
</tr>
<tr>
<td>Discussions</td>
<td>5 (7.7)</td>
</tr>
<tr>
<td>Quizzes</td>
<td>9 (13.8)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (7.7)</td>
</tr>
</tbody>
</table>

In total, 8 studies collected data through interviews and had a population size ranging from 2 to 44 [23,37,39,42,43,49,51,52]. In total, 20 studies that collected data through surveys had a population size ranging from 25 to 10,392 [22-41,44-46,51,52]. In all, 18 studies that collected data through the LMS [22,24,26,29-31,33-35,39-42,44,44-46,48,52] had a population size made of participants or data points (eg, discussion posts) ranging from 59 to 209,871. Nine studies used quiz data [20-22,26,33,35,41,47,52]. Studies that used quiz data had a population size of 48 [20], 53 [47], 136 [41], 1080 [21], and 5255 [22]. Other data sources used did not have a clearly reported sample size for a particular source.
Table 3 explains how studies collected data to meet the aims of their evaluation. In general, surveys were used to collect demographic data, learner experience, and learner perceptions and reactions, whereas LMS data were used for tracking learner completion of the MOOCs.

Table 3 shows the various data collection methods and their uses. Pre-MOOC surveys or pretests could be used for baseline data such as learner expectations [22,26,33] or learner baseline test scores [20-22,26,33], which, then, allows tests scores to be compared with post-MOOC survey and quiz data [20-22,27,33].

### Table 3. Data collection methods and their uses in massive open online course evaluations.

<table>
<thead>
<tr>
<th>Data</th>
<th>Uses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration form</td>
<td>To collect demographic information [26,30]</td>
</tr>
<tr>
<td>Pre-MOOC survey</td>
<td>To collect data on the following: demographic information [23,29,36,40,46,50,52]; learners’ background [22,29,36,46] and expectations; perceptions [22,26,50]; learners’ past MOOC experience [29]; learners’ self-efficacy [52]; motivation [52]; and goals [44,50]; assess learners’ knowledge [40] and course efficacy [50]</td>
</tr>
<tr>
<td>Pretest</td>
<td>To collect baseline test scores for comparison with posttest scores [20-22,26,33]</td>
</tr>
<tr>
<td>Learning management system data</td>
<td>To collect data on the following: demographic information [24]: attendance rates [24,35,42]: completion of the different components of the MOOC [24,35,39,42]: quiz or assignment scores [26,35,45]: learner activity [45]</td>
</tr>
<tr>
<td>Discussion posts</td>
<td>Feedback about the course [46] and learner interactions [25]</td>
</tr>
<tr>
<td>Quiz, homework, or test (not specified as pre- or postquiz or test)</td>
<td>Grades to assess learning [21,35,41] and a weekly quiz to record learners’ reaction to the tools called digital readiness tools of the course [47]</td>
</tr>
<tr>
<td>Post-MOOC survey</td>
<td>To collect demographic information [23,39-41,50,51]: to record the learning experience [22,30,35,39,41]: to record course influence [48]: to guide MOOC design [48]: course feedback [30,33,39,41,46,50]: perceptions [38,50]: excitement [38]: learners’ motivation [23,32,39]: learners’ satisfaction [35,40,41]: enjoyment of the course [40] and “Patterns and levels of participation” in the course [37]: learning strategies [32]: to assess learner knowledge [40]: course usefulness [39,45]: course degree of perseverance [45]: reasons for dropping out of the MOOC [30]: to recruit participants for research [23]: to collect course feedback [44]</td>
</tr>
<tr>
<td>Posttest</td>
<td>To assess learning [20,21]: to assess confidence in applying learning [20]: to assess satisfaction [20]: to calculate the difference in scores compared with pretest [22,26,33]: to assess knowledge retention 5 months post-MOOC [22]</td>
</tr>
<tr>
<td>End of MOOC quiz</td>
<td>To record learners’ feedback in relation to the course material (whether the course helped them become flexible learners) [47]</td>
</tr>
<tr>
<td>Postcourse interview</td>
<td>Course participation and evaluation [37,42]: course effectiveness [43,49]: sustainability of the course [49]: reason for taking the course [23]: learners’ motivation [23,42]: to understand learning behavior [51]: postcourse practices or learners’ behavior [52]</td>
</tr>
<tr>
<td>Email interview</td>
<td>To understand learners’ behavior and learning in MOOCs [37]: specify MOOC positives [39]: motivation in MOOC: challenges in MOOC [39]</td>
</tr>
<tr>
<td>Online focus group</td>
<td>Assessment of the course: organization, assessment, use of technology and inclusive practice [37]</td>
</tr>
</tbody>
</table>

MOOC: massive open online course.

### Massive Open Online Course Evaluation Analysis and Interpretation

In terms of the data analysis methods, quantitative methods were the only type of method used in 16 studies with descriptive and inferential statistics, the top 2 preferred methods. Qualitative analysis methods such as thematic analyses, which can include grounded theory [49], focused coding [38,39], and content analysis [25,50], were mainly used in qualitative studies.

A summary of the parameters, indicators, and data analysis used for the MOOC evaluation can be found in Table 4. Most notably, inferential statistics were used to analyze learning outcomes (Table 4) such as the comparison of means or the use of regression methods to analyze quiz or test grades. These outcomes were also used as a measure to evaluate the overall effectiveness of a MOOC by the studies. Table 4 shows how the data collection method uses mentioned in Table 3 were measured and analyzed. In general, studies focused on measuring learner engagement and learners’ behavior–related indicators. Studies referred to learning in different ways such as learning, learning performance, learning outcome, or gain in comprehensibility depending on the learning material of the course. Other studies considered learning outcomes such as knowledge retention or what students took away from the course. There was a consensus that learner engagement can be measured by measuring the various learner activities in the course, whereas learner behavior was a more general term used by studies to describe the different MOOC evaluation measures. For teaching-focused evaluation, both Mackness et al [37] and Singh et al [36] used learner parameters to reflect and analyze pedagogical practices.
### Table 4: Data collection method uses mentioned earlier and how they were analyzed in massive open online course evaluations.

<table>
<thead>
<tr>
<th>Data collection method uses, parameters or themes reported</th>
<th>Data analysis methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>To measure learning outcomes</strong></td>
<td><strong>Calculation of the mean difference between pretest and posttest scores [20,33]</strong></td>
</tr>
<tr>
<td>Learning [20,33]</td>
<td><strong>Compare pretest and posttest scores using a paired t test [33]</strong></td>
</tr>
<tr>
<td>Learning performance [52]</td>
<td><strong>Descriptive statistics [52]</strong></td>
</tr>
<tr>
<td>“Learning outcome” [41]</td>
<td><strong>“Regressing quiz and homework score on participation and MOOC experience” [41]</strong></td>
</tr>
<tr>
<td>Learning [21]</td>
<td><strong>Calculation of normalized gain between pretest and posttest</strong></td>
</tr>
<tr>
<td>Overall learner ability in the course [21]</td>
<td><strong>Using the Item Response Theory analyzing pretest, posttest, and homework performance [21]</strong></td>
</tr>
<tr>
<td>The students’ gains in comprehensibility [26]</td>
<td>A matched-pairs t test to measure the “gains in comprehensibility between the pretest and posttest” and an unpaired t test to compare the pretest and posttest means [26]</td>
</tr>
<tr>
<td>Subject-matter knowledge [22]</td>
<td><strong>Knowledge test gains by calculating normalized learning gains when comparing pretest and posttest scores [22]</strong></td>
</tr>
<tr>
<td>Comprehensibility of learner audio recordings in a language MOOC [26]</td>
<td><strong>Calculation of gains in comprehensibility [26]</strong></td>
</tr>
<tr>
<td>Knowledge retention [22]</td>
<td>“A paired-samples t test to examine student knowledge retention as measured by the postcourse and follow-up tests” [22]</td>
</tr>
<tr>
<td>Learning performance [35]</td>
<td><strong>Two independent sample t tests to compare the quiz and assignment scores [35]</strong></td>
</tr>
</tbody>
</table>

| **To measure learner participation or engagement**           | **Descriptive statistics [30,31,34,35,42,44] and frequency analysis [45]** |
| Contributions per week, number of tweets, “quality of posted comments and learning designs,” “quality of peer feedback,” “ranking of importance of course features,” “comments received by those posting and sharing a scenario idea in Week 2” [35,44] | **Logistic regression of homework and exam outcomes [22]** |
| Determinants of completion [22]                             | Regression [40] |
| Course completion rate [42]                                  | Frequency analysis [45] and structural equation modeling [27] |
| The number of videos watched, video activity (play, stops, and full watch), the number of quizzes submitted, and discussion forum activity; reading in forums, the number of posts and comments, and dropout rate [31] | **Reasons for dropping out of the course [30], total number of reads in forums, the number of forum and post comments [31]** |
| The number of comments per participant, completed steps, and the “likes” count [34] | **The number of comments per participant, completed steps, and the “likes” count [34]** |
| The frequency of viewing lectures [40] and frequency of attempting quizzes [40] | **The frequency of viewing lectures [40] and frequency of attempting quizzes [40]** |
| Learner course activity and course grade [45] and frequency of interaction on online forums | **Learner course activity and course grade [45] and frequency of interaction on online forums** |
| Satisfaction with MOOC, comfort with learning new things, and joining MOOC because of the “Love for Learning” [27] | **Satisfaction with MOOC, comfort with learning new things, and joining MOOC because of the “Love for Learning” [27]** |

| **To measure learner experience**                           | **Comparison of “Likert scale items” using the Mann-Whitney U tests [35], regression analysis [41], factor analysis of factors related to poststudy feedback [41], frequency analysis [45], sentiment analysis of interview data [23], and descriptive statistics [30]** |
| Comparison of a Likert scale rating of “the technology quality and user-friendliness of the Web environment, the quality of instructional content, and the instructional arrangement,” satisfaction with interactions with instructors, satisfaction with support received, and the satisfaction of learning needs between MOOC and onsite learners [35] | **Comparison of “Likert scale items” using the Mann-Whitney U tests [35], regression analysis [41], factor analysis of factors related to poststudy feedback [41], frequency analysis [45], sentiment analysis of interview data [23], and descriptive statistics [30]** |
| “Perceived usefulness and ease of use” of MOOC [41]         | **Perceived usefulness and ease of use” of MOOC [41]** |
| “Perceived learning experience” [41]                        | **Perceived learning experience” [41]** |
| Learner rating of the “usefulness and relevance of the activities” [45] | **Learner rating of the “usefulness and relevance of the activities” [45]** |
| Overall learner attitude [23]                                | **Overall learner attitude [23]** |

| **To measure learner expectation**                          | **Descriptive content analysis [50]** |
| Student expectations (theme) [50]                           | **Descriptive content analysis [50]** |
| Whether course fulfilled expectations [30]                  | **Descriptive statistics [30]** |

| **To measure learner behavior**                            | |
|                                                          | |
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Factors predicting learner and student success [22]  
Learner self-reported "assertions on learning strategies" [32]  

To measure learner retention  
Learner course activity and course grade [45]  
Learner rating of course perseverance [45]  

To measure long-term learner outcomes  
Learner opinions about course effectiveness [49]  
"What students took away from the MOOC" (theme) [50]  

To measure social interactions  
Learner “interaction in forums” [42]  
Learner to learner interactions [25]  
Learner collaboration patterns [25]  

To measure learner motivation  
“Learning motivation” [42]  
Learner self-reported “assertions on motivation” [32]  
“A reason for taking or completing the course” [23]  
Exploring the “primary motivation for taking” the course [28]  

Data analysis methods  
Qualitative descriptive [37]  
Coding of interview data [51]  
Ordinary least squares regression using learner demographic data and knowledge data [22]  
Descriptive statistics [32]  
1-2 frequency analysis [45]  
Using grounded-theory methods of interview data [49]  
Descriptive content analysis [50]  
Social network analysis [42]  
Content analysis of discussions posts using the Interaction Analysis Model [25]  
Social network analysis [25]  
Descriptive qualitative [42]  
Descriptive statistics [32]  
Thematic analysis of interview data [23]  
Emergent coding on survey data [28]  

Discussion  
This study aimed to review current MOOC evaluation methods to understand the methods that have been used in published MOOC studies and subsequently to inform future designs of MOOC evaluation methods. Owing to the diversity of MOOC topics and learners, it is not possible to propose a single evaluation method for all MOOCs. Researchers aiming to evaluate a MOOC should choose a method based on the aims of their evaluation or the parameters they would like to measure. In general, data collection methods were similar in most evaluations, such as the use of interviews or survey data, and the analysis methods were highly heterogeneous among studies.

Massive Open Online Course Evaluation Research Design  
The cross-sectional study design was used in 31 of 33 of the included studies. The cross-sectional study design was used when the aim was to investigate the factors affecting outcomes for a population at a given time point [53]. For the MOOC evaluation, this is particularly useful for observing the population of learners and for understanding the factors affecting the success and impact of a MOOC. They are relatively inexpensive to conduct and can assess many outcomes and factors at the same time. However, cross-sectional study designs are subject to nonresponse bias, which means that studies are only representative of those who participated, who incidentally may happen to be different from the rest of the population [53].

One of the most effective methods of evaluation used in MOOCs was the use of baseline data to compare outcomes. Studies that did pretests and posttests had a less likelihood of bias in their outcomes owing to the measurement of exposure before the measurement of outcome [18]. Even when studies used pre- and postcourse surveys or tests, they were not longitudinal in design, as such a design requires a follow-up of the same individuals and requires observing them at multiple time points [53]. Therefore, the use of pre- and postsurveys or tests without linking the individuals may simply represent a difference in the groups studied rather than changes in learning or learner outcomes. The advantages of this method are that it can reduce bias, and quasi-experimental studies are known as strong methods. However, the disadvantage is that although this method may work with assessing learning, such as memorizing information, it may not work to assess skill development or the application of skills.

Aim of Massive Open Online Course Evaluations  
Understanding the aim behind the evaluation of MOOCs is critically important in designing MOOC evaluation methods as it influences the performance indicators and parameters to be measured.
evaluated. More importantly, motivation for the evaluation determines the data methods that will be used. One reason for the inability to conclude a standardized evaluation method from this review is that studies differ in the aspects and purposes of why they are conducting the evaluation. For example, not all studies perform evaluations of MOOCs to evaluate overall effectiveness, which is an important aspect to consider if MOOCs are to be adopted more formally in higher education [54]. The variability in the motivation of MOOC evaluations may also explain the high variability in the outcomes measured and reported.

Data Collection Methodology

In all, 12 studies used 1 data source and 11 studies used 2 data sources (Table 3), which is not different from previous findings [10]. The results of this study also show that there is high flexibility in data collection methods for MOOC evaluations from survey data to LMS data to more distinct methods such as online focus groups [37]. The number of participants in the studies was exceedingly varied. This is due to the difference in the data collection methods used. For example, studies with data captured through the LMS, which is capable of capturing data from all of the learners who joined the course, had the highest number of learners. On the contrary, studies that used more time-consuming methods, such as surveys or interviews, generally had a lower number of participants. It is important to note that the MOOC evaluation is not necessarily improved by increasing the number of data sources but rather by conducting a meaningful analysis of the available data. Some studies preferred multiple methods of evaluation and assessment of learning. One paper argued that this allows to evaluate learning of the diverse MOOC population in a more effective way [22]. Studies should use the best data collection methods to answer their research aims and questions.

Analysis and Interpretation

In total, 16 of 33 studies used only quantitative methods for analysis (Table 4), which is in line with the general MOOC research, which has been predominated by quantitative methods [10,55]. Studies used statistical methods such as descriptive and inferential statistics for data analysis and interpretation of results. The availability of data from sources such as the LMS may have encouraged the use of descriptive statistical methods [10]. However, 17 of the 33 included studies used some form of qualitative data analysis methods either by using a qualitative study design or by using a mixed methods study design (Table 4). This may be explained by the recent (2016-2017) rise in the use of qualitative methods in MOOC research [10]. Although inferential statistics can help create better outcomes from studies, this is not always possible. For example, one study [36] mentioned a high variation between pre- and postcourse survey participant numbers and another [29] mentioned a small sample size as reasons for not using inferential statistical methods. It should be noted that using data from multiple sources and having a large sample size does not guarantee the quality of the evaluation methods.

In MOOC research, qualitative data can be useful to understand the meaning of different behaviors as qualitative data, oftentimes, cannot answer why things happened [56]. Thematic and sentiment analysis methods seek to represent qualitative data in a systematic way. The thematic analysis seeks to organize information into themes to find patterns [57]. This is especially useful for generalizing data for a subsequent analysis. For instance, Singh et al [36], Drafan [34], and Shapiro et al [23] all used a thematic analysis to simplify heterogeneous responses from interviewees and participants to understand what students enjoy about the MOOCs. Focused coding and grounded theory use similar approaches to grouping qualitative data into themes based on conceptual similarity and to developing analytic narratives. Liu et al [38] used focused coding to group data from course surveys into positive and negative aspects of MOOCs for future MOOC improvement [7]. Sentiment analysis and social network analysis are both qualitative analysis strategies with a greater focus on opinion-rich data [58]. These are important strategies used in understanding the opinions of learners and converting subjective feelings of learners into data that can be analyzed and interpreted.

Outcome Measures

The outcome measures reported greatly varied among studies, which is expected, as identifying the right outcome measures is an inherent challenge in educational research, including more traditional classroom-based studies [7]. The choice of evaluation methods is highly dependent on the aim of the evaluation and the size of the MOOCs. For quantitative measures, such as completion and participation rates, metrics can be easily collected through the MOOC platform. However, these metrics alone may be insufficient to provide insights into why students fail to complete the course for future improvement. Although it may be difficult to represent the problem holistically using qualitative methods, it can be useful in providing insights from individuals who participated in the MOOCs. Mixed methods studies combine the 2 modalities to better understand metrics generated and produce greater insights for future improvement of the MOOCs.

Learning outcomes were mostly analyzed by inferential statistical methods owing to the use of pretest and posttest methods and the calculation of gains in learning. This method may be most suited for MOOCs that require knowledge retention. Learning parameters also involved a lot of comparisons, either a comparison with pre-MOOC measures or a comparison with other learners or both. Social interactions were studied in 2 of the MOOC evaluations using social network analysis methods. Although the MOOC completion rate has been often cited as a parameter for MOOC success, it can be noticed that studies started to move away from only using completion rates. For example, studies looked at completion of different steps of the MOOCs or looked at overall completion. The learning outcomes reported in this review should be used with caution as not all of them have been validated or assessed for their reliability except for a few.
Methodological Quality
In total, 26 studies with a cross-sectional design had a low-quality assessment, whereas RCTs and quasi-experimental studies received a high-quality assessment. Having a high level of bias affects the generalizability of studies, which is a common problem in most research using data from MOOCs [30,59]. The availability of high risks of bias in current MOOC evaluations requires a closer look at what were the sources of bias and what methods can be used to reduce them. The use of not validated, self-reported data sources and the lack of longitudinal data also increases the risk of bias in these studies [56]. However, although most MOOCs struggle with learner retention and MOOC completion rates [54], it is understandable that studies are not able to collect longitudinal data.

Future Directions
The scarcity of studies focusing on the evaluation of the effectiveness of particular MOOCs relative to the number of available studies on MOOCs raises some questions. For example, many studies that were excluded from this review studied MOOC learners or aspects of the MOOCs without conducting an evaluation of course success or effectiveness. As shown in this review, there is a diverse range of evaluation methods, and the quality of these evaluation studies can be as diverse. The motivation of the evaluation exercise should be the basis of the evaluation study design to design effective quantitative or qualitative data collection strategies. The development of general guidance, standardized performance indicators, and an evaluation framework using a design thinking approach can allow these MOOC evaluation exercises to yield data of better quality and precision and allow improved evaluation outcomes. To provide a comprehensive evaluation of MOOCs, studies should try to use a framework to be able to systematically review all of the aspects of the course.

In general, the adoption of a mixed methods analysis considering both quantitative and qualitative data can be more useful for evaluating the overall quality of MOOCs. Although it is useful to have quantitative data such as learner participation and dropout rates, qualitative data gathered through interviews and opinion mining provide valuable insights into the reasons behind the success or failure of a MOOC. Studies of MOOC evaluations should aim to use data collection and analysis methods that can minimize the risk of bias and provide objective results. Whenever possible, studies should use comparison methods, such as the use of pretest or posttest or a comparison with other types of learners, as a control measure. In addition, learner persistence is an important indicator for MOOC evaluation that needs to be addressed in future research.

Strengths and Limitations
To our knowledge, this is the first study to systematically review the evaluation methods of MOOCs. The findings of this review can serve future MOOC evaluators with recommendations on their evaluation methods to facilitate better study designs and maximize the impact of these Web-based platforms. However, as a lot of MOOCs are not necessarily provided by universities and systematically evaluated and published, the scope of this review can only reflect a small part of MOOC evaluation studies.

Conclusions
There is no one way of completing a MOOC evaluation, but there are considerations that should be taken into account in every evaluation. First, because MOOCs are very large, there is a tendency to use quantitative methods using aggregate-level data. However, aggregate-level data do not always tell why things are happening. Qualitative data could further help interpret the results by exploring why things are happening. Evaluations lacked longitudinal data and very few accounted for confounding variables owing to data collection challenges associated with MOOCs such as not having longitudinal data or not having enough data sources. Future studies could help identify how these challenges could be overcome or minimized.

LMS may not report useful findings on an individual level, but they should still be considered and used in MOOC evaluations. Big data in the form of learning analytics can help with decision making, predicting learner behavior, and providing a more comprehensive picture of the phenomena studied [60]. Studies should still consider using LMS as it can provide a valuable addition to the research, but researchers need to be careful about the depth of the findings that can be concluded from LMS-only datasets.

The use of qualitative data could help enhance the findings from the studies by explaining the phenomena. Both quantitative and qualitative methods could play a key role in MOOC evaluations.

Current MOOC evaluations are subject to many sources of bias owing to the nature of the courses being open and available to a very large and diverse number of participants. However, methods are available to reduce the sources of bias. Studies could use a comparator, such as pretest scores, or other types of learners to be able to calculate relative changes in learning. In addition, studies could control for confounding variables to reduce bias.

This review has provided an in-depth view of how MOOCs can be evaluated and explored the methodological approaches used. Exploring MOOC methodological approaches has been stated as an area for future research [10]. The review also provided recommendations for future MOOC evaluations and for future research in this area to help improve the quality and reliability of the studies. MOOC evaluations could contribute to the development and improvement of these courses.
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Abstract

Background: Online patient communities provide new channels for users to access and share medical information. In-depth study of users’ willingness to share information in online patient communities is of great significance for improving the level of information sharing among the patient community and the long-term development of communities.

Objective: The aim of this study was to build a model of factors affecting patients’ willingness to share medical information from the perspective of both positive and negative utilities. Specifically, we aimed to determine the influence of online information support and privacy concerns, as well as the moderating effect of disease severity and information sensitivity of different patients on their willingness to share.

Methods: Data from 490 users with experience in online patient communities were collected through a questionnaire survey, and structural equations were applied to empirically verify the model hypotheses.

Results: Privacy concerns negatively affected the patients’ willingness to share information (P<.001), whereas online information support positively affected patients’ willingness to share information (P<.001), and information sensitivity negatively moderated the impact of online information support on sharing willingness (P=.01). Disease severity positively moderated the impact of privacy concerns on sharing willingness (P=.05). However, the hypotheses that information sensitivity is a negative moderator and disease severity is a positive moderator of the impact of privacy concerns on sharing willingness could not be supported.

Conclusions: To improve the level of user information sharing, the online patient community should design a safe user registration process, ensure the confidentiality of information, reduce the privacy concerns of users, and accurately identify the information needs of patients to provide personalized support services.

(J Med Internet Res 2020;22(4):e16546) doi:10.2196/16546
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Introduction

Background

Social media is increasingly being used by health services to encourage the growth of social support networks among people with health-related issues [1,2]. Through participation on different platforms, patients are able to provide and receive social support in various ways, without the typical barriers and constraints experienced by this population [3]. In this way, problems of information asymmetry, as well as the shortages and uneven distribution of medical resources can be alleviated [4,5]. Jackson et al [6] studied the characteristics of patients who shared medical records with others, and found that participants who shared medical records were more likely to experience better health management. To obtain information support from other patients in the community, users need to share information on personal medical treatments, medication records, or medical diagnosis. However, disclosing such
Information may also have serious adverse consequences [7]. In the face of risky decisions about online information demands and privacy disclosure, patients may choose whether to share such personal information according to their judgment on the possible benefits and losses. Therefore, an in-depth study of users’ information-sharing willingness and the decision-making mechanisms of online patient communities is of great significance to the improvement of information sharing among patient communities and the long-term development of these communities.

Most of the existing research on patient information sharing focuses on the impacts of sharing willingness from the perspective of the value brought by online communities [8-10]. However, users usually consider both the gains and risks associated with information sharing when making decisions about whether they should share information [11]. In this context, we here establish a model of factors affecting patients’ willingness to share medical information combined with utility theory, which considers both the influence of online information support (OIS) and privacy concerns on patients’ willingness to share information (WSI) from the perspectives of both the positive and negative utilities brought by information sharing to users. The information-sharing decisions of online community users depend not only on the community environment (ie, whether the community provides OIS and whether the community environment can dispel users’ privacy concerns) but also on the personal attributes of each community user (ie, health status and sensitivity to information). If patients are not sensitive to the positive utility of information sharing but are sensitive to the negative utilities (ie, fear of the risks), the probability that they will choose not to share information is high, whereas if patients are not sensitive to the risks of information sharing but are very sensitive to the positive utilities, the possibility of sharing information is high. Therefore, the main contribution of this paper is to introduce patients’ information sensitivity and health status into the model as moderating variables to explore the moderating effect of such individual patient attributes on information-sharing intention.

**Literature Review and Hypotheses**

**Information-Sharing Behaviors in Online Patient Communities**

Information sharing refers to the process during which individuals share the information they own with other members in the community in various forms and routes [12]. In most cases, members of online patient communities are patients troubled by different diseases [13]; therefore, they have relatively strong empathy. Their similar situations enable them to easily obtain both the emotional and information support they need while relating to the feelings of other members of the community during the process of communication [14]. Combined with the features of online patient communities, shared information can be classified into general health information and special health information. General health information refers to common medical and health information, which is usually open to the public and can be easily obtained by the masses, such as information on doctors and hospitals, prices of medicines, and features of a specific disease. Special health information is usually concerned with privacy, which refers to personal empirical information, including medical records, treatment, and personal health conditions [15].

**Utility Theory**

Utility theory is often adopted when individuals make decisions [16]. Utility is defined as the degree to which a user’s psychological expectation of a certain factor is satisfied or realized [17]. This judgment is completely controlled by personal preferences, interests, or the subjective consciousness: the higher the satisfaction degree, the larger the utility, and vice versa [18]. The criterion is maximizing utility by weighing costs and benefits [18], and is considered the ultimate expression of reason and egotism, reflecting the decision maker’s attitude toward risks. In the utility theory formula $U_D = f(B,C)$, $C$ refers to the potential risk of privacy disclosure caused by information sharing, which is a variable indicating negative utility to users; $B$ refers to the positive utility obtained by users, which mainly includes the OIS that patients receive; and $D$ refers to the decision of users on whether or not to participate in information sharing after judging the positive and negative utilities brought by this behavior.

Information sharing creates value for users but also invites risks. Different individuals have different sensitivities to personal medical health information; such difference in sensitivity could result in different concerns regarding information sharing, thereby affecting their WSI. In addition, different patients have different physical health conditions. If the disease of a patient is severe, the patient may be urgently seeking OIS, which could weaken relative concerns regarding privacy. In this case, the patient is more likely to acquire the necessary information by positively participating in information exchange in communities.

Based on the above analysis, we established an influence model of OIS and privacy concerns for patients’ WSI (Figure 1). The moderating functions of patients’ information sensitivity and disease severity on the WSI were also considered. Specifically, we consider two problems in this model structure: (1) the influence of OIS and privacy concerns on the willingness to share medical information, and (2) the functions of information sensitivity and disease severity as moderating variables.

In this model, the information-sharing intention of patients is the dependent variable, privacy concerns and OIS are independent variables, and information sensitivity and disease severity are moderator variables. That is, privacy concerns and OIS are the main factors affecting patients’ intentions to share medical information, the effects of which are regulated by disease severity and information sensitivity. Moderator variables with increasing negative effects (ie, negative moderator influence factors) affect sharing intentions, whereas moderator variables with decreasing negative effects (ie, positive moderator influence factors) also affect sharing willingness. The control variables include gender, age, and education level. Along with the different social roles and characteristics between genders, feelings and behaviors can differ according to gender regarding the same issue [19]. As a result, gender may influence information-sharing intentions. Age may also have effects on information-sharing intentions since age influences physical condition and life experience, which can result in quite different
opinions and feelings about the same issue [20]. With respect to education level, higher education levels are associated with stronger judgment and cognitive competence; thus, behavioral patterns may differ across this characteristic as well [21] to ultimately affect the information-sharing intentions of online health community users.

Figure 1. Model of information-sharing intentions of patients in online health communities.

Research Hypotheses

Based on the above theoretical model, six hypotheses are proposed. As shown in Figure 2, the hypotheses are composed of two parts: hypotheses of direct effects and hypotheses of moderation effects.

Figure 2. Research hypotheses on online information-sharing willingness.

Hypotheses of Direct Effects

Relationship Between Online Information Support and Patients’ Willingness to Share Information

In an online patient community, patients conduct information sharing to acquire medical assistance and personalized experience information [22]. In a study of two online communities, Hargreaves et al [23] found that patients share experiences, information, and emotions, and receive empathetic support in a supportive and warm community atmosphere. Based on the theory of planned behavior and the theory of technology acceptance, Zhou [24] found that social returns and perceived usefulness can determine the intentions to share personal health information. On the basis of a technology acceptance model, Zhang [25] found that users’ usefulness of acquiring perceptual information from virtual communities can affect their information-sharing behaviors. On the basis of social exchange theory, Gui and Hu [26] found that mutual benefits can significantly affect intentions to share health knowledge by conducting empirical analyses. Thus, research employing various theoretical perspectives has demonstrated that OIS has positive impacts on the information-sharing intentions of patients; in other words, support or help from other community members strengthens the intention to share information.

Thus, the following hypothesis is presented:

\[ H1: OIS \text{ has positive impacts on patients' WSI.} \]
Relationship Between Privacy Concerns and Patients’ Willingness to Share

As electronic health records become ubiquitous in the health care industry, privacy breaches are increasing [27]. In an online patient community, patients can predict but not fully control these potential risks, thereby reducing their WSI [28]. Privacy concerns are one of the major factors affecting attitudes toward exchanging electronic health information [29,30]. The privacy of patients is prominent in health information exchange discussions, given that their potentially sensitive personal health information may be electronically shared for various health care purposes [31]. Based on a grounded theory, Holloway et al [32] found that issues of privacy and confidentiality were paramount to information sharing. In an empirical study, Zhang et al [33] found that privacy concerns have obvious negative impacts on the attitudes of online patient community users regarding information disclosure. The main objectives of different methods of health information exchange are to reduce privacy concerns [34]. Frost et al [35] studied the information-sharing preferences of cancer patients in the community and found that poor online privacy experience, age, and health status negatively affected the WSI.

Thus, the following hypothesis is presented:

\[ H2: \text{Privacy concerns have negative impacts on patients’ WSI.} \]

Hypotheses of Moderation Effects

Information sensitivity, which is closely related to privacy concerns, refers to the extent of concern of individuals regarding information in a specific environment: the greater the extent of concern, the more sensitive the information [36]. Medical information also includes personal information that is not directly related to personal health, such as population statistics (ie, name and date of birth) and information used to identify a patient’s personal identity (ie, ID card number, family address, private phone number, financial information, and insurance status). In addition, such information includes details that may help in making a correct diagnosis and adopting proper treatment measures, such as the cause for seeking medical advice, symptoms, medical history of family members, drug allergy history, and medical history, as well as disease data arising from diagnosis and treatment, such as examination results, progress notes, operation consent, anesthesia consent, operation records, and anesthesia records. Since most of this information involves personal privacy, online sharing causes concern regarding privacy disclosure: the more sensitive the information, the greater the privacy concerns.

Many people believe that if sensitive information is shared or disclosed, it will have bad consequences or even cause damage [37]. Consumers’ intentions to disclose personal information are closely related to the sensitivity of such information [38]. Milne [39] found that the validity of information changes with the sensitivity of such information when collecting personal information from users. According to Okazaki et al [40], information sensitivity increases privacy concerns. Information sensitivity is frequently used as the prepositional variable of privacy concerns [41]. In a network environment, privacy concerns cause a reduction in the publishing of information by online users, whereas information sensitivity causes concerns regarding private information [42]. In this study, the information sensitivity of patients was used as a moderator variable to explain the behavioral intentions of patients regarding sharing information in online patient communities. The users’ privacy concerns during information sharing will be more serious with respect to more sensitive medical information, thereby affecting sharing behavioral decisions [43].

Thus, the following hypotheses are presented:

\[ H3: \text{Information sensitivity negatively moderates the impact of privacy concerns on patients’ WSI.} \]

\[ H4: \text{Information sensitivity negatively moderates the impact of OIS on patients’ WSI.} \]

Disease severity refers to the users’ perception of their own health status; that is, a subjective perception of whether one’s health is good or bad will affect their information-sharing intentions. Tisnado et al [44] studied the impacts of demographic characteristics and individual health on the concordance between medical records and health information sharing. Patients who considered their health to be poor were more sensitive about sharing their personal health information compared with others; these patients worried that they may face uncontrollable risks if their medical and health information were to be disclosed [45]. Health conditions as perceived by online patient community users translate into privacy concerns regarding their medical and health information, which ultimately affect their intentions to share this information [46]. In online patient communities, the priority of patients is to improve their health, interact with other community users, and seek medical assistance. The levels of participation and activeness in the community also vary according to diversified health conditions. When they are physically healthy, they need not consult doctors or tell others about their medical treatment experiences; considering the privacy of medical information, their intentions to share relevant medical and health information may be reduced. When they are physically unhealthy, they urgently need to acquire the information support and assistance provided by online communities to improve their health [47]. However, the precondition is that to receive this assistance, they will need to illustrate their health condition to relevant helpers. Therefore, they have to actively share medical information, and thus their intentions to share relevant information increase. Consequently, the disease severity perceived by online patient community users may affect their intentions in sharing personal medical information by regulating their privacy concerns and OIS demands. In this study, disease severity was used as a moderator variable to moderate the relationship between privacy concerns and OIS demand intensity when both sharing and intending to share health and medical information so as to verify the impact on sharing behavioral patterns.

Thus, the following hypotheses are presented:

\[ H5: \text{Disease severity positively moderates the effect of privacy concerns on patients’ WSI.} \]

\[ H6: \text{Disease severity positively moderates the effect of OIS on patients’ WSI.} \]
Methods

Questionnaire Design
The questionnaire was composed of three parts: Part 1 reflects the experience of the respondents in sharing medical information with any online health community (if such experience is available), Part 2 reflects the objective cognition of the respondents regarding online medical services, and Part 3 mainly concerns the respondents’ basic information and medical history.

The medical information sharing intentions, disease severity, and perceived health information sensitivity were measured according to the method of Bansal et al [48], and privacy concerns and OIS were measured according to the method of Liang et al [49]. A typical 7-point Likert scale was used to score opinions and conclusions, with dimensions of “quite disagree,” “disagree,” “basically disagree,” “neutral,” “basically agree,” “agree,” and “quite agree”, respectively. The specific scale is shown in Table 1.

<table>
<thead>
<tr>
<th>Component and measurement number</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Willingness to share (WSI)</strong></td>
<td></td>
</tr>
<tr>
<td>WSI1</td>
<td>I am willing to provide my medical health information to online medical websites to get proper treatment.</td>
</tr>
<tr>
<td>WSI2</td>
<td>I agree to let online medical websites use my medical health information.</td>
</tr>
<tr>
<td>WSI3</td>
<td>I do not think it is improper if my medical health information is revealed to online medical websites.</td>
</tr>
<tr>
<td>WSI4</td>
<td>It is highly probable that I will publish my medical health information on some online medical websites.</td>
</tr>
<tr>
<td><strong>Privacy concerns (PC)</strong></td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>I worry that my medical health information posted online may be misused.</td>
</tr>
<tr>
<td>PC2</td>
<td>I worry that other people can see my medical health information online.</td>
</tr>
<tr>
<td>PC3</td>
<td>In my opinion, personal medical health information is more important than other information.</td>
</tr>
<tr>
<td>PC4</td>
<td>I worry that my medical health information posted online will be used by others in an unexpected manner.</td>
</tr>
<tr>
<td><strong>Disease severity (DS)</strong></td>
<td></td>
</tr>
<tr>
<td>DS1</td>
<td>My body is seldom subject to long-term pain and discomfort.</td>
</tr>
<tr>
<td>DS2</td>
<td>I have no chronic disease.</td>
</tr>
<tr>
<td>DS3</td>
<td>My overall health is good.</td>
</tr>
<tr>
<td><strong>Online information support (OIS)</strong></td>
<td></td>
</tr>
<tr>
<td>OIS1</td>
<td>When I need assistance related to health issues, anyone from an online medical website can provide relevant advice.</td>
</tr>
<tr>
<td>OIS2</td>
<td>When I encounter any health problem, anyone from an online medical website can provide relevant information to help me overcome the problem.</td>
</tr>
<tr>
<td>OIS3</td>
<td>Anyone from an online medical website will help me find the cause and provide relevant suggestions for any health problem I might have.</td>
</tr>
<tr>
<td><strong>Information sensitivity (IS)</strong></td>
<td></td>
</tr>
<tr>
<td>IS1</td>
<td>Medicine taken</td>
</tr>
<tr>
<td>IS2</td>
<td>Current health condition</td>
</tr>
<tr>
<td>IS3</td>
<td>Medical history</td>
</tr>
<tr>
<td>IS4</td>
<td>Process of seeking medical advice</td>
</tr>
</tbody>
</table>

Data Collection
To guarantee the validity of the questionnaire design and content, many experts and some respondents were invited to evaluate each question in the questionnaire. An internal test was conducted within a small range before issuing these questionnaires. After confirming that there were no errors, the questionnaires were issued through wjx.cn, an online platform for issuing questionnaires. Those who had experience sharing information in online health communities were invited to fill in these questionnaires. A total of 531 copies were collected, 41 of which were incomplete, unreasonable, or unqualified, leaving a total of 490 valid responses.
The statistical description of the correlated variables is shown in Table 2.

### Table 2. Statistical description of variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Sample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>168 (34.3)</td>
</tr>
<tr>
<td>Women</td>
<td>322 (65.7)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>21-30</td>
<td>216 (44.1)</td>
</tr>
<tr>
<td>31-40</td>
<td>243 (49.6)</td>
</tr>
<tr>
<td>41-50</td>
<td>28 (6)</td>
</tr>
<tr>
<td>51-60</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Middle school and below</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school</td>
<td>10 (2)</td>
</tr>
<tr>
<td>College</td>
<td>43 (9)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>357 (72.9)</td>
</tr>
<tr>
<td>Master</td>
<td>68 (14)</td>
</tr>
<tr>
<td>Doctorate and above</td>
<td>12 (3)</td>
</tr>
<tr>
<td><strong>Duration of using the internet (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2-4</td>
<td>40 (8)</td>
</tr>
<tr>
<td>5-7</td>
<td>123 (25.1)</td>
</tr>
<tr>
<td>8-10</td>
<td>171 (34.9)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>156 (31.8)</td>
</tr>
<tr>
<td><strong>Duration of using online medical websites (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>93 (19)</td>
</tr>
<tr>
<td>2-3</td>
<td>278 (56.7)</td>
</tr>
<tr>
<td>4-5</td>
<td>101 (20.6)</td>
</tr>
<tr>
<td>6-7</td>
<td>15 (3)</td>
</tr>
<tr>
<td>&gt;7</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td><strong>Annual frequency of getting ill</strong></td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>88 (18)</td>
</tr>
<tr>
<td>2-3</td>
<td>291 (59.4)</td>
</tr>
<tr>
<td>4-6</td>
<td>93 (19)</td>
</tr>
<tr>
<td>7-10</td>
<td>15 (3)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>3 (0.6)</td>
</tr>
</tbody>
</table>
Results

Measurement Model Testing

Reliability Test

The inspection criteria for the reliability and validity tests were the load levels of the corresponding components, common factor loading, Cronbach alpha, composite reliability, and average variance extracted (AVE). The desired values for these indices [50] are shown in Table 3.

The measurement results for the data factor loading coefficients are shown in Table 4.

The factor loading measurements <0.7 in the questionnaire were deleted, with those remaining reaching the criteria. The results of the modified Smart PLS data analysis are shown in Table 5.

As shown in Table 5, Cronbach alpha for each component was larger than 0.77, indicating that the reliability for each question in the research design was good. The composite reliability coefficient of each component was larger than 0.78, the AVE for each component was greater than 0.57, and all components could be aggregated effectively.

### Table 3. Desired values for the reliability test.

<table>
<thead>
<tr>
<th>Evaluation index</th>
<th>Critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor loading coefficient</td>
<td>&gt;0.70</td>
</tr>
<tr>
<td>Cronbach alpha</td>
<td>&gt;0.70</td>
</tr>
<tr>
<td>Composite reliability coefficient</td>
<td>&gt;0.70</td>
</tr>
<tr>
<td>Average variance extracted</td>
<td>&gt;0.50</td>
</tr>
</tbody>
</table>

### Table 4. Factor loading coefficients for all variables.

<table>
<thead>
<tr>
<th>Component and scale</th>
<th>Factor loading coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy concerns (PC)</td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>0.934</td>
</tr>
<tr>
<td>PC2</td>
<td>0.922</td>
</tr>
<tr>
<td>PC3</td>
<td>0.767</td>
</tr>
<tr>
<td>PC4</td>
<td>0.938</td>
</tr>
<tr>
<td>Online information support (OIS)</td>
<td></td>
</tr>
<tr>
<td>OIS1</td>
<td>0.836</td>
</tr>
<tr>
<td>OIS2</td>
<td>0.848</td>
</tr>
<tr>
<td>OIS3</td>
<td>0.808</td>
</tr>
<tr>
<td>Information sensitivity (IS)</td>
<td></td>
</tr>
<tr>
<td>IS1</td>
<td>0.671</td>
</tr>
<tr>
<td>IS2</td>
<td>0.951</td>
</tr>
<tr>
<td>IS3</td>
<td>0.850</td>
</tr>
<tr>
<td>IS4</td>
<td>0.756</td>
</tr>
<tr>
<td>Disease severity (DS)</td>
<td></td>
</tr>
<tr>
<td>DS1</td>
<td>0.717</td>
</tr>
<tr>
<td>DS2</td>
<td>0.981</td>
</tr>
<tr>
<td>DS3</td>
<td>0.776</td>
</tr>
</tbody>
</table>
Table 5. Reliability of test results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>AVE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Composite reliability</th>
<th>$R^2$</th>
<th>Cronbach alpha</th>
<th>Communality</th>
<th>Redundancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td>1</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>DS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.574</td>
<td>0.785</td>
<td>N/A</td>
<td>0.854</td>
<td>0.574</td>
<td>N/A</td>
</tr>
<tr>
<td>EDU&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>IS&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.631</td>
<td>0.869</td>
<td>N/A</td>
<td>0.846</td>
<td>0.631</td>
<td>N/A</td>
</tr>
<tr>
<td>OIS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.690</td>
<td>0.870</td>
<td>N/A</td>
<td>0.775</td>
<td>0.690</td>
<td>N/A</td>
</tr>
<tr>
<td>PC&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.731</td>
<td>0.913</td>
<td>N/A</td>
<td>0.889</td>
<td>0.731</td>
<td>N/A</td>
</tr>
<tr>
<td>WSI&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.654</td>
<td>0.883</td>
<td>0.331</td>
<td>0.823</td>
<td>0.654</td>
<td>0.039</td>
</tr>
</tbody>
</table>

<sup>a</sup>AVE: average variance extracted.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>DS: disease severity.

<sup>d</sup>EDU: education level.

<sup>e</sup>IS: information sensitivity.

<sup>f</sup>OIS: online information support.

<sup>g</sup>PC: privacy concerns.

<sup>h</sup>WSI: willingness to share information.

Validity Test

In general, two measurement indices are used for the validity test for each component: the discriminant validity test requires that the correlation coefficient between two components be less than its AVE value, and the convergent validity test requires that the load value at each proposed measured variable be larger than that loaded at any other measured variable in cross-factor loading. Table 6 shows the correlation coefficients used for measuring discriminant validity; diagonal elements contain the arithmetic square root of AVE, and nondiagonal elements contain the correlation coefficient for each corresponding component. Based on these correlations, the data have favorable discriminant validity by satisfying relevant requirements. Table 7 further shows that the factor loading loaded at the corresponding component was larger than that loaded at any other latent variable, demonstrating quite good convergent validity between two components.

Table 6. Correlation coefficients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Age</th>
<th>DS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>EDU&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Gender</th>
<th>IS&lt;sup&gt;c&lt;/sup&gt;</th>
<th>OIS&lt;sup&gt;d&lt;/sup&gt;</th>
<th>PC&lt;sup&gt;e&lt;/sup&gt;</th>
<th>WSI&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td>-0.120</td>
<td>-0.085</td>
<td>1</td>
<td>-0.044</td>
<td>-0.038</td>
<td>0.123</td>
<td>0.254</td>
</tr>
<tr>
<td>DS</td>
<td>-0.120</td>
<td>1</td>
<td>-0.085</td>
<td>1</td>
<td>-0.044</td>
<td>-0.038</td>
<td>0.123</td>
<td>0.254</td>
</tr>
<tr>
<td>EDU</td>
<td>-0.204</td>
<td>-0.085</td>
<td>1</td>
<td>-0.100</td>
<td>1</td>
<td>-0.044</td>
<td>0.123</td>
<td>0.254</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.044</td>
<td>-0.021</td>
<td>-0.100</td>
<td>1</td>
<td>-0.044</td>
<td>0.093</td>
<td>0.0351</td>
<td>-0.009</td>
</tr>
<tr>
<td>IS</td>
<td>-0.158</td>
<td>-0.038</td>
<td>0.093</td>
<td>0.0351</td>
<td>1</td>
<td>-0.044</td>
<td>0.466</td>
<td>0.083</td>
</tr>
<tr>
<td>OIS</td>
<td>0.123</td>
<td>0.209</td>
<td>-0.116</td>
<td>0.032</td>
<td>0.132</td>
<td>1</td>
<td>-0.044</td>
<td>0.436</td>
</tr>
<tr>
<td>PC</td>
<td>-0.179</td>
<td>0.079</td>
<td>0.092</td>
<td>-0.041</td>
<td>0.466</td>
<td>0.083</td>
<td>1</td>
<td>-0.267</td>
</tr>
<tr>
<td>WSI</td>
<td>0.254</td>
<td>0.158</td>
<td>-0.009</td>
<td>0.043</td>
<td>-0.129</td>
<td>0.436</td>
<td>-0.267</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>DS: disease severity.

<sup>b</sup>EDU: education level.

<sup>c</sup>IS: information sensitivity.

<sup>d</sup>OIS: online information support.

<sup>e</sup>PC: privacy concerns.

<sup>f</sup>WSI: willingness to share.

<sup>g</sup>Not applicable.
Table 7. Cross-factor loadings.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Age</th>
<th>DS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>EDU&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Gender</th>
<th>IS&lt;sup&gt;c&lt;/sup&gt;</th>
<th>OIS&lt;sup&gt;d&lt;/sup&gt;</th>
<th>PC&lt;sup&gt;e&lt;/sup&gt;</th>
<th>WSI&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td>-0.120</td>
<td>-0.204</td>
<td>-0.044</td>
<td>-0.158</td>
<td>0.123</td>
<td>-0.179</td>
<td>0.254</td>
</tr>
<tr>
<td>DS1</td>
<td>-0.164</td>
<td>0.410</td>
<td>-0.031</td>
<td>0.029</td>
<td>0.149</td>
<td>0.136</td>
<td>0.308</td>
<td>-0.037</td>
</tr>
<tr>
<td>DS2</td>
<td>-0.137</td>
<td>0.980</td>
<td>-0.089</td>
<td>-0.009</td>
<td>-0.009</td>
<td>0.214</td>
<td>0.123</td>
<td>0.144</td>
</tr>
<tr>
<td>DS3</td>
<td>-0.161</td>
<td>0.771</td>
<td>-0.018</td>
<td>-0.031</td>
<td>0.064</td>
<td>0.189</td>
<td>0.237</td>
<td>0.020</td>
</tr>
<tr>
<td>EDU</td>
<td>-0.204</td>
<td>-0.085</td>
<td>1</td>
<td>-0.100</td>
<td>0.093</td>
<td>-0.116</td>
<td>0.092</td>
<td>-0.009</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.044</td>
<td>-0.021</td>
<td>-0.100</td>
<td>1</td>
<td>0.035</td>
<td>0.032</td>
<td>-0.041</td>
<td>0.043</td>
</tr>
<tr>
<td>IS1</td>
<td>-0.090</td>
<td>-0.071</td>
<td>0.080</td>
<td>-0.017</td>
<td>0.570</td>
<td>-0.008</td>
<td>0.243</td>
<td>0.009</td>
</tr>
<tr>
<td>IS2</td>
<td>-0.152</td>
<td>-0.059</td>
<td>0.049</td>
<td>-0.017</td>
<td>0.950</td>
<td>0.080</td>
<td>0.380</td>
<td>-0.152</td>
</tr>
<tr>
<td>IS3</td>
<td>-0.138</td>
<td>0.015</td>
<td>0.153</td>
<td>0.117</td>
<td>0.851</td>
<td>0.217</td>
<td>0.487</td>
<td>-0.063</td>
</tr>
<tr>
<td>IS4</td>
<td>-0.109</td>
<td>-0.029</td>
<td>0.104</td>
<td>0.064</td>
<td>0.757</td>
<td>0.090</td>
<td>0.430</td>
<td>-0.047</td>
</tr>
<tr>
<td>OIS1</td>
<td>0.080</td>
<td>0.101</td>
<td>-0.108</td>
<td>0.086</td>
<td>0.088</td>
<td>0.835</td>
<td>0.047</td>
<td>0.369</td>
</tr>
<tr>
<td>OIS2</td>
<td>0.090</td>
<td>0.222</td>
<td>-0.047</td>
<td>0.069</td>
<td>0.074</td>
<td>0.848</td>
<td>0.026</td>
<td>0.358</td>
</tr>
<tr>
<td>OIS3</td>
<td>0.137</td>
<td>0.199</td>
<td>-0.132</td>
<td>-0.076</td>
<td>0.168</td>
<td>0.809</td>
<td>0.133</td>
<td>0.361</td>
</tr>
<tr>
<td>PC1</td>
<td>-0.100</td>
<td>0.056</td>
<td>0.094</td>
<td>-0.054</td>
<td>0.447</td>
<td>0.102</td>
<td>0.934</td>
<td>-0.221</td>
</tr>
<tr>
<td>PC2</td>
<td>-0.243</td>
<td>0.147</td>
<td>0.044</td>
<td>-0.103</td>
<td>0.420</td>
<td>0.070</td>
<td>0.922</td>
<td>-0.271</td>
</tr>
<tr>
<td>PC3</td>
<td>-0.125</td>
<td>0.092</td>
<td>-0.005</td>
<td>0.015</td>
<td>0.285</td>
<td>0.202</td>
<td>0.570</td>
<td>0.003</td>
</tr>
<tr>
<td>PC4</td>
<td>-0.143</td>
<td>0.011</td>
<td>0.124</td>
<td>0.047</td>
<td>0.438</td>
<td>0.065</td>
<td>0.937</td>
<td>-0.247</td>
</tr>
<tr>
<td>WSI1</td>
<td>0.179</td>
<td>0.115</td>
<td>-0.009</td>
<td>0.110</td>
<td>0.041</td>
<td>0.516</td>
<td>-0.048</td>
<td>0.733</td>
</tr>
<tr>
<td>WSI2</td>
<td>0.184</td>
<td>0.185</td>
<td>-0.076</td>
<td>0.050</td>
<td>-0.185</td>
<td>0.293</td>
<td>-0.245</td>
<td>0.837</td>
</tr>
<tr>
<td>WSI3</td>
<td>0.260</td>
<td>0.161</td>
<td>0.025</td>
<td>-0.016</td>
<td>-0.163</td>
<td>0.268</td>
<td>-0.283</td>
<td>0.820</td>
</tr>
<tr>
<td>WSI4</td>
<td>0.195</td>
<td>0.053</td>
<td>0.025</td>
<td>-0.009</td>
<td>-0.123</td>
<td>0.315</td>
<td>-0.297</td>
<td>0.841</td>
</tr>
</tbody>
</table>

<sup>a</sup>D: disease severity.  
<sup>b</sup>EDU: education level.  
<sup>c</sup>IS: information sensitivity.  
<sup>d</sup>OIS: online information support.  
<sup>e</sup>PC: privacy concerns.  
<sup>f</sup>WSI: willingness to share

Results of Structural Model Testing

After fully verifying the reliability and validity of the questionnaire, we next analyzed the structural model to test the various proposed hypotheses based on the following values: (1) the path coefficient between each variable, (2) the significance of the t value, and (3) the degree of R² to which the dependent variable is interpreted. In line with the research model, significance verification was conducted in two steps: the first step assessed the significance of the influencing factors among the major components (namely, verification of the basic model), and the second step examined the effect of the regulated variable added to the model. The results are shown in Table 8.
motivation, mutual benefits, social exchange, and the like. Yet, users’ willingness to share have mainly focused on aspects of users’ WSI in online patient communities. Previous studies on the following aspects. Primarily, utility theory was applied to study the impact of information sharing, and improve the overall information-sharing level of community users. Theoretical and Practical Significance

This study showed that privacy concerns have a negative impact on users’ WSI, and the OIS provided by online communities has a positive impact on the users’ WSI. The hypothesis that information sensitivity negatively regulates the impact of privacy concerns on WSI was not supported. The indirect impact of information sensitivity on WSI mainly occurs through negative regulation of the OIS offered by communities. This phenomenon may be caused by the platform’s privacy protection mechanism. In most cases, community platforms include certain user privacy protection measures to protect users’ personal data from being leaked. When patients participate in online communication, most of their personal information is blocked and invisible to others. Despite the involvement of relatively sensitive information, users can be free from concerns regarding disclosure of their personal identity, which greatly diminishes the effect of information sensitivity on privacy concerns. Although the privacy protection measures of the community platform dispel the inhibition effect of privacy concerns caused by patients’ information sensitivity on WSI to some degree, information sensitivity still negatively regulates the positive effect of OIS on WSI. If patients are in poor health and need to obtain information from other patients in the community, their privacy concerns will be reduced to a certain extent. The mental inhibition factors of information sharing are reduced, while the weakened privacy concerns further increase the willingness to participate in information sharing. In summary, these results suggest that a community platform should make all efforts to desensitize the information shared by users while providing effective information support for users so as to reduce the negative effects of information sharing, increase the benefits of information sharing, and improve the overall information-sharing level of community users.

Theoretical and Practical Significance

The information-sharing intention model established in this study enriches and improves theoretical knowledge in the following aspects. Primarily, utility theory was applied to study users’ WSI in online patient communities. Previous studies on users’ willingness to share have mainly focused on aspects of motivation, mutual benefits, social exchange, and the like. Yet, by combining the features of users’ information sharing in online patient communities, this study adopted utility theory to probe users’ information-sharing decisions under the condition that both privacy concerns and information demands exist from the user’s perspective. In addition, based on the characteristics of shared information, we further analyzed the information sensitivity and the adjustment effect of the patients’ own perceived health status on their WSI. Under the combined effect of the above factors, assessment of users’ WSI in this manner expands the application of utility theory to studies on information-sharing behaviors, thereby laying the foundation for further development of utility theory.

Discussion

Principal Findings

This study showed that privacy concerns have a negative impact on users’ WSI, and the OIS provided by online communities has a positive impact on the users’ WSI. The hypothesis that information sensitivity negatively regulates the impact of privacy concerns on WSI was not supported. The indirect impact of information sensitivity on WSI mainly occurs through negative regulation of the OIS offered by communities. This phenomenon may be caused by the platform’s privacy protection mechanism. In most cases, community platforms include certain user privacy protection measures to protect users’ personal data from being leaked. When patients participate in online communication, most of their personal information is blocked and invisible to others. Despite the involvement of relatively sensitive information, users can be free from concerns regarding disclosure of their personal identity, which greatly diminishes the effect of information sensitivity on privacy concerns. Although the privacy protection measures of the community platform dispel the inhibition effect of privacy concerns caused by patients’ information sensitivity on WSI to some degree, information sensitivity still negatively regulates the positive effect of OIS on WSI. If patients are in poor health and need to obtain information from other patients in the community, their privacy concerns will be reduced to a certain extent. The mental inhibition factors of information sharing are reduced, while the weakened privacy concerns further increase the willingness to participate in information sharing. In summary, these results suggest that a community platform should make all efforts to desensitize the information shared by users while providing effective information support for users so as to reduce the negative effects of information sharing, increase the benefits of information sharing, and improve the overall information-sharing level of community users.

Theoretical and Practical Significance

The information-sharing intention model established in this study enriches and improves theoretical knowledge in the following aspects. Primarily, utility theory was applied to study users’ WSI in online patient communities. Previous studies on users’ willingness to share have mainly focused on aspects of motivation, mutual benefits, social exchange, and the like. Yet, by combining the features of users’ information sharing in online patient communities, this study adopted utility theory to probe users’ information-sharing decisions under the condition that both privacy concerns and information demands exist from the user’s perspective. In addition, based on the characteristics of shared information, we further analyzed the information sensitivity and the adjustment effect of the patients’ own perceived health status on their WSI. Under the combined effect of the above factors, assessment of users’ WSI in this manner expands the application of utility theory to studies on information-sharing behaviors, thereby laying the foundation for further development of utility theory.

This research also has practical significance. In view of the mechanism of users’ WSI, online service operators should establish a reasonable mechanism to ensure the security and confidentiality of users’ medical information through reasonable and safe user registration processes and appropriate protection measures, thereby minimizing users’ privacy concerns during the process. Moreover, the patients’ health status information should be obtained to accurately identify individual information requirements, so that the platform can offer personalized support services while providing appropriate guidance and incentives, thereby improving the information-sharing level of community users.

Limitations

As with all empirical studies, this study also has limitations. First, online patient communities comprise a large group of users distributed in various cities across the country. Although the data of this study were obtained from the Internet, the sample size is negligible compared with the enormous group of community users. In addition, the sample data were all obtained from China (without considering a potential Western cultural background), which may affect the conclusions of the study to a certain extent. Second, the subject of information sharing in online patient communities is necessarily “human,” and thus the sharing behavior strategy is inclined to be affected by multiple factors. Moreover, with constant changes in other users’ sharing behaviors, future studies could focus more on the dynamic adjustment of users’ sharing strategies, thereby providing a deeper understanding of the entire sharing process.

Table 8. Verification of the basic model.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$t_{485}$</th>
<th>$P$ value</th>
<th>Supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: online information support has positive impacts on patients’ willingness to share information.</td>
<td>5.77</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H2: privacy concerns have negative impacts on patients’ willingness to share information</td>
<td>3.41</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
<tr>
<td>H3: information sensitivity negatively moderates the impact of privacy concerns on patients’ willingness to share information.</td>
<td>0.96</td>
<td>.34</td>
<td>No</td>
</tr>
<tr>
<td>H4: information sensitivity negatively moderates the impact of online information support on patients’ willingness to share information.</td>
<td>2.58</td>
<td>.01</td>
<td>Yes</td>
</tr>
<tr>
<td>H5: disease severity positively moderates the effect of privacy concerns on patients’ willingness to share information.</td>
<td>1.96</td>
<td>.05</td>
<td>Yes</td>
</tr>
<tr>
<td>H6: disease severity positively moderates the effect of online information support on patients’ willingness to share information.</td>
<td>0.68</td>
<td>.50</td>
<td>No</td>
</tr>
</tbody>
</table>
Conclusions
This study established a model to probe the factors influencing decision making on patients’ WSI from the perspectives of both positive and negative utilities. The results confirm the positive and negative effects of OIS and privacy concerns on users’ WSI. In addition, we showed that information sensitivity negatively moderates the impact of OIS on sharing willingness, whereas disease severity positively moderates the impact of privacy concerns on sharing willingness. Therefore, the management of the platform should focus on desensitizing the information shared by users, while providing effective information support for users to reduce the negative effects of information sharing, increase the benefits of information sharing, and improve the information-sharing level of community users. This research can help community platform operators to clarify the behavioral mechanism of users’ independent disclosure of medical information, provide theoretical guidance for operators to stipulate effective measures that encourage users to voluntarily disclose medical information, and offer a reference to improve the operators’ user management of online patient community services.
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Abstract

Background: There is a lack of research on the effectiveness of online peer support groups for reducing social isolation and depressive symptoms among caregivers, and previous research has mixed results.

Objective: This study aimed to test whether military caregivers who joined a new online peer support community or engaged with an existing online community experienced decreased perceived social isolation and improved depressive symptoms over 6 months.

Methods: We conducted a longitudinal study of 212 military caregivers who had newly joined an online community and those who were members of other military caregiver groups. Multiple indicators of perceived social isolation and depressive symptoms were assessed at baseline and at 3 and 6 months.

Results: Compared with caregivers in the comparison group, caregivers who joined the new group experienced less perceived social isolation at 3 months (eg, number of caregivers in social network [unstandardized regression coefficients] b=0.49, SE 0.19, 95% CI 0.87 to 0.02), but this effect did not persist at 6 months. Those who engaged more with new or existing groups experienced less perceived social isolation over time (eg, number of caregivers in social network b=0.18, SE 0.06, 95% CI 0.02 to 0.27), and this relationship was mediated by increased interactions with other military caregivers (95% CI 0.0046 to 0.0961). Engagement with an online group was not associated with improvements in depressive symptoms.

Conclusions: Online communities might help reduce social isolation when members engage with the group, but more intensive treatment is needed to improve depressive symptoms.

(J Med Internet Res 2020;22(4):e16423) doi:10.2196/16423
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Introduction

Background

Serving as a caregiver to a relative or friend who is ill or wounded can be an isolating experience. Time spent caregiving can be significant [1] and may make it difficult to engage in social activities outside the home [2,3]. This is particularly true of those caring for ill or wounded service members or veterans: more than 70% of these caregivers reported feeling isolated, and approximately half of the caregivers reported hesitating to take their care recipient outside the home for fear of what might happen, especially when their care recipient experienced posttraumatic stress disorder (PTSD), anxiety, or depression [4]. These caregivers report experiencing a lack of connection to both the military and civilian community [5] and report wanting a forum to seek out social support and reduce social isolation [6]. An estimated 5.5 million people in the United

http://www.jmir.org/2020/4/e16423/
States serve as informal military caregivers—family and friends who provide primarily unpaid or informal care to ill or wounded service members or veterans—and those caring for veterans of the post-9/11 conflicts are potentially facing years of caring for a young veteran with a variety of physical and mental health problems [7].

Support groups have sprung up online to provide military caregivers with an opportunity to interact with their peers and receive support and guidance (eg, the Military Veteran Caregiver Network [MVCN], Hidden Heroes, and Facebook groups). However, it is unclear how well these online groups function in terms of reducing social isolation and improving mental health among military caregivers. This study explored this question by focusing on members of a new online community for military caregivers compared with caregivers who were members of existing online support groups.

Social Isolation and Psychological Health

Extensive research and theory suggest that people have a need to form meaningful social connections with others—that they have a need to belong [8]—so much so that when those connections are broken or nonexistent, people feel a sense of grief [8,9]. We define social isolation as a tangible or perceived deficit in social connections with other people. A tangible deficit in social connections is manifested in the structure or characteristics of an individual’s social network of connections [10]. A perceived deficit in social connections is manifested in feelings of loneliness [10] or a lack of perceived connection to others sharing similar group membership [11-13]. A connection to others can be made in person, over the phone, or online, and the connection can be with friends, family members, or relative strangers who share a common group with the individual.

Research that examines tangible deficits in social connections considers someone to be socially isolated if they live alone, have few people in their social network, or have infrequent contact with others [10]. A recent review found that people with larger and more diverse social networks (eg, networks of friends outside of their family) have lower levels of depression [14].

People can also be socially isolated if they perceive that they have a deficit in social connections with others when they feel lonely [10,15]. Feelings of loneliness are associated with the quality, rather than the quantity, of relationships; people can feel alone even when they are surrounded by others with whom they often interact [10]. The number of social ties and feelings of loneliness are not highly correlated [16,17] and often have independent effects on mental health outcomes [18]. Numerous studies have found an association between loneliness and depression, independent of social network ties [10,18].

Finally, social connections cannot only be fulfilled through tangible or perceived connections with individuals but also through perceived connections with a group [13]. Factor analyses of the University of California, Los Angeles (UCLA) Loneliness Scale have revealed that the lack of perceived connections to a group is a distinct form of social isolation [11,19]. The lack of perceived connection to a group, also called collective connectedness, is a relatively unexplored concept in the social isolation literature [19], although some previous research has considered deficits in social identity with a group as a form of social isolation [20,21]. Greater identification with a group is typically associated with better psychological health [22], including decreased depressive symptoms [23]. Thus, greater collective connectedness with a group of people who share similar experiences or identities (eg, as military caregivers) could represent a decrease in social isolation and may potentially foster psychological well-being.

Online Peer Support Communities

Online forums have become popular in recent years as a way to allow peers in similar circumstances or dealing with common hardships to interact with one another, form personal bonds, and provide support to one another. One advantage of these online communities is the ability of members to elicit support from others who are dealing with similar issues but who are geographically dispersed [24,25]. Another advantage is accessibility, as users can visit online communities at their convenience. Much of a caregiver’s time is occupied with caring for a friend or loved one, and caregivers may have difficulty finding someone to provide care in their absence. Accordingly, participation in in-person support groups that require caregivers to leave their home for an hour or more at a time may be impractical. Thus, providing caregivers with access to peers via online communities has the potential to positively affect a variety of outcomes, including reducing social isolation and symptoms of depression.

However, there is a lack of research on the effectiveness of online peer support groups, and previous research has shown mixed results for improving depressive symptoms [26-30]. One review of many different types of support interventions specifically for caregivers (eg, group and individual, online, and in person) found no significant changes in quality of life, caregiver burden, depressive symptoms, or other outcomes [28]. A recent systematic review of online support interventions for caregivers found that those incorporating both peer support and professional help were most effective in improving caregiver mental health [29]. In general, although online peer support groups for caregivers of people with Alzheimer disease have shown some promise [30,31], little is known about the effectiveness of online peer support interventions for caregivers of people with mental health conditions such as PTSD [32].

Furthermore, some research suggests that active engagement with the online community (eg, reading, posting, and responding to posts on the website) may be a necessary element of the success of online support communities, but other research suggests that more passive engagement is sufficient (eg, simply visiting a site). For example, a recent study of a support group for patients with anxiety and depression found that only the most actively engaged participants experienced improvements in anxiety compared with participants who did not visit the community at all [33]. However, several studies have found that just visiting the community but not posting (ie, lurking) is associated with similar improvements in social outcomes compared with those who post to a community website [34,35].

To our knowledge, the role of engagement in online peer support groups among caregiver population has not been investigated in prior research. This study explored the role of engagement in...
in the online community in decreasing social isolation and improving depressive symptoms. We examined both passive (ie, visiting the community website and spending more time on the site) and active (ie, posting to the online forum) engagement with the community.

Military Veteran Caregiver Network

Military caregivers may especially need to connect with others who face similar challenges related to injuries and trauma experienced by service members and seek specific knowledge needed to negotiate veteran health care benefits. Thus, several online communities have been established to connect military caregivers with one another. One of these, MVCN, was established in 2016 to “provide military and veteran caregivers with peer support to reduce their isolation and increase their sense of connectedness, engagement, helpfulness, wellness as well as their knowledge and skills” [36]. MVCN allows members to post and read comments or questions to a community forum moderated by program staff; join groups organized around specific topics; exchange information about relevant resources through direct messaging; and attend webchats, webinars, and monthly question and answer calls about featured topics of interest to military caregivers. At the time of this study, web-based activities were moderated by trained paid staff who were also peer military caregivers, and there were around 1200 military caregiver members. According to interviews with MVCN staff, trained moderators and well-organized content are the features that distinguish MVCN from similar online support groups. Vaughan et al [37] give a more complete analysis of the experiences of MVCN participants.

This Study

This study investigates whether joining an online support community helps reduce social isolation and improves depressive symptoms among caregivers. Joining an online community should increase interactions with their military caregiver peers, which should lead to improvements across several other measures of social isolation. Improvements in social isolation should lead to improvements in depressive symptoms.

To assess changes over time among new MVCN members, control for events outside of the study context (eg, changes in policy that would affect all military caregivers) and also control for systematic effects of participating in the study (eg, natural changes in ratings over time), we compared changes over time among new members of MVCN to a comparison group. We chose the comparison group to match the MVCN group along several dimensions. We wanted comparison group members to be similar to the members in the MVCN group, in that both groups comprised caregivers of ill or wounded service members or veterans. In addition, according to interviews with MVCN staff, most members of MVCN were joined through their association with other military caregiver organizations (eg, Wounded Warrior Project). Thus, we recruited caregivers for the comparison group who were members of other military caregiver organizations in an online presence but had not yet been recruited for membership in MVCN (eg, Hidden Heroes and Operation Family Caregiver). This provided a comparison group of military caregivers who were similarly involved in military caregiver issues and who were interested and willing to become a member of an online military caregiver group.

To test whether engagement in online support communities was associated with improved outcomes over time, we conducted a longitudinal study that included military caregivers who had newly joined the MVCN online community (the MVCN group) and military caregivers who had not joined MVCN but were members of other military caregiver groups (the comparison group). Study participants were assessed on multiple indicators of social isolation along with depressive symptoms at baseline and at 3 and 6 months following baseline. Data from the baseline survey were analyzed in a previous study describing the characteristics of military caregivers who join online support communities [38]. Data from the baseline and 6-month surveys, along with information from focus groups, were examined in a previous study describing the experiences of MVCN group members [37]. We sought to answer three research questions and offer tentative hypotheses for each question. However, the study is ultimately more descriptive than focused on hypothesis testing, and results were interpreted holistically across findings rather than based on individual tests of statistical significance.

Research Question 1: Does Joining a New Online Community Increase Connections With Other Military Caregivers and Decrease Social Isolation and Depressive Symptoms Over Time?

We hypothesized that those newly joining an online community (MVCN) would experience a greater increase in connections with other military caregivers, increase in perceived collective connectedness, decrease in perceived social isolation (ie, loneliness), and decrease in depressive symptoms over time relative to a comparison group.

Research Question 2: Does Engagement With Online Military Caregiver Communities, Including the Military Veteran Caregiver Network, Decrease Social Isolation and Depressive Symptoms Over Time?

On the basis of prior research detailing the relationship between social isolation and depressive symptoms, we hypothesized that engagement with an online community would function as a dose effect, with greater engagement leading to improvements in social isolation and depressive symptoms over time. As other online communities offer similar opportunities as MVCN for engagement with other military caregivers, we expected that the effect of engagement would be similar for both groups.

Research Question 3: Are the Significant Relationships Between Engagement With Online Military Caregiver Communities and Outcomes Mediated by Increased Interactions With Peers?

Although some research suggests that participating in online peer support groups can lead to improved social support and decreased depression, the role of online interactions with peers in decreasing social isolation is unclear. It is possible that online interactions are not perceived as equivalent to in-person interactions, so online interactions with caregivers may not be perceived as increasing one’s social network or be related to...
feelings of loneliness or collective connectedness. In addition, people can feel lonely even while interacting with others online or in person, so increased interactions with other caregivers may not mediate decreased feelings of loneliness over time. Furthermore, what does it mean to interact with others online? Does viewing others’ posts and replies in an online forum constitute interacting with those people? Is it roughly equivalent to being with a group of peers who are holding a conversation, but not contributing to the conversation oneself? Given our theoretical model, just being in the group but not contributing should be enough to decrease feelings of social isolation, so perhaps perceived interactions is a more appropriate term for this phenomenon. Indeed, research on social media use has provided mixed results as to whether engaging in online social groups decreases or actually increases social isolation and loneliness [39]. We expected that significant relationships between passive and active engagement with online military caregiver communities and social isolation or depressive symptoms would be mediated by increased perceived interactions with other military caregivers. From a theoretical perspective, we considered perceived interaction with peers as the mechanism that accounts for the relationship between engagement and social isolation or depressive symptoms. Therefore, where there are significant relationships between engagement and interactions with peers, we tested a mediation model of the indirect effect of engagement on social isolation or depressive symptoms through the relationship with interaction with peers. A significant mediation effect would provide additional evidence that the benefits of online communities are because of the increase in participants’ perceived ability to connect with their peers.

**Methods**

**Participants**

To be eligible for this study, individuals had to be adult (>18 years) military caregivers, defined here as someone who provides unpaid care and assistance for or manages the care of, a current or former member of the US military, National Guard, or Reserves who has an illness, injury, or condition for which they require outside support.

Participants in the MVCN group were recruited when they joined MVCN, and all MVCN applicants were verified to be military caregivers by virtue of their membership in other military caregiver organizations or via staff review of applicants’ documentation. New members received an email welcoming them to the group, which included text explaining the study and inviting them to participate, followed by a link to a screener survey. Of those caregivers who joined MVCN during the study recruitment period (September 2016 to February 2017), 62.0% (323/521) took the screener survey. The comparison group participants were recruited based on their membership in military caregiver organizations other than MVCN and included Hidden Heroes, Operation Family Caregiver at the Rosalynn Carter Institute for Caregiving, the Caregiving Action Network, Blue Star Families, and the American Legion Auxiliary. According to participants, most of the organizations that comparison group members belonged to offered similar activities as MVCN, including a library of information and resources, webinars, interest groups, webchats, the availability of peer mentors, and the ability to serve as peer moderators for the group. Between October 2016 and April 2017, potential comparison group participants either received an email from their member organization recruiting them for the study or the study invitation was posted on a restricted-access Facebook page administered by the group. Other than text referencing the member organization, the text of recruiting materials for comparison group participants was identical.

The screener survey included questions verifying that the participant was an unpaid caregiver for an ill or wounded service member or veteran and for those recruited for the comparison group, whether they were already a member of MVCN. Participants who successfully screened into the study then read the consent form to inform them of the purpose of the study and the survey methodology. If they indicated consent by clicking the yes box agreeing to participate in the study, they entered their email address and were immediately sent an email that included an individualized link to the baseline survey. All procedures were conducted in compliance with the RAND Corporation’s Human Subjects Protection Committee. Completion of the baseline survey was required for continued participation in the study. Owing to the study design, the comparison group participants were not restricted from joining MVCN during the study. As one goal of the study was to examine new members of online groups, and all participants completed the same baseline survey, a decision was made a priori to include those caregivers who were initially in the comparison group but joined MVCN between the baseline and 3-month surveys in the MVCN group (n=13, total). We asked these new members when they had joined MVCN. Of those who completed all 3 survey waves and were included in the current analysis (n=10), only 1 participant had joined the month before the survey; 1 participant had joined between 1 and 2 months before the survey, and 8 participants had joined between 2 and 3 months before the 3-month survey. This suggests that the majority of those who joined MVCN between baseline and the 3-month survey had similar exposure to MVCN as those who joined at baseline. An additional 9 comparison group participants joined MVCN between the 3- and 6-month surveys. As we were comparing changes from baseline to 3 and 6 months, those 9 participants were analyzed as members of the comparison group. Importantly, as MVCN is a closed group, only those who officially joined MVCN had access to the MVCN online forum and other resources provided to MVCN members. Those comparison group members who did not join MVCN could not access these resources.

Only participants who completed all 3 waves of surveys were included in the final analytic sample (212/345, 61% who completed the baseline assessment). We had powered the study to detect an average difference in depressive symptom score changes from baseline to 6 months of 1.25 points between the MVCN and comparison groups, assuming a correlation of 0.50 between measurements. This suggested a final sample of 58 participants per group. A post hoc power analysis using the smaller of the two groups (n=44) suggested an achieved power of 0.80 to detect a small effect between groups over time (ie,
Measures
Participants completed the following measures at baseline, 3 months, and 6 months.

Measure of Interactions With Peers
We assessed participants’ frequency of interacting with other military caregivers using a single item constructed for this study: “How often do you interact with other military caregivers, either in person or online (for example, texting, messaging, responding to social media posts)?” Response options included I have never interacted with other military caregivers, once or twice a year or less, every few months, once a month, two or three times a month, once a week, a few times a week, or daily, coded 0 to 7, respectively.

Social Isolation Measures
We assessed the number of military caregivers in the participant’s social network using a measure that has been shown to be associated with psychological distress in past research [40]. Participants were asked to “Think of all the people you know, who know you, and with whom you have had regular contact in the past 6 months. This contact could be face-to-face, by phone or mail, or on the internet” and to rate the number of people they know across several different categories, including “People who are also caregivers for service members or veterans.” Response categories included none, 1-2, 3-4, 5-10, 11-20, or 21 or more, coded 1 to 6, respectively.

Participants’ level of collective connectedness as a military caregiver was assessed using a 3-item measure of group identity centrality [41]. Identity centrality assesses the salience of group membership in one’s life and the extent to which group membership is a core part of one’s identity [41,42] as well as their sense of belongingness and attachment to other group members (ie, their social connectedness to other group members [20,21]). Participants were asked to rate their agreement with the following 3 items using a 5-point scale (from strongly disagree to strongly agree): “In general, being a military caregiver is an important part of my self-image.” “I have a strong sense of belonging to the military caregiver community.” “I have a strong attachment to other military caregivers” (Cronbach alpha=.86 at baseline).

Loneliness was measured using the 3-item short scale for measuring loneliness [17], which has been used in the National Social Life, Health, and Aging Project [43]. Participants were asked to rate how often they feel they lack companionship, feel left out, and feel isolated using a 4-point scale (hardly ever, some of the time, most of the time, or always). The average of the 3 items was computed to form the loneliness scale (Cronbach alpha=.89 at baseline). This measure was chosen because of its broad applicability to online relationships, whereas other loneliness measures have items that are more suitable for assessing in-person or family relationships. For example, the UCLA Loneliness Scale refers to being alone and feeling isolated from those around you [11], which could be interpreted as applying to in-person relationships only. The Social and Emotional Loneliness Scale for Adults assesses relationships with friends, family, and romantic partners [44], which are not relevant categories for online communities.

Measure of Depressive Symptoms
Depressive symptom severity was measured using the 8-item version of the Patient Health Questionnaire (PHQ-8), which is a clinically validated measure of depressive symptoms based on the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition criteria for depressive disorders [45,46]. Participants rated the extent to which they had been bothered by 8 symptoms of depression in the past 2 weeks (eg, having little interest or pleasure in doing things) using a 4-point scale, ranging from 0 (not at all) to 3 (nearly every day). Scores were summed to create an index of depressive symptoms ranging from 0 to 24 (Cronbach alpha=.90 at baseline).

Engagement in Online Community Measures
In the 3-month survey, participants who were members of MVCN were asked to name the online community of caregivers, which they engage with the most (spend time at the website, post comments, attend webinars, etc). The same questions assessing engagement were asked of the group named by each participant.

Passive engagement with the online community was assessed by measuring the frequency of visits to the website and the time spent on the website. The frequency of visits to the community website was measured via 1 item: Since joining [group], how often have you visited the [group] website? Where group was either MVCN network or the online group with which comparison group participants engaged the most. Response options and numeric codes were every day (6), almost every day (5), two or three times a week (4), once a week (3), two or three times a month (2), once a month or less (1), or I have not visited the website for [group] since joining this group (0). The length of time spent on the site was measured by asking, “When you visit, how much time do you usually spend on the [group] website?” Where group was either MVCN network or the online group with which comparison group participants engaged the most. Response options and numeric codes were less than 10 min (1), between 10 and 20 min (2), 20 to 30 min (3), 30 min to an hour (4), or an hour or more (5).

Active engagement with the online community via posts to the online forum was assessed by asking, “Have you posted any comments, questions, or links to the [group]?” Where group was either MVCN network or the online group with which comparison group participants engaged the most. Their responses were coded 1 if yes and 0 if no.

Covariate Measures
We examined several potential covariates for inclusion in the analysis, including caregiver age, gender, race, level of education, household income, hours spent providing care in a typical week, caregiver’s relationship with the care recipient,
whether the care recipient served during the pre- or post-9/11 period, the number of activities of daily living and instrumental activities of daily living that the care recipient needed help performing, membership in other structured support groups, veteran’s age, years spent caring for the care recipient, and whether the caregiver lived in a metropolitan area. For each of these, we examined whether the variable was significantly related to MVCN membership, any of the engagement variables, or attrition from the study at 3 and 6 months. t-tests, chi-square tests, and regression analyses were used to test for differences, as appropriate. A conservative criterion of \( P < .10 \) was used in these analyses. We found that MVCN and comparison group participants differed in veteran care recipient age (mean 40.2, SD 10.6 years for MVCN and mean 45.4, SD 18.3 years for comparison care recipients). No other differences emerged between the MVCN and comparison group participants. Being a member of another online or in-person support group was associated with more visits to the MVCN or comparison group community website. In addition, males spent more time on the respective community website, as did those caregivers who helped their care recipients with more tasks and those who lived outside of metropolitan areas. Those caring for older veterans, living outside of metropolitan areas, and who were members of another support group were more likely to discontinue participation in the study over time. Thus, we controlled for these 3 variables plus caregiver gender, membership in other online support groups, and number of caregiver tasks in all analyses. Note that all analyses reported below replicate when these covariates were not included in the models. Finally, to distinguish the effects of visits to the website from time spent on the site and posts to the forum, we controlled for any visits to the website (yes/no) in the analysis of these variables.

**Analytic Approach**

Our analytic approach focused on assessing changes in outcomes from the baseline assessment to the 3- and 6-month assessments. We conducted two separate sets of models using multiple regression: one set of models regressed 3-month outcomes on baseline predictors controlling for baseline levels of outcomes and covariates, and the other set regressed 6-month outcomes on baseline predictors controlling for baseline levels of outcomes and covariates. For each set of models, to answer research question 1, we first analyzed changes from baseline for new members of an online community (MVCN) in comparison with those who were already members of one or more online communities other than MVCN (comparison group). To answer research question 2, we used cross-lagged models to examine changes in outcomes from baseline to 6 months as a function of engagement with the online community at 3 months (ie, we added a measure of engagement at 3 months to the 6-month models examined in research question 1). We also assessed whether this relationship differed for MVCN and comparison participants, based on an interaction between MVCN membership (vs comparison group) and 3-month engagement. Cross-lagged models allow for explanatory predictions of present outcomes based on past behaviors and are thus more likely to reflect causal effects than are regressions using cross-sectional measures. Although we conducted statistical tests for each model and included the associated \( P \) values for the tests, we provided 95% CIs for each result and interpreted our findings based on these CIs and the pattern of results across findings, rather than based on the statistical significance of any one test.

Finally, for research question 3, we conducted meditational analyses for models where engagement significantly predicted both interactions with other military caregivers and one or more outcomes. Engagement at 3 months was entered as the predictor variable, with changes in the frequency of interactions with other military caregivers from baseline to 6 months serving as the mediator. A difference score was calculated for changes in interactions from baseline to 6 months, and we included the baseline measure of interactions as a covariate to control for the possibility that the extent of changes in interactions was driven by baseline levels of interactions. Outcomes were measured at month 6, and changes in outcomes were assessed by including baseline levels of each outcome in the models. Meditational analyses were conducted in SAS 9.3 (SAS Institute Inc) using the INDIRECT macro, which uses asymptotic bootstrapping calculations to test for the significance of indirect effects [47]. The INDIRECT macro generated 95% bias-corrected SEs and CIs using 5000 bootstrapped samples, and mediation models were considered significant when the CI for the estimation of the indirect effect did not contain 0.

**Results**

**Participant Characteristics**

Of the 212 participants who completed all 3 waves of the study, 199 (93.9%) were female, 166 (78.3%) were non-Hispanic white, 23 (10.8%) were Hispanic, and 23 (10.8%) were in other racial/ethnic groups. The majority of caregivers were spouses or partners of the veteran for whom they provided care (189/212, 89.2%), and the remaining caregivers were mostly other family members (1 participant was a friend or neighbor of the veteran). Most caregivers were under the age of 40 years (124/212, 58.5%), with an additional 74 (34.9%) aged between 40 and 59 years. The care recipients were mostly male (188/212, 88.7%), with 125 (59.0%) serving during the post-9/11 period. Almost all veterans had been diagnosed with one or more physical health conditions (203/212, 95.8%), with 182 (85.8%) diagnosed with more than one physical health problem. In addition, 87.7% (186/211) of veterans had been diagnosed with one or more psychological health conditions, with 174 (82.1%) veterans diagnosed with PTSD. We compared those who completed all 3 waves of the survey with those who did not complete all surveys on baseline-level demographic characteristics and all variables included in this study and found no significant differences between groups. In comparison with the overall population of military caregivers studied by Ramchand et al [7], participants in this study were more likely to be female, non-Hispanic white, married to the care recipient, and caring for a veteran with one or more psychological health conditions, particularly PTSD. It is unclear whether these differences reflect the population of members of online communities or only those who participated in this study.

Means and SDs for outcome variables (at baseline) and engagement variables (at 3 months) are shown in Table 1. Mean
scores for variables at baseline were generally near the midpoint of the range of possible scores. Missing data were uniformly low (8/212 or less). Using a cutoff score of 10 or higher to indicate probable major depressive disorder on the PHQ-8 [45,46], 59.4% (126/212) of participants screened positive for probable depression at baseline, which is a higher proportion than that found in the general military caregiver population [7]. One statistically significant difference between MVCN and comparison group participants emerged on outcomes measured at baseline: MVCN participants reported more frequent interactions with other military caregivers than did comparison group members (2-tailed t_{210}=2.08; P=.04).

Among engagement variables measured at 3 months, 25.8% (42/163) of MVCN and 23.3% (10/43) of comparison group participants indicated that they had not visited the community website since baseline ($\chi^2_{1}=0.12; P=.74$), and the comparison group participants visited the website more often than MVCN participants (2-tailed t_{204}=3.16; P=.002). Among those who visited their community’s website, the average time spent on the website was around 10 and 20 min (coded as 2). MVCN group participants were also less likely to have posted to the site than were comparison participants ($\chi^2_{1}=26.1; P<.001$).

**Table 1.** Means and SDs for outcome and engagement variables by group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th>MVCN</th>
<th>Comparison group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of interacting with military caregivers, mean (SD)$^a$</td>
<td>0-7</td>
<td>5.08 (2.47)</td>
<td>5.17 (2.41)</td>
</tr>
<tr>
<td>Military caregivers in network, mean (SD)$^b$</td>
<td>1-6</td>
<td>2.48 (1.50)</td>
<td>2.51 (1.47)</td>
</tr>
<tr>
<td>Collective connectedness with military caregivers, mean (SD)$^b$</td>
<td>1-5</td>
<td>2.98 (1.20)</td>
<td>3.02 (1.18)</td>
</tr>
<tr>
<td>Loneliness, mean (SD)$^b$</td>
<td>3-12</td>
<td>8.01 (2.36)</td>
<td>7.70 (2.51)</td>
</tr>
<tr>
<td>Depression severity PHQ-8$^c$, mean (SD)$^b$</td>
<td>0-24</td>
<td>11.35 (6.66)</td>
<td>10.29 (6.51)</td>
</tr>
<tr>
<td>Frequency of visiting online community, mean (SD)$^b$</td>
<td>0-6</td>
<td>N/A</td>
<td>1.41 (1.32)</td>
</tr>
<tr>
<td>Average amount of time on site per visit, mean (SD)$^b$</td>
<td>0-5</td>
<td>N/A</td>
<td>1.61 (1.30)</td>
</tr>
<tr>
<td>Posted to site, n (%)</td>
<td>N/A</td>
<td>N/A</td>
<td>27 (16.6)</td>
</tr>
</tbody>
</table>

$^a$MVCN: Military Veteran Caregiver Network.

$^b$Means and SDs are unadjusted for other variables in the regression models.

$^c$PHQ-8: 8-item patient health questionnaire.

$^d$N/A: not applicable.

**Results for Research Question 1: Does Joining a New Online Community Increase Connections With Other Military Caregivers and Decrease Social Isolation and Depressive Symptoms Over Time?**

Comparing social isolation outcomes for MVCN and comparison group members at 3 months, controlling for baseline levels of outcomes and covariates, yielded two statistically significant findings: compared with comparison group members, MVCN members reported a higher number of military caregivers in their social network, and MVCN members reported feeling less lonely (Table 2). These differences did not persist at 6 months. The only significant difference among social isolation measures at 6 months was that MVCN members experienced relatively greater collective connectedness with other military caregivers compared with comparison group members (Table 2).
Table 2. Regression results predicting difference from baseline to 3-month outcomes and 6-month outcomes by membership in Military Veteran Caregiver Network vs comparison group (N=212).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>MVCN(^a) vs comparison group(^b)</th>
<th>3-month outcomes</th>
<th>6-month outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(b) (95% CI)</td>
<td>(SE) (\Delta R^2)</td>
</tr>
<tr>
<td>Frequency of interacting with other military caregivers</td>
<td>0.49 (−0.12 to 0.97)</td>
<td>0.19</td>
<td>0.005</td>
</tr>
<tr>
<td>Number of military caregivers in network</td>
<td>0.49(^c) (0.11 to 0.87)</td>
<td>0.19</td>
<td>0.020</td>
</tr>
<tr>
<td>Collective connectedness with military caregivers</td>
<td>0.15 (−0.12 to 0.41)</td>
<td>0.14</td>
<td>0.003</td>
</tr>
<tr>
<td>Loneliness</td>
<td>−0.67(^c) (−1.33 to −0.01)</td>
<td>0.34</td>
<td>0.012</td>
</tr>
<tr>
<td>Depression severity PHQ-8(^e) score</td>
<td>−0.93 (−2.54 to 0.69)</td>
<td>0.82</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\(^a\)MVCN: Military Veteran Caregiver Network.
\(^b\)Models controlled for caregiver gender, membership in any other support group, number of caregiving tasks, veteran age, metropolitan residence, and baseline levels of the outcome. Larger numbers indicate an increase in MVCN participants over time relative to the comparison group participants.
\(^c\)P<.05.
\(^d\)P<.01.
\(^e\)PHQ-8: 8-item Patient Health Questionnaire.

Results for Research Question 2: Does Engagement With Online Military Caregiver Communities, Including Military Veteran Caregiver Network, Increase Connections With Other Military Caregivers and Decrease Social Isolation and Depressive Symptoms Over Time?

The next set of analyses examined the relationship between engagement with online caregiver communities at 3 months with changes in outcomes from baseline to 6 months. The results are shown in Table 3. The number of visits to the online community at 3 months was significantly associated with a greater increase in the frequency of interactions with other military caregivers, the number of military caregivers in one’s social network, and in collective connectedness with other military caregivers from baseline to 6 months. The average time spent on the community website at 3 months was significantly associated with a decrease in feelings of loneliness and an increase in collective connectedness from baseline to 6 months. Posting to the online community was significantly associated with an increase in the number of military caregivers in one’s social network from baseline to 6 months, but no other significant relationships with posting were observed. Finally, no significant interactions between any of the engagement variables and MVCN membership were observed.

Table 3. Regression results predicting baseline to 6-month changes by 3-month engagement with online community (N=212).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Number of visits to online community(^a)</th>
<th>Time spent in online community(^a)</th>
<th>Post to online community forum (yes or no)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(b) (95% CI)</td>
<td>(SE) (\Delta R^2)</td>
<td>(b) (95% CI)</td>
</tr>
<tr>
<td>Frequency of interacting with other military caregivers</td>
<td>0.18(^b) (0.03 to 0.33)</td>
<td>0.08</td>
<td>0.012</td>
</tr>
<tr>
<td>Total number of military caregivers in network</td>
<td>0.18(^c) (0.02 to 0.27)</td>
<td>0.06</td>
<td>0.030</td>
</tr>
<tr>
<td>Collective connectedness with military caregivers</td>
<td>0.20(^d) (0.12 to 0.28)</td>
<td>0.04</td>
<td>0.057</td>
</tr>
<tr>
<td>Loneliness</td>
<td>−0.15 (−0.35 to 0.05)</td>
<td>0.10</td>
<td>0.008</td>
</tr>
<tr>
<td>Depression severity PHQ-8(^e) score</td>
<td>0.23 (−0.29 to 0.74)</td>
<td>0.26</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\(^a\)Covariates included in the models were caregiver gender, membership in any other support group, number of caregiving tasks, veteran age, metropolitan residence, membership in Military Veteran Caregiver Network, and baseline levels of the outcome. Analysis of time on site and posts to online community also included a dummy variable for any visits to the site.
\(^b\)P<.05.
\(^c\)P<.01.
\(^d\)P<.001.
\(^e\)PHQ-8: 8-item Patient Health Questionnaire.
Results for Research Question 3: Are the Significant Relationships Between Engagement With Online Military Caregiver Communities and Outcomes Mediated by Increased Interactions With Peers?

The number of visits to the online community at 3 months was significantly associated with changes in the frequency of interactions with other military caregivers (the hypothesized mediator) and with the total number of military caregivers included in one’s social network and collective connectedness with other military caregivers. First, examining the number of military caregivers in one’s social network, analysis using the INDIRECT macro in SAS [47] replicated our earlier findings: number of visits at 3 months was significantly associated with an increase in social network connections from baseline to 6 months and with changes in interactions with other military caregivers. When included in the full model, an increase in interactions with other military caregivers was also significantly associated with changes in social network connections (unstandardized regression coefficients b=0.22; SE 0.05; P<.001), and the relationship between the number of visits and the changes in social network connections was reduced to marginal significance (b=0.11; SE 0.06; P=.051). Analyses confirmed that the mediation model was significant (95% CI 0.0046 to 0.0961).

Next, examining changes in collective connectedness with other military caregivers, analysis using the INDIRECT macro replicated our earlier findings: number of visits at 3 months was significantly associated with an increase in collective connectedness from baseline to 6 months and with changes in interactions with other military caregivers. When included in the full model, an increase in interactions with other military caregivers was also significantly associated with changes in collective connectedness (b=0.19; SE 0.04; P<.001), but the relationship between the number of visits and changes in collective connectedness remained significant (b=0.17; SE 0.04; P<.001). Analyses confirmed that the mediation model was significant (95% CI 0.0022 to 0.0719).

Discussion

Principal Findings and Implications

This study suggests that relative to a comparison group, military caregivers joining a new online community such as MVCN experience less social isolation and loneliness over time, that the benefits of membership in new or existing online caregiver communities are greater for those who engage more with the community, and that the relationships between engagement and social isolation are mediated by an increase in participant interactions with other military caregivers. The effects of decreased loneliness are particularly noteworthy as loneliness has been associated with an increased risk of mortality and poor mental health across a variety of indicators [10]. However, our results did not demonstrate that engagement with online communities was associated with improvements in depressive symptoms over time.

Our findings suggest that joining a new group such as MVCN may have a short-term impact on social isolation in terms of increasing the number of military caregivers in one’s social network and decreasing feelings of loneliness. These gains do not appear to continue at 6 months, possibly because new MVCN members formed new connections with peers that reached saturation at 3 months. MVCN members’ collective connectedness with other military caregivers showed an increase at 6 months, relative to comparison group members. As MVCN members were recruited right when they joined the group, the MVCN community was a new environment for them to meet and form bonds with other military caregivers. Comparison group members were recruited via groups to which they already belonged, so their ties to their existing groups were more established, and their collective connectedness with other caregivers was possibly more formed. Thus, the effects of joining MVCN likely reflect engagement in a new environment with presumably new people who share a similar identity and similar challenges. It is perhaps not surprising that those joining a new group experienced reduced social isolation—it demonstrates that the group is doing what it was primarily designed to do for military caregivers.

Joining MVCN was not associated with improvements in depressive symptoms. MVCN participants scored relatively high on the PHQ-8, with 61.1% (102/167) having a PHQ-8 score of 10 or above at baseline, suggesting probable major depressive disorder. A review of web-based interventions for caregivers revealed that these interventions show some promise for reducing depressive symptoms [48], and recent research evaluating the impact of an in-person support program for military caregivers demonstrated improvements in depressive symptoms among participants [49]. It is possible that joining a new online support group is not enough of an intervention on its own to reduce depressive symptoms, and these studies suggest that more intensive online or in-person interventions might be needed to successfully treat depression among military caregivers.

Engagement in online communities across the MVCN and comparison groups was associated with a decrease in social isolation at 6 months. Cross-lagged models predicting 6-month outcomes from engagement at 3 months revealed that more visits to the community at 3 months were associated with greater gains in the number of military caregivers in one’s social network and increased collective connectedness with other military caregivers at 6 months. Furthermore, both these relationships were mediated by an increase in participant interactions with other military caregivers, suggesting that simply visiting an online community of peers more often can increase interactions with peers, which is then associated with reduced social isolation. In addition, spending more time on the community website was associated with increased collective connectedness and decreased feelings of loneliness at 6 months. Posting to online community forums was only associated with gains in social network connections with military caregivers at 6 months. Thus, across the three indicators of engagement with an online community of peers, we found that increased engagement was associated with decreased social isolation over time, and more active engagement in the forums through posting was not associated with additional improvements in loneliness or social network size. Although engagement was not associated...
with a decrease in depression, our results support the theory that engaging with online social networks might help reduce social isolation, particularly when they enable users to make meaningful connections with others [39], which suggests that programs implementing online support groups should use strategies to encourage members to visit and spend time on the community website, at a minimum.

One aspect of the MVCN community forum that might have affected engagement with the group was the active role that online forum moderators play in that group. Users prefer online support groups that are facilitated by trained peer moderators that provide trustworthy information [50]. The MVCN community forum is facilitated by a team of trained peer moderators, and research using focus groups of MVCN members and initial survey data from this study found that the information provided by the website and forum moderators was trustworthy compared with other online forums [37]. It is possible that active engagement by trained peer moderators served to improve the impact of engagement with MVCN on members’ well-being. However, this research also found that participation in MVCN was generally low and mostly passive [37], which suggests that the presence of trained peer moderators could also have decreased more active engagement with the online forum (eg, participants might not respond to posts requesting information if they think that a trained moderator will respond instead). This is not necessarily a bad trade-off because the engagement of peer facilitators might make the forum more trustworthy and decrease the spread of rumors and misinformation. Additional research is needed to determine the beneficial impact that trained peer moderators might have on participants in online support groups.

**Strengths and Limitations**

Although this study has several strengths, including 3 waves of data, several measures of social isolation, and the ability to conduct causal analyses using cross-lagged models, it also has several limitations. First, participants were not randomly assigned to groups, so MVCN participants could have systematically differed from comparison group participants in ways that affected our results, including their motivation or ability to engage with their online community and their proclivity for change over time. Furthermore, we did not control group membership, so comparison group participants were able to join MVCN during the study, and 10 comparison group participants included in this study had joined MVCN at the 3-month survey. We made an a priori decision to include these participants in the MVCN group because their data at 3 and 6 months would reflect similar experiences with MVCN as those who had joined MVCN at baseline. Most (8/10) of these new members had joined MVCN between 2 and 3 months before the 3-month survey. However, an additional 9 comparison group participants indicated that they had joined MVCN at the 6-month survey and were counted as comparison group participants for the purposes of this study. A post hoc analysis excluding these participants from the study did not substantially change the results, although a significant effect of the MVCN group on the number of military caregivers in one’s social network emerged at the 6-month assessment, with MVCN members reporting increased numbers of military caregivers in their social network from baseline to 6 months relative to comparison group members ($b=0.49; \text{SE} 0.23; 2\text{-tailed } t_{181}=2.15; P=0.03; \Delta R^2=0.017$). This finding suggests that the decision to keep new MVCN members at 6 months in the comparison group made our results comparing the two groups more conservative, rather than biasing the results toward significant differences. However, in combination with the lack of random assignment, the results distinguishing the MVCN participants from the comparison group participants need to be interpreted with caution. In addition, we did not control engagement in online communities, so individual differences in propensity to engage with online communities could have driven the effects reported here. Finally, engagement was self-reported, so individual biases in reporting engagement could have affected the results. Using a within-person design and examining cross-lagged effects helps correct for these biases but does not completely rule them out. Future research should randomly assign participants to groups and manipulate engagement with online communities to better assess causality.

**Conclusions**

Although helping military caregivers to overcome feelings of social isolation is an important contribution of online support groups such as MVCN, our study indicates that more intensive efforts may be needed to improve depressive symptoms. This will likely include opportunities that promote treatment seeking and offer more structured peer or professional support through online [51] or in-person connections.
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Abstract

Background: Online support groups (OSGs) are one way for people with chronic diseases, their family or friends, and health professionals to communicate, gain information, and provide social support. As the number of peer-to-peer OSGs for chronic musculoskeletal conditions grows, it is important to gain insight into the different designs of groups available, who is accessing them, if and how they may be effective, and what strategies are being used to implement or increase consumer engagement.

Objective: The objectives of this systematic review of people with musculoskeletal conditions were to (1) describe the design features (functions, usage options, moderation, and expert input) of peer-to-peer OSGs, (2) describe the characteristics of the individuals using peer-to-peer OSGs, (3) synthesize the evidence on outcomes of participation, and (4) identify strategies used in the delivery and maintenance of OSGs.

Methods: A search comprising terms related to the population (people with musculoskeletal disorders) and the intervention (peer-to-peer OSGs) was conducted in 6 databases. Results were filtered from 1990 (internet inception) to February 2019. Studies identified in the search were screened according to predefined eligibility criteria using a 2-step process. Quantitative studies were appraised by 2 reviewers using the Risk Of Bias In Non-Randomized Studies of Interventions tool. Qualitative studies were appraised by 2 different reviewers using the Critical Appraisal Skills Programme checklist. Extracted data were synthesized narratively.

Results: We examined 21 studies with low to moderate risk of bias. Of these studies, 13 studies included OSGs hosted on public platforms, 11 studies examined OSGs that were conducted in English, and 6 studies used moderators or peer leaders to facilitate engagement. Studies either reported the number of OSG members (n=1985 across all studies) or the number of posts (range: 223-200,000). The majority of OSG members were females who were not full-time employees and with varied levels of education. There were no randomized controlled trials measuring the efficacy of OSGs. Qualitative and quantitative studies identified empowerment, social support, self-management behavior, and health literacy as primary constructs to measure OSG efficacy.
Neutral or marginal improvement was reported in these constructs. Sharing experiences and a greater level of engagement appeared to have an important influence on OSGs efficacy. The extent to which members posted on the website influenced engagement.  

Conclusions: Across a diverse range of designs, languages, included features, and delivery platforms, peer-to-peer OSGs for chronic musculoskeletal conditions attract predominantly female participants of all ages and education levels. The level of participation of a member appears to be related to their perceived benefit, health literacy, and empowerment. Future studies are needed to identify which design and maintenance strategies have superior efficacy and whether there are concomitant improvements in health outcomes for people with chronic musculoskeletal conditions resulting from participation in OSGs.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42018090326; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42018090326

Methods

Review Registration

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement was used to ensure complete reporting, and the review protocol was registered in the International Prospective Register of Systematic Reviews (CRD42018090326).

Search Strategy

The search strategy was developed in consultation with a librarian from The University of Queensland and involved 2 components: the population (people with chronic musculoskeletal disorders) and the intervention (peer-to-peer online support). The full PubMed search strategy is shown in Multimedia Appendix 1. The following electronic databases were searched: PubMed, CINAHL, EMBASE, PsycINFO, Scopus, and PubMed Central. A time-based filter was implemented, capturing all potential studies from 1990 (year inception of the internet) to February 26, 2019. The search included both keywords and subject heading terms. Supplementary searches of reference lists of included studies were undertaken.

Study Selection

Studies involving OSGs for adults (>18 years) with chronic (>3-month duration) musculoskeletal disorders (ie, disorder that primarily affects the musculoskeletal system) were considered eligible. Eligible interventions included any peer-to-peer (ie, online social networking; empowerment
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social support; musculoskeletal diseases; online social networking; empowerment

Introduction

Background

Chronic musculoskeletal disorders are highly prevalent [1], the leading cause of nonfatal disease burden [2], and include conditions (such as low back pain) that are the leading cause of disability internationally [3]. Musculoskeletal disorders disrupt daily living and account for a large proportion of lost productivity in the workplace [4]. Given that there is no cure for many chronic musculoskeletal disorders, long-term self-management is a core recommendation of clinical guidelines [5,6]. Central to effective long-term management is patient education and advice relating to medication, therapeutic exercise, general physical activity, weight loss (if appropriate), and potentially beneficial physical and psychological treatments [6-8].

Another key factor in the management of musculoskeletal disorders is social support, as it may positively influence health behaviors susceptible to social influence [9]. Social support may also buffer the negative impact of low health literacy [10]. Both are essential in negotiating health care systems [11] and may impact health outcomes. For example, in individuals with hip and knee osteoarthritis, increased social support has been associated with higher levels of health-related quality of life [12]. Conversely, in those with rheumatoid arthritis, low levels of social support at the time of diagnosis have been predictive of poorer functional disability and pain outcomes 5 years later [13].

Online support groups (OSGs) are one way in which people with chronic musculoskeletal disorders can access social support and information. OSGs range from self-initiated groups on social media (eg, Facebook) to custom-developed websites run by clinicians or organizations. Their common goal is to provide opportunities for people to share experiences, advice, and support for their chronic disorders [14]. Given that a United Nations report (December 7, 2018) reported that more than 50% of the world’s population now has access to the internet and that Web-based health service usage is increasing, OSGs may provide an accessible, convenient, and efficient means of augmenting social support and self-management. To date, the research pertaining to the characteristics of OSG platforms, group members, and implementation strategies is varied, and there is little focus on individuals with chronic musculoskeletal disorders. This makes it difficult to draw conclusions regarding if and how they are clinically effective or have a role in musculoskeletal health care.

Objectives

This study aimed to systematically review the literature evaluating the use of peer-to-peer OSGs for people with chronic musculoskeletal disorders. The 4 objectives of this review were to (1) describe the design features of peer-to-peer OSGs, (2) describe the characteristics of individuals involved in peer-to-peer OSGs, (3) synthesize the evidence on the effectiveness of OSGs, and (4) identify implementation strategies used in the delivery of OSGs.

Methods

Review Registration

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement was used to ensure complete reporting, and the review protocol was registered in the International Prospective Register of Systematic Reviews (CRD42018090326).

Search Strategy

The search strategy was developed in consultation with a librarian from The University of Queensland and involved 2 components: the population (people with chronic musculoskeletal disorders) and the intervention (peer-to-peer online support). The full PubMed search strategy is shown in Multimedia Appendix 1. The following electronic databases were searched: PubMed, CINAHL, EMBASE, PsycINFO, Scopus, and PubMed Central. A time-based filter was implemented, capturing all potential studies from 1990 (year inception of the internet) to February 26, 2019. The search included both keywords and subject heading terms. Supplementary searches of reference lists of included studies were undertaken.

Study Selection

Studies involving OSGs for adults (>18 years) with chronic (>3-month duration) musculoskeletal disorders (ie, disorder that primarily affects the musculoskeletal system) were considered eligible. Eligible interventions included any peer-to-peer (ie,
participants interacting) OSG (>3 participants on an online platform) with or without moderation or expert input or supervision. Observational studies, cohort studies, case-control studies, randomized controlled trials, qualitative studies, and mixed method studies were eligible for inclusion.

Studies not available in English and studies of pediatric populations and animals were excluded. Telehealth interventions, where health care consultations are delivered remotely via phone or internet, were excluded. Studies that used online peer-to-peer support as part of a combined or complex intervention were only included if the OSG component of the intervention was examined as an independent component, and data were available for extraction. In studies that investigated a range of morbidities, extracted data were limited to those from individuals with musculoskeletal disorders. Studies in which data pertaining to musculoskeletal disorders were not presented separately and could not be extracted were included if musculoskeletal disorders accounted for the majority of cases and authors could provide these data when contacted. When multiple studies were identified from the same groups of authors, they were contacted to determine whether samples used were independent or the same across studies. When no response was received, samples that were similar in terms of musculoskeletal disorder and year of recruitment were assumed to be the same and included only once in the analysis.

Using the eligibility criteria described above, a 2-step process was used for screening and selection. Titles and abstracts of all identified studies were screened by any 2 of the 4 reviewers (LM, MP, MB, and RM) using Covidence (Covidence, Melbourne, Australia). Additional reviewers (KM, JE, and TE) were asked to resolve screening disagreements. Full-text articles of all eligible studies were retrieved and screened by any 2 of the reviewers mentioned above, with conflicts resolved by discussion.

Data Extraction

The authors worked in 4 groups (1 for each research question) to extract data using custom-developed spreadsheets. For the first research question relating to the design features of OSGs, the following data were extracted: (1) presence and type of moderation or expert input; (2) functions and design features of host platforms; (3) content, frequency, and volume of member posts and information uploaded; and (4) involvement from participants. The second research question regarding member characteristics involved the extraction of demographics, roles and relationships, and health disorders. For the third research question relating to the effectiveness of OSGs, the following data were extracted: (1) the constructs by which effectiveness was measured, (2) outcome measures utilized to quantify effectiveness constructs, (3) processes and themes explaining any benefits, and (4) results of effectiveness studies or satisfaction ratings. For the fourth research question relating to implementation strategies, the following data were extracted: (1) group development and initiation strategies, (2) where the group was hosted, and (3) barriers and enablers to engagement in support groups.

Assessment of Study Quality

Qualitative studies were evaluated with the Critical Appraisal Skills Programme (CASP) checklist [15]. The CASP involves 10 questions divided into 3 sections: (1) validity of the results (questions 1 to 6), (2) reporting of results (questions 7 to 9), and (3) utility of the results (question 10). Moreover, 2 of the 3 reviewers (JS, TE, and KM) independently assessed the included qualitative studies. Conflicts were resolved through discussion until consensus was reached.

Quantitative studies were appraised with the Risk Of Bias In Non-Randomized Studies of Interventions tool (ROBINS-I) [16]. The ROBINS-I assesses 7 domains of bias divided across 3 timepoints: preintervention (confounding and selection bias), at intervention (classification of the intervention), and postintervention (deviation from the intervention, missing data, measurement error, and reporting bias). A total of 2 authors (LH and KM) performed the assessment, with any conflicts resolved until consensus was reached. The overall risk of bias was determined by the triangulation of results across all domains.

Data Synthesis

A narrative synthesis of findings was conducted because of the heterogeneity in the type of OSG, evaluation measures used, and population and designs of the included studies.

Results

Study Selection

The process of study selection is shown in Figure 1. The search yielded 19,947 articles. Following the removal of duplicates, 14,991 titles and abstracts were screened. Of these, 50 full-text articles were considered, from which 20 studies were eligible for the review.
Study Characteristics

Description of the design, sample size, and aims of the included studies is shown in Table 1. Overall, 10 studies were qualitative, 7 were quantitative, and 3 employed both qualitative and quantitative components. In terms of study design, 3 studies were prospective and the rest were cross-sectional. None of the studies were randomized controlled trials. We found 3 studies that used data from the same OSGs in the Netherlands but had different foci: forum leaders (n=32) [17], all participants (n=528) [18], or compared posters (people who write comments on OSG pages) with lurkers (people who read material without contributing posts; n=109) [19]. Moreover, 2 studies used the discourse of the same 20 members from 4 arthritis-related OSGs in the United States [20,21], and a third study by the same authors examined 1960 posts from the same 4 OSGs [22].

Study Quality

Quality Assessment of Qualitative studies

Of the 20 included studies, 13 included a qualitative component. On average, studies met 7.4 (out of 10) CASP items. Most did not articulate how interviewer perspectives may have influenced their findings. One study met 3 of the 10 criteria, implying poor methodological quality and inability to confirm the validity of findings [23]. Multimedia Appendix 2 provides full details of the quality assessment of qualitative studies. A study [24] that described the design and development of an online community without undertaking a formal qualitative evaluation was excluded from the quality assessment.
Table 1. Design, sample size, and aims of included studies.

<table>
<thead>
<tr>
<th>References</th>
<th>Country</th>
<th>Sample size/sample volume</th>
<th>Study aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammerlaan et al [25]</td>
<td>The Netherlands</td>
<td>12 members</td>
<td>To test the feasibility of the Web-based and face-to-face self-management program</td>
</tr>
<tr>
<td>Bright et al [26]</td>
<td>United Kingdom</td>
<td>152 respondents</td>
<td>To identify the characteristics and motivations of Web-based health information seekers accessing the Web-based health community</td>
</tr>
<tr>
<td>Camerini et al [27]</td>
<td>Switzerland</td>
<td>209 respondents</td>
<td>To evaluate the effectiveness of an internet-based patient education intervention</td>
</tr>
<tr>
<td>Hadert and Rodham [28]</td>
<td>United Kingdom</td>
<td>374 members, 1068 posts</td>
<td>To investigate how and why an arthritis Web-based message board was used</td>
</tr>
<tr>
<td>Shigaki et al [29]</td>
<td>United States</td>
<td>30 participants</td>
<td>To evaluate social interactions among individuals with rheumatoid arthritis in an empirically based, cognitive-behavioral, self-management, peer support program delivered in a Web-based format</td>
</tr>
<tr>
<td>Smarr et al [24]</td>
<td>United States</td>
<td>114 members, 448 posts</td>
<td>To describe the Web-based transformation of an empirically validated, clinic-based, self-management program for rheumatoid arthritis</td>
</tr>
<tr>
<td>Smedley et al [30]</td>
<td>United Kingdom</td>
<td>23 members, 223 posts</td>
<td>To explore the experiences of members in a newly launched complex regional pain syndrome discussion forum to examine how support processes become established</td>
</tr>
<tr>
<td>Smedley et al [31]</td>
<td>United Kingdom</td>
<td>59 moderators, 790 posts</td>
<td>To identify and describe the activities performed by Web-based support community moderators</td>
</tr>
<tr>
<td>van Uden-Kraan et al [17]</td>
<td>The Netherlands</td>
<td>32 participants</td>
<td>To explore if, and in which ways, patients feel empowered by participation in OSGs</td>
</tr>
<tr>
<td>van Uden-Kraan et al [32]</td>
<td>The Netherlands</td>
<td>528 respondents</td>
<td>To explore if lurkers in Web-based patient support groups profit to the same extent as posters do</td>
</tr>
<tr>
<td>van Uden-Kraan et al [19]</td>
<td>The Netherlands</td>
<td>1500 posts</td>
<td>To explore the extent to which potential disadvantages actually occur when participating in OSGs</td>
</tr>
<tr>
<td>van Uden-Kraan et al [18]</td>
<td>The Netherlands</td>
<td>528 respondents</td>
<td>To explore the extent to which patients feel empowered by their participation in OSGs and what processes occurring in these groups are related to the empowering outcomes</td>
</tr>
<tr>
<td>van Uden-Kraan et al [23]</td>
<td>The Netherlands</td>
<td>23 Web-masters</td>
<td>To determine the success factors of OSGs for patients and the motives and goals of people who start such groups</td>
</tr>
<tr>
<td>van Uden-Kraan et al [33]</td>
<td>The Netherlands</td>
<td>679 respondents</td>
<td>To explore factors that facilitate or impede engagement in face-to-face and Web-based peer support</td>
</tr>
<tr>
<td>van der Vaart et al [34]</td>
<td>The Netherlands</td>
<td>227 respondents</td>
<td>To examine current disease-related internet use and intentions to use various Web-based support services on a hospital-based interactive health communication app of patients with rheumatic diseases</td>
</tr>
<tr>
<td>Walker [35]</td>
<td>United States</td>
<td>292 posts</td>
<td>To explore how a relatively new medium of a disease-specific Facebook group is used to address needs of people affected by thoracic outlet syndrome</td>
</tr>
<tr>
<td>Willis [21]</td>
<td>United States</td>
<td>5 members, 8231 posts</td>
<td>To understand how patients with arthritis use Web-based health communities to exchange disease-related information to better manage their chronic disease</td>
</tr>
<tr>
<td>Willis [20]</td>
<td>United States</td>
<td>8231 posts</td>
<td>To examine self-efficacy within the computer-mediated communication of 4 Web-based health communities used by people with arthritis</td>
</tr>
<tr>
<td>Willis and Royne [22]</td>
<td>United States</td>
<td>1960 posts</td>
<td>To examine the computer-mediated communication within Web-based health communities for evidence of chronic disease self-management behaviors</td>
</tr>
</tbody>
</table>
To understand how requests for and provisions of informational support by members with different social roles influence members’ continued participation in Web-based health communities.

Xing et al [36] United States Retrospective content analysis and survival analysis 100,000 users, 200,000 user posts To understand how requests for and provisions of informational support by members with different social roles influence members’ continued participation in Web-based health communities

References

Study aim

Country

Study design

Sample size/sample volume

aOrigin of online support groups when they are multinational.

bOSG: online support group.

**Quality Assessment of Quantitative Studies**

Of the 20 included studies, 10 included a quantitative component (Multimedia Appendix 3). Overall, 7 studies were rated as low risk of bias [22,27-33], and 3 studies were rated as moderate risk of bias [18,29]. Of the studies with a moderate risk of bias, 2 used multiple outcome measures to describe or quantify a single variable or concept, subsequently performing multiple analyses on a single research question [18,19].

**Design Features of Online Support Groups**

Characteristics of the design and features of the OSGs are described in Tables 1 and 2. Of the 20 studies, 13 (65%) used platforms that were publicly accessible, 7 (36%) [24,26,34] were private platforms designed specifically for the study, and 1 study (15%) did not report the type of platform [33]. The most common type of platform was a purpose-built website (13/20, 65%). English language platforms were used by 52% (11/20) studies [20-22,24,26,28-31,35,36], whereas 42% (8/20) studies used Dutch platforms [17-19,23,25,32-34] and 1 study used an Italian platform [27]. There were 6 studies [21,24,25,28,30,31] that reported the number of OSG members, which ranged from 12 to 374 people (Table 1). The number of posts examined for content was reported by 10 studies [20-22,24,28,30-32,35,36], ranging from 223 to 200,000 (Table 1). The average duration of membership for the platforms ranged from 4 weeks to 6 years.

Moderation of the OSG was used in 6 studies [23-25,30-32] (Table 2). Moderators were participants with musculoskeletal disorders (4 studies) [23,25,31,32], health professionals (1 study) [24], and organizers or administrators (1 study) [30]. The type of moderation consisted of supportive tasks, sharing experiences, facilitating information sharing, making announcements, administrative tasks (eg, removal of disadvantaged posts, monitoring members’ activity, and maintaining the rules of the OSG), and leading group activities (eg, chat and discussion forums).
## Table 2. Description of online support groups included for review.

<table>
<thead>
<tr>
<th>References</th>
<th>Target population</th>
<th>Type of platform</th>
<th>Duration of OSGa</th>
<th>Language</th>
<th>Frequency of posts</th>
<th>Presence/source of moderation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammerlaan et al [25]</td>
<td>Young adults (age 16-25 years) with arthritis</td>
<td>Private website; planned weekly chat group (90 min)</td>
<td>6 weeks</td>
<td>Dutch</td>
<td>NRb</td>
<td>Yes/peer</td>
</tr>
<tr>
<td>Bright et al [26]</td>
<td>Adults with knee problems</td>
<td>Private website KNEE-guru</td>
<td>1 month</td>
<td>English</td>
<td>NR</td>
<td>No</td>
</tr>
<tr>
<td>Camerini et al [27]</td>
<td>Adults with FMSc</td>
<td>Private website; also included video and textual material on coping</td>
<td>Mean 167 days (SD 67.6)</td>
<td>Italian</td>
<td>NR</td>
<td>No</td>
</tr>
<tr>
<td>Hadert and Rodham [28]</td>
<td>Adults with arthritis</td>
<td>Public website</td>
<td>3 months</td>
<td>English</td>
<td>NR</td>
<td>No</td>
</tr>
<tr>
<td>Shigaki et al [29]</td>
<td>Adults with RAd</td>
<td>Private website with multiple shared resources (eg, education material and audio files)</td>
<td>Average of 10 weeks</td>
<td>English</td>
<td>NR</td>
<td>Yes/health professional</td>
</tr>
<tr>
<td>Smarr et al [30]</td>
<td>Adults with CRPSe</td>
<td>4 private forums</td>
<td>6 months</td>
<td>English</td>
<td>17=low frequency postersf (average 9.5 posts); 6=high-frequency posters</td>
<td>Yes/peer</td>
</tr>
<tr>
<td>Smedley et al [31]</td>
<td>Adults with arthritis, CRPS, Crohn disease, depression, Huntington disease, and diabetes</td>
<td>6 public discussion forums</td>
<td>NR</td>
<td>English</td>
<td>15 posts per modera- tor</td>
<td>Yes/peer</td>
</tr>
<tr>
<td>van Uden-Kraan et al [17]</td>
<td>Adults with arthritis, FMS, or breast cancer</td>
<td>9 public websites</td>
<td>NR</td>
<td>Dutch</td>
<td>Posters &gt;1/day=140; 1/day=121; &gt;1/week=96; 1/week=31; 1/month=6; and &lt;1/month=6</td>
<td>No</td>
</tr>
<tr>
<td>van Uden-Kraan et al [32]</td>
<td>Adults with arthritis, FMS, or breast cancer</td>
<td>8 public websites</td>
<td>1 year (range 0-6 years)</td>
<td>Dutch</td>
<td>Minimum=1/day</td>
<td>Yes/peer</td>
</tr>
<tr>
<td>van Uden-Kraan et al [19]</td>
<td>Adults with arthritis, FMS, or breast cancer</td>
<td>8 public websites</td>
<td>3 months</td>
<td>Dutch</td>
<td>1 or 2 messages</td>
<td>No</td>
</tr>
<tr>
<td>van Uden-Kraan et al [18]</td>
<td>Adults with arthritis, FMS, or breast cancer</td>
<td>Public websites</td>
<td>Up to 2.5 years</td>
<td>Dutch</td>
<td>Posters &gt;1/day=146; 1/day=139; &gt;1/week=124; 1/week=50; 1/month=13; and &lt;1/month=13</td>
<td>No</td>
</tr>
<tr>
<td>van Uden-Kraan et al [23]</td>
<td>Adults with arthritis, FMS, or breast cancer</td>
<td>10 Public websites, 13 private websites, 18 stand-alone (not embedded in organization website/forum) OSGs, and 5 patient advocacy websites</td>
<td>NR</td>
<td>Dutch</td>
<td>Ranged from a few messages per week to hundreds of messages daily</td>
<td>Yes</td>
</tr>
<tr>
<td>van der Vaart et al [34]</td>
<td>Individuals with rheumatic diagnosis</td>
<td>Private app</td>
<td>NR</td>
<td>Dutch</td>
<td>NR</td>
<td>No</td>
</tr>
<tr>
<td>Walker [35]</td>
<td>Adults with thoracic outlet syndrome</td>
<td>Public; hosted on Facebook</td>
<td>7 months</td>
<td>English</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Willis [21]</td>
<td>Adults with arthritis</td>
<td>4 public websites</td>
<td>NR</td>
<td>English</td>
<td>Once every 4 days</td>
<td>No</td>
</tr>
<tr>
<td>Willis [20]</td>
<td>Adults with arthritis</td>
<td>4 public websites</td>
<td>NR</td>
<td>English</td>
<td>Only high-frequency posters participated</td>
<td>No</td>
</tr>
</tbody>
</table>
Characteristics of Individuals Involved in Online Support Groups

Participant characteristics were reported to varying degrees of detail across studies (Table 3). Participants' age was reported in 8 studies [20,25-27,29,30,33,34], which ranged from 18 to 83 years. Of the 1370 participants in the 8 studies reporting gender [20,25-27,29,30,33,34], 1092 (80%) were female. Education history was reported in 6 studies [25-27,29,33,34]. Of the 1252 participants accounted for, 499 (39%) had a maximum of low-tier education, but this category was not defined by the studies' authors. Occupational status was reported in 3 studies [26,33], accounting for 1068 participants, of which 643 (60%) were unemployed. Relationship status was reported in 4 studies [26,29,33,34], with 836 of 1071 (78%) participants being married or cohabiting. All studies stated their disorder of interest. The most commonly encountered musculoskeletal disorders were unspecified types of arthritis [17-23,25,28,32,33] and fibromyalgia [17-19,23,25,27,32,36]. Moreover, 5 studies examined individuals with rheumatoid arthritis [24,25,29,33,34], and 2 studies each investigated rheumatic disease [28,34], chronic regional pain syndrome [30,31], and spondyloarthropathy [25,28].

Not all participants in each of the OSGs had a musculoskeletal problem (Table 3). Of the 15 studies that identified the roles of OSG members, 2 studies identified that health professionals were included in the group [24,32], and 3 studies included family members or acquaintances of people with the disorder [23,32,35]. Within groups of patient members, 3 studies identified that members could either be participants (n=292) or moderators or peer leaders (n=66) [25,31,32], and 2 studies separated members into active posters (core members) (n=460) or lurkers (peripheral members) (n=9429) [19,36]. Peripheral members were noted to post significantly less frequently (mean 9.9 posts, SD 21.6) than core members (mean 393.5 posts, SD 372.9) [36], and lurkers, as by definition, did not post at all [19].
<table>
<thead>
<tr>
<th>References</th>
<th>Age (years), mean range or SD</th>
<th>Gender (female/male)</th>
<th>Education levels</th>
<th>Occupation</th>
<th>Marital status</th>
<th>Motivation for joining</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammerlaan et al [25]</td>
<td>22 (range: 17-25)</td>
<td>9/1</td>
<td>Vocational training: 1; advanced vocational training: 7; college/university: 2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bright et al [26]</td>
<td>40.1</td>
<td>93/59</td>
<td>Higher education qualifications: 114</td>
<td>Employed: 87; unemployed: 65</td>
<td>Cohabiting: 104</td>
<td>Emotional support (clarity regarding advice and treatments), social support (sharing experiences and information), and condition support (achieving a sense of authority)</td>
</tr>
<tr>
<td>Camerini et al [27]</td>
<td>49 (range: 25-74)</td>
<td>199/10</td>
<td>8 years of schooling: 36; high school/university: 163; not reported: 10</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hadert and Rodham [28]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Needing to be believed, information exchange, sharing support, and sharing emotions</td>
</tr>
<tr>
<td>Shigaki et al [36]</td>
<td>49.4 (range: 30.1-68.5)</td>
<td>28/2</td>
<td>Mean years of education: 15 (range: 12-20) years</td>
<td>N/A</td>
<td>Married: 19</td>
<td>N/A</td>
</tr>
<tr>
<td>Smarr et al [24]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Smedley et al [30]</td>
<td>36.6 (range: 20-54)</td>
<td>18/5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Smedley et al [31]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>van Uden-Kraan et al [17]</td>
<td>43 (range: 21-75)</td>
<td>30/2</td>
<td>Lower: 5; medium: 14; high: 13</td>
<td>Unemployed/unable to work: 25; employed: 7</td>
<td>Married/cohabiting: 26; not married: 6</td>
<td>N/A</td>
</tr>
<tr>
<td>van Uden-Kraan et al [32]</td>
<td>Posters:— 43 (SD 10.4); lurkers: 47 (SD 9.9)</td>
<td>Posters—lower: 129; medium: 170; high: 111; lurkers—lower: 42; medium: 43; high: 24</td>
<td>Posters—working &gt;20 hours: 128; working ≤20 hours: 54; unemployed: 234; lurkers—working &gt;20 hours: 39; working ≤20 hours: 11; unemployed: 59</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>van Uden-Kraan et al [19]</td>
<td>38 (range: 21-65)</td>
<td>293/29; unknown: 25</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>van Uden-Kraan et al [18]</td>
<td>44 (range: 17-75)</td>
<td>494/34</td>
<td>Lower: 171; medium: 213; high: 135</td>
<td>Working ≥20 hours: 167; working ≤20 hours: 65; unemployed: 293</td>
<td>In a relationship: 415; single: 113</td>
<td>N/A</td>
</tr>
<tr>
<td>van Uden-Kraan et al [23]</td>
<td>46 (range: 24-65)</td>
<td>20/3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>van Uden-Kraan et al [33]</td>
<td>54 (range: 18-75)</td>
<td>571/106</td>
<td>Lower: 404; medium: 176; high: 94</td>
<td>Employed: 212; unemployed: 447</td>
<td>Married/cohabiting: 530; single: 128</td>
<td>Improve mental health and past behaviors with support groups</td>
</tr>
<tr>
<td>van der Vaart et al [35]</td>
<td>52 (SD 11)</td>
<td>143/84</td>
<td>Lower: 61; average: 116; high: 46; unknown: 4</td>
<td>Employed: 119; unemployed: 106</td>
<td>Married/cohabiting: 183; single: 42; unknown: 2</td>
<td>Poor mental health and improving health literacy</td>
</tr>
<tr>
<td>Walker [35]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Willis [21]</td>
<td>Range: 21-83</td>
<td>15/5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Willis [20]</td>
<td>Range: 21-83</td>
<td>15/5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Effectiveness of Online Support Groups

Overall, 10 studies reported on measures of effectiveness from OSGs [17-22,25,27,29,30]. Effectiveness was conceptualized as the development of patient empowerment [17-19], social support [25,29,30], self-management processes [20,22,27], and health literacy [21,27]. In evaluating effectiveness, none of the studies considered clinical domains (eg, pain or physical function; Multimedia Appendix 4).

Themes and processes of developing social activity, empowerment, self-management, and health literacy were explored by 4 studies using qualitative study designs [17,20,29], by 5 studies using quantitative designs [18,19,22,27,30], and by 1 study using mixed method [25]. Using semistructured interviews with 32 OSG users with arthritis, fibromyalgia, or breast cancer, van Uden-Kraan et al [17] concluded that patient empowerment was achieved by (1) being better informed, (2) feeling more confident, (3) increasing social well-being and enhanced self-esteem, and (4) acceptance and coping with chronic disease. Information and support were also found to be important themes for developing self-management and social support. Moreover, 2 studies reported that approximately one-third of all user posts contained these themes [21,30].

Sharing personal and disease experiences, particularly from disease veterans, was important in the development of a social activity, self-management plans, and improving health literacy [20,25]. This frequently included posts on drug management (29.3%) and symptom management (22.7%) [22]. Other common themes in these latter 3 effectiveness domains were seeking emotional support, positive feedback, and reinforcement from the community [20,21,25,30] (Multimedia Appendix 4).

When quantifying the effectiveness of OSG participation, participants with arthritis aged 25 years or younger reported high levels (mean 8.4, range: 6-10) of satisfaction with goal attainment, using a 10-point numerical rating scale [25]. However, a survey of 528 individuals with fibromyalgia, arthritis, and breast cancer indicated that they were neutral or in agreement (scores of 3-4 on a 5-point Likert scale) with their achievement of (1) being better informed, (2) enhancing social well-being, and (3) improving illness acceptance as a result of their participation in an OSG [18]. Further exploration of these findings revealed that people who were more engaged, evidenced by visiting the site more frequently or making more posts, experienced greater gains in health literacy, self-esteem, and self-management than those who made fewer posts or lurked [19,27] (Multimedia Appendix 4). Willis and Royne [22] reported that improvements in mobility, flexibility, pain, and energy were among the most frequently reported benefits of participation across 4 arthritis OSGs; however, they also reported significant differences between OSGs, suggesting that the perceived benefits may be specific to a group. Multimedia Appendix 4 summarizes all measures used to investigate the effectiveness of OSGs.

Implementation Strategies to Deliver Online Support Groups

Overall, 7 studies [22,36] reported on the strategies used to implement OSGs. Groups tended to be either self-initiated by an individual sufferer of the disorder or by official consumer associations [32]. The latter were embedded within pre-existing websites containing health information, being either open access or available to subscribed members only [23]. We found 2 studies that used relevant stakeholders such as program moderators and/or patients in the development and testing of their OSG [24,25] and for its delivery [25].

One study reported that a key component of OSGs was to continually promote the group and keep it alive, which took considerable time and energy [23]. Strategies to do this included moderation, augmented learning, or a small core group of individuals who posted more frequently than more peripheral users. Moderating a group took approximately 10 to 15 hours per week (unspecified group size), which was often perceived by individual moderators as onerous [23]. In addition to moderation, 2 OSGs augmented learning by scheduling weekly group chats or setting homework tasks that centered around predetermined themes [24,25].

Member engagement, or staying in the OSG, was significantly associated with starting or contributing to threads and requesting information. Xing et al [36] reported that OSG members who start or contribute to threads 1 SD more frequently than average (range: 222 posts to 373 posts depending on group roles) were 20% more likely to stay engaged with the community. Similarly, OSG members who requested information 1 SD more frequently than average (approximately 16 information requests) were 29.3% more likely to remain in the group. Responding to questions or information requests also influenced member engagement. Posted questions generally received an answer within 24 hours, though a small number (15%) of questions received no answer at all [37]. If an information request was responded to by someone other than a core group member (ie, a peripheral group member), the person who made the request was 11.4% more likely to leave the group [36].

<table>
<thead>
<tr>
<th>References</th>
<th>Age (years), mean (range or SD)</th>
<th>Gender (female/male)</th>
<th>Education levels</th>
<th>Occupation</th>
<th>Marital status</th>
<th>Motivation for joining</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willis and Royne [22]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Xing et al [36]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Note: N/A: not applicable.
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OSG implementation were that the discussion posts contained casual chitchat [32], and some OSGs had become social clubs rather than a place to exchange information and share experience [23].

Discussion

Principal Findings

This systematic review has revealed that the design features and implementation strategies used by peer-to-peer OSGs for people with chronic musculoskeletal disorders vary widely. People across a broad demographic spectrum access OSGs; some people chose to post actively, whereas others take a passive approach. Self-efficacy, health literacy, and empowerment are the constructs most commonly explored in studies investigating the effectiveness of musculoskeletal-focused OSGs. Overall, the findings stimulate discussion around optimal design and implementation of OSGs as well as how their effectiveness might best be measured. These topics are recommended for future investigation, particularly for people with chronic musculoskeletal disorders.

Comparison With Prior Work

For individuals with chronic musculoskeletal disorders, accessibility to OSGs is not influenced by whether the group is publicly or privately hosted. On the basis of the available literature, this also seems to be the case for OSGs focused on individuals with opioid addiction [38], depression [37], and asthma [39]. The majority of OSGs included in this review were hosted on public platforms. Previously, issues regarding privacy and security offered to users of public platforms have been raised [40]. A study of Facebook users comparing the amount and type of information disclosed on public and private Facebook groups indicates that private groups may be preferred, especially by people with social anxiety, because of the perception of greater control over who people are communicating with as well as greater trust and security of their information [41]. Our findings suggest that privacy and security were not barriers to participation in OSGs for people with chronic musculoskeletal disorders, and they did not influence the themes of information being shared. This may, however, have been because of the majority of group members also having the focus disorder, rather than the wider social network found on Facebook; the prevalence of the disorders within the general community; or the similarity in characteristics between group members (ie, primarily females who were not currently working). It appears that for people with chronic musculoskeletal disorders, the internet provides acceptable accessible sources of peer support for individuals seeking it, regardless of the hosting platform.

When examining the characteristics of OSG members included in this review, the majority of musculoskeletal-focused OSG members were female, not currently in full-time employment, and cohabitating or married. There is a significant association between exhibiting a preference for Web-based communication and the duration of internet usage [42]. Web-based communication is one way for people who are not working full time to maintain social activity when their peers and partners are not present. An explanation for the higher proportion of females in OSGs could be that although men use the internet more, women have been faster to adopt and are more frequent users of social networking and Web-based chat programs [43]. Furthermore, arthritis and fibromyalgia, the musculoskeletal disorders most commonly encountered in this review, are more common in females [44,45]. Another factor explaining lower male representation may be the perceived stigmatization of men sharing disease experiences on the Web [46]. Increasing representation of men in OSGs may be one way to improve self-management of disorders such as low back pain, the leading cause of years lived with disability for males since 1990 [2].

In evaluating OSG effectiveness, this review found that studies focused on constructs such as empowerment, self-efficacy, confidence, social support, and knowledge. These outcomes are consistent with those reported across multiple OSGs [47]. However, the lack of randomized controlled trials means that no causal inference can be established regarding OSG participation and change in these constructs. Self-efficacy has been identified as a foundation of chronic disease self-management [48], and multiple cohorts and observational studies of nonmusculoskeletal disorders have reported significant positive effects on self-efficacy following participation in OSGs and peer mentoring [40,47,49,50]. Findings from this review suggest that the extent to which OSG participation results in individuals with chronic musculoskeletal disorders feeling informed, confident, accepting of their disease is limited [18,19]. Furthermore, individuals who lurked, or did not actively post to OSGs, scored lower in the constructs of social well-being and self-esteem than active posters [19]. Although the direction of this relationship cannot be determined (active participation in OSGs leading to higher levels of social well-being and self-esteem, or vice versa), these results suggest that the type of participation may have a mediating effect. This has important implications for the implementation of future OSGs, as it appears that efforts must be made to engage individuals actively to contribute to posts, share stories, or ask questions [40].

One potential implementation method to promote active posting among OSG participants is the presence of a professional moderator [51]. Less than one-third of the studies included in this review reported the presence of a moderator. Of these moderators, the majority were peers who had the focus disorder. Although there does not appear to be a difference in OSG effectiveness irrespective of whether the moderator is a peer or health professional [40,51], Young et al [38] observed high attrition rates among peer moderators themselves. The time burden and onerous tasks involved in peer moderation may be one reason for this. Furthermore, when OSG member queries are not responded by peer moderators or leaders, general group attrition increased [36]. A previous review of OSGs [47] identified that attrition rates are lower with professional moderators. As such, having health professionals as moderators may be one way to address attrition rates and engagement. Health professional involvement may also help alleviate some of the time burden associated with moderating and administration for the group.

Additional implementation strategies that were investigated by studies included in this review were pretesting of OSGs before
wider release, embedding the OSG in familiar websites, and scheduling weekly events or homework. No study investigated or reported the effectiveness of these strategies. Having identified these implementation strategies, a recommended topic for future research would be comparing the success of such implementation strategies with respect to consumer engagement and efficacy.

Limitations
There are limitations that need to be considered when interpreting the findings of this review. The main limitation is that the health disorders of interest in several included studies were diverse, and in some cases, it was not possible to identify which data came from individuals with musculoskeletal disorders. There were 6 studies [17-19,23,31,32], primarily from a single research group, where data from individuals with musculoskeletal disorders could not always be distinguished from those with other chronic disorders. People with musculoskeletal disorders account for the majority of participants included in our data synthesis. Second, several included studies reported on the same group of OSGs. Although each of these studies explored different aspects of OSGs, the smaller overall sample limits generalizability. Third, many of the studies investigating the content of OSG posts only reported a summary of the most frequently occurring topics. As the general posting rate was low, this would overrepresent the attitudes and beliefs of individuals who were more actively engaged with the group. Fourth, all studies also focused on individuals who were already members of OSGs and often collected cross-sectional data, so it is impossible to determine change or development in outcomes over time. As such, it is difficult to attribute attitudes and beliefs regarding empowerment and self-efficacy to participation in OSGs or whether these were views formed before participating. Finally, as the focus of effectiveness evaluation was on attitudes and beliefs rather than health outcomes, the impact that OSGs have on clinical features and symptoms of musculoskeletal disorders could not be evaluated.

Conclusions
OSGs provide an opportunity for individuals with musculoskeletal disorders to support one another through the sharing of knowledge and experiences. Across the diverse range of designs, languages, included features, and delivery platforms, OSGs attract participation from people of all ages and education levels, although predominantly females. The level to which group members participate appears to be related to their perceived benefit in health literacy and empowerment. However, the lack of control groups in studies means that direct inferences cannot be assessed or established. Participation may be increased by strategies such as moderation or input by a health professional or expert peers, homework tasks, and scheduled weekly chats. Whether these strategies are effective requires further investigation.
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Abstract

Background: Many comprehensive cancer centers incorporate tumor documentation software supplying structured information from the associated centers’ oncology patients for internal and external audit purposes. However, much of the documentation data included in these systems often remain unused and unknown by most of the clinicians at the sites.

Objective: To improve access to such data for analytical purposes, a prerollout of an analysis layer based on the business intelligence software QlikView was implemented. This software allows for the real-time analysis and inspection of oncology-related data. The system is meant to increase access to the data while simultaneously providing tools for user-friendly real-time analytics.

Methods: The system combines in-memory capabilities (based on QlikView software) with innovative techniques that compress the complexity of the data, consequently improving its readability as well as its accessibility for designated end users. Aside from the technical and conceptual components, the software’s implementation necessitated a complex system of permission and governance.

Results: A continuously running system including daily updates with a user-friendly Web interface and real-time usage was established. This paper introduces its main components and major design ideas. A commented video summarizing and presenting the work can be found within the Multimedia Appendix.

Conclusions: The system has been well-received by a focus group of physicians within an initial prerollout. Aside from improving data transparency, the system’s main benefits are its quality and process control capabilities, knowledge discovery, and hypothesis generation. Limitations such as run time, governance, or misinterpretation of data are considered.

(J Med Internet Res 2020;22(4):e16533) doi:10.2196/16533
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Introduction

In recent years, hospitals have been gradually transitioning from paper-based toward electronic documentation systems. The ongoing digitalization of routine data often results in the creation of large and comprehensive datasets, which can, under the right circumstances, open doors to further analysis and research [1,2]. These datasets are often considered to be “big data”, not always due to their size but also due to their complexity. Therefore, analysis of such large datasets, especially in cases of secondary use, is most often the biggest challenge [3-6]. Hence, a solution for managing and extracting the knowledge hidden in the raw data in a meaningful way for all potential end users is necessary [7]. Importantly, without proper tools and methods, interest in the data can decline and a dataset’s potential information content can remain unused and obscure. In general, standard statistical tools can be applied to tackle and analyze previously defined problems. However, smart business intelligence platforms such as Microsoft BI [8], QlikView [9], or, in a broader sense, SAP Hana [10] can allow for spontaneous and quick analysis of the data, and can therefore accelerate response time as well as facilitate response efforts. In 2012, a novel technology was introduced that utilizes such systems, termed “in-memory database.” This technology allows for the swift handling of data without investing too much effort in data preparation in contrast to online analytical processing systems [11-13]. Aside from alleviating daily tasks, allowing users to immediately dive into data further offers transparency, and can thus support knowledge discovery, hypothesis generation, and translational research [14,15]. Therefore, we decided to create a system utilizing an in-memory database based on the software QlikView.

The development was tested within a focus group of 10 physicians at the University Hospital of the Ludwig-Maximilians-University (LMU) in Munich. The system was set up together with its partnering site, the University Hospital of the Technical University Munich, Rechts der Isar, with both sites sharing the Cancer Retrieval Evaluation and Documentation System (CREDOS) as their local tumor documentation system. These systems allow the institutes to compile and track most oncology-relevant data [16], including specific information about diagnoses (eg, grading or histology), therapies, and follow up for most oncology patients that were treated in the centers. In total, the database contains more than 1000 attributes about the patients themselves, their medical history, and tumor descriptives. The software is suitable for not only a specific tumor site but also for all solid and nonsolid tumors, resulting in a large, complex, and comprehensive oncology database. The software was established at the local sites in 2010 and now includes most tumor entities. By the end of 2018, the databases contained detailed information for more than 20,000 patients at each site.

The primary purpose of the database is to measure specific key performance indicators such as summarizing the number of cancer cases of a specific organ, which thus serve as indicators of the eligibility of the sites to become, or remain, a certified center according to the German ONKOZEIT guidelines [17]. Gathering and maintaining all of the necessary information is not a trivial task and requires resources. Therefore, collecting data solely for the purpose of certifying the centers might not be worth the effort. Consequently, to increase the usability of these big datasets so that they may be harvested for further purposes, we created an analysis layer that provides visual access to this complex dataset and offers easy-to-use tools, which allow end users to immerse into, and analyze, the data.

The analysis layer was recently (October 2018) rolled out and tested within the previously mentioned focus group at the Comprehensive Cancer Center Munich (CCCM)-LMU site. We refer to this analysis platform as the Munich Online Comprehensive Cancer Analysis platform (MOCCA). This paper describes how the system was rolled out at our site and explains the major components of this analysis platform, and should thus serve as an inspiration for other institutions interested in making their data more accessible and transparent. Focusing on how to manage and organize large sets of oncology-related data, we present a variety of innovative ideas in terms of browsing, handling, and visualizing large cohorts of medical data, while addressing challenges that arose during the development.

Methods

Administrative Arrangements

To provide general access to the data, the first step was to set up a server within the clinical intranet, which continuously runs an instance of the QlikView Enterprise Edition. The administrative user interface of the Enterprise Edition allows for data loading routines. Thus, a daily routine was established and implemented, which imports the whole CREDOS dataset into the MOCCA system. QlikView was chosen because it comes with a toolbox, enabling the construction of the contents that can be saved within a proprietary data container (*.qvw file) [9]. The toolbox also offers an intuitive user interface and its own scripting (partly Structured Query Language-based) and data-handling language. The program files themselves can not only be viewed within the developer toolbox but can also automatically be transformed into a fully functioning website and Web view [18]. Thus, the developer does not have to create an HTML framework or any other Web content, but can rather concentrate on the contents’ objects themselves (eg, tables, graphs). End users can then comfortably access the resulting Web view via the URL and a Web browser without installing any additional software.

To control the Web access, we set up a connection to the hospital’s active directory using a lightweight directory access protocol (LDAP) [19]. Consequently, users are required to register with their hospital intranet login to view the contents but do not have to create new accounts or passwords. To conform with laws of privacy protection as well as issues of governance, users can only view contents that they are allowed to see according to the hospital’s policy. This assures that not every user who has access to the intranet can arbitrarily access the MOCCA platform. Instead, a user has to possess a single user license, which is a technical requirement before entering the platform. Detailed information about the permission system is described in the Permission System section below.
Embedding the Tumor Documentation Data

The next major step involved in setting up the platform was the conversion of the CREDOS data model into a new QlikView data model. This involved interconnecting all tables by common, unique identifiers, similar to a standard relational database. We tried to stick as closely to the original data model of CREDOS as possible, and only incorporated changes when needed. When completed, this step enabled the system to fully unveil the in-memory database capabilities after loading the data. At this point, an end user can select, via a mouse click, a specific data field within the Web view (e.g., male or female within the gender field). After selecting the relevant data field, all other data tables react in real time and restrict the contents to the selected cohort. In this way, it is possible, in a matter of seconds, to create different data cohorts constricted by arbitrary filters. Most normal business intelligence or query systems offer query interfaces where different filters can be applied. However, this interface is not necessary in QlikView since all data tables and fields displayed within the Web view can directly be used as a cohort filter. QlikView offers an additional functionality through which it shows the data model. A current view of the data model in our latest release is shown in Figure 1, which highlights the complexity of what is involved in this seemingly “simple” step.

Figure 1. Screenshot of the current data model illustrating its complexity. The tables are framed in blue, displaying all of their included fields. The tables are linked via specifically chosen key attributes (e.g., patient, tumor, or document ID).

Creating the Analytics Frontend

As mentioned above, the CREDOS data model is complex, comprising more than 1000 individual data fields, which themselves can have hundreds of different data values (e.g., the data field diagnosis can have hundreds of different International Statistical Classification of Diseases and Related Health Problems [ICD]-10 codes [20]). As our main aim was to make this platform accessible for clinicians, innovative ideas on how to manage this large degree of complexity in an accessible and useful manner were necessary. We therefore structured the analysis tool into six data-related categories with their respective subcategories, which are listed in Textbox 1.
Textbox 1. Data-related categories and structure of the analysis tool.

- First assessment
  - Diagnosis
  - TNM (tumor-node-metastasis; important tumor staging system)
  - Classifications

- Patient-based/related data
  - Cohort view
  - Single patient view

- Therapies
  - General information
  - Operations
  - Systemic therapies
  - Radiation

- Progression (follow up)

- Trial metadata

- Survival

For most categories (including subcategories), we implemented detailed and comprehensive views, including embedded tools that enable easily browsing and visualizing category-specific contents. The views were designed as different tabs, analogous to a standard website navigation bar (see Multimedia Appendix 1). Although extensive contents were created for most of these categories and subsequently included in the first version of the platform, the single patient view, as well as the trial metadata view, remain in a conceptual stage and have therefore been deactivated for the first release.

For each of the remaining categories shown in Textbox 1, our goal was to fill all related data attributes into a QlikView tab, which takes up one screen (optimized for a 1680 × 1050-pixel screen resolution). Owing to the overwhelming amount of data attributes, loading the tabs with data tables would have exhausted the pixel space within the tabs multiple times. Thus, to overcome the complexity of storing a lot of information within a small space while simultaneously ensuring that it appears in an easily comprehensible manner, we enabled the end user to hide or display specific data objects such as tables or graphs by utilizing variables, which are themselves controllable (eg, by buttons) within the front end.

As shown in Figure 2, 18 buttons are displayed, which refer to 18 different data attributes related to the first diagnosis of a patient (eg, "vital status," "histology," or "side of tumor"). By clicking these buttons, a table showing the selected contents of these data fields as well as a corresponding graph are displayed. Although it would be possible to show the tables of all 18 attributes at the same time, we believe it makes more sense to provide control to the end users as to what they want to focus on. This results in a dramatic reduction in complexity of onscreen contents since most of the data are hidden at most times, and because users have an easier time reading the data they feel is relevant. This technique has been applied not only for this example but also for numerous contents within the entire platform. Figure 2 also illustrates how we utilized extensive numbers of easily readable charts to increase the end users’ experience by data visualization. As most data are interconnected within the data model, the integrated in-memory database allows the user to click in any chart directly, and instantly alters all other graphical objects and tables within the platform accordingly.
Figure 2. The image (screen language in German) displays two different selections within the first assessment (diagnosis) view. By simply clicking on different buttons, in this case “tumor location/side” in (a) and “discussion of a chosen case within a tumor board” in (b), it is possible to specifically select and examine the number of cancer cases with the chosen feature (in the chart stratified by date of diagnosis).

With regard to the graphical objects, in addition to reactive standard descriptive techniques such as bar charts or pie charts, we used a QlikView add-on (svgReader) [21], which allowed us to incorporate vector graphics and to color code them according to the selected data cohorts as well as underlying formulas such as relative abundance. Therefore, we were able to create innovative and interactive modules that increased the usability, readability, and interest of the data contents. For example, we created scalable vector graphics (SVGs) for the geographic locations of patients, a three-layer organ map including all oncology-relevant ICD-10 diagnosis codes, a map displaying the spread of metastases, and a two-layer map showcasing the areas of radiation. Within the three-layer organ map, we specifically combined the SVG map technique with the content-hiding technique described above.

Figure 3 shows the first level of this three-level organ map. When a user clicks on a component (ie, an organ group) they switch to the specific ICD-10 group, which also sets a selection filter to this group for the whole platform. Accordingly, the image changes from the first layer to the chosen ICD-10 group. From this second layer of detail, the user can select a single organ (third layer), which then displays the components of the organ. The segments of the graphics are colored according to the relative abundance of tumor cases; for example, Figure 3 layer 1 shows that gastrointestinal tumors were predominantly treated (or rather documented) at our hospital. In general, for all of these maps, a more saturated color indicates a higher degree of documentation (linear in proportion to the data). In other words, if an organ consisted of two segments and only one segment had 100 documented cases while the other segment only had 50 documented cases within the system, the first segment would be fully color-saturated (100% on the red scale), while the other segment would only be color-saturated by 50%.
Figure 3. SVG-based organ map. Based on the diagnosis code (ICD-10), the map displays the relative amount of documented cases to each other as well as selected (via mouse clicks) ICD-10 groups (layer 2), or even specific organs (layer 3). In this example, the gastrointestinal subgroup had been selected by clicking within layer 1 (C15-C26), followed by clicking on the liver within layer 2, thereby restricting the cohort within module to C22* (liver) and displaying the relative abundance of affected segments within the liver (layer 3). A fully saturated color indicates the most commonly documented segments within the SVG, whereas lower levels of saturation linearly correspond to the amount of documentation for the associated segments. SVG: scalable vector graphic; ICD-10: International Statistical Classification of Diseases and Related Health Problems-10.

Next, we created two more complex, integrated modules. The first module displays therapy timelines and the second focuses on survival. The survival module and its implementation were previously presented at the International Conference on Informatics, Management, and Technology in Healthcare 2019 [22]. In terms of visualizing the sequential flow of therapies, it is possible to display, on a time axis, the median start time after diagnosis of specific therapies (eg, first radiation or surgery) of a chosen patient cohort. This provides an overview of typical patterns, and is meant to create scientific interest, while providing general information about the chosen cohort and how the patients were treated. Figure 4 shows an example of such a pattern for a selected cohort, where most patients typically started out with a surgery, followed by a drug therapy in some cases (59 days), and concluded by radiotherapy (109 days). Similar to all contents within the system, this module reacts to any frontend selections (clicks) and changes the pattern according to the chosen cohort within seconds.
Figure 4. Median start at which a tumor of a chosen cohort has been treated with a specific therapy. The x-axis shows the time (in days), while the y-axis displays how many tumors have been treated in this cohort. In this example, for a cohort of 607 tumors, 563 have been treated with surgery (median after zero days), 116 with drug therapy (median after 59 days), and 73 with radiotherapy (median after 109 days).

Permission System

As mentioned above, when granting access to the platform, we had to conform to European as well as to local Bavarian laws of privacy protection [23,24]. First, data access in the initial release of this platform had to be restricted to administrators as well as local clinicians. Giving access to external scientists or partners is currently not planned, as full anonymization of data, which would be required in such a case, does not seem feasible [23]. Technically, we utilized QlikView’s capability to lock specific data field selections within a module on a per-user basis [25].

The Bavarian Law of Hospitals (Bayerisches Krankenhausgesetz (BayKRG) Art 27– Datenschutz (4)) served as the legal basis of our permission system [24]. This law states that physicians within a hospital are allowed to work with patient data (even in terms of research and without given consent) as long as they were involved in the process of care of that patient. According to the law, the physicians themselves are allowed to grant data access to other clinicians within the hospital as long as the data remain within the hospital. Hence, if a clinician asks for access to the platform, after signing the terms of agreement, we restrict their view to only patients formally in their care (or care unit). This was achieved by restricting the view based on filters within the data fields “organ (ICD-10)” and “treatment center.” As an example, a physician in the field of pulmonology will only be able to view data and cases pertaining to the patients who visited the lung center. This same physician will not be able to view liver tumors, for example, even though both entities exist within our dataset.

This system functions for clinicians working for organ-specific treatment centers (eg, a women’s hospital) or clinicians who are involved in the care of patients suffering from tumors of a specific organ. However, this system does not take into consideration clinicians working in interdisciplinary areas such as radiology. Therefore, we also included the possibility to restrict according to specific types of therapy (radiation, surgery, or drug therapy). Consequently, a radiologist with given permission would only be enabled to view data of patients who had indeed received radiotherapy and had been treated at the radiologist’s center. Hence, our system provides the physicians no additional information than they would normally be allowed.
to access. However, instead of having to sift through the information in all of the individual doctors’ reports, they are now able to directly access the aggregated data extracted from these reports. Hence, QlikView basically facilitates analysis, and helps with visualizing the cohort for which they are already responsible.

Such permission arrangements explain how the system has currently been rolled out and how it has been accepted by the privacy protection commissioner of the hospital. We here turn to describing how the permission system should be extended in the future. According to the Bavarian Law of Hospitals, clinicians are also allowed to share data (eg, for research purposes) within the hospital. This is more of a governance problem and has not yet been implemented within our current system. However, for the sake of scientific progress, clinicians interested in organ-specific data should be allowed to request permission to access relevant data even for cases in which they were not part of the original patient care. Representatives of the organ center would be members of a committee that could initially process such requests. The request will then be referred to a board consisting of the initial committee members along with organ center–independent members of the overarching comprehensive cancer center. If all parties of the committee accept the request, extended data access will be granted. However, extended data access would only be given in a pseudonymized form, since full data access seems only reasonable for clinicians directly involved with a patient’s care.

The permission system, including the not-yet implemented extended data access, is organized via a permission table, which directly controls the contents that may be shown to a given user and within which timeframe. Table 1 provides an extract of our current permission table. In this example, the user “dnasseh” was given access to all patients of the lung tumor center, which all have a diagnosis code of C34. In contrast, the user “sopsch” would be allowed to see all radiated cases. As sopsch would be interested in liver cases as well, after a proposal, a committee would have granted them with extended permissions for liver-related data (C22) in a pseudonymized form (extended permissions are not yet implemented and are in a conceptual status).

Table 1. Example of a permission table for user access.

<table>
<thead>
<tr>
<th>User</th>
<th>Diagnosis (ICD-10)</th>
<th>Center</th>
<th>Radiation</th>
<th>Operation</th>
<th>System-therapy</th>
<th>Pseudo</th>
</tr>
</thead>
<tbody>
<tr>
<td>dnasheh</td>
<td>C34</td>
<td>LTCb</td>
<td>*c</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>sopsch</td>
<td>*</td>
<td>STRd</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>sopsch</td>
<td>C22</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>PSDf</td>
</tr>
</tbody>
</table>

bLTC: lung tumor center.
c* represents a wildcard, meaning the user has full rights to view the contents within this column.
dSTR: radiation.
ePSD: pseudonymized.

Results

We established a platform that is accessible through the clinical intranet via a Web browser and does not require the installation of additional software at the end users’ sites. The data within the platform are updated daily, and provide preprocessed, compact visual access to the vast majority of the CREDOS contents. The platform can only be accessed after a single user license has been acquired. Based on this, the data from cohorts that the users can view are limited by a permission system, which was developed in parallel to the technical implementation. A nonlegal contract describes the rules for licensing and accesses to the platform. Before each login, a disclaimer has to be ticked (see Multimedia Appendix 1).

We structured the contents into six main categories, five of which (first assessment, patient baseline data, therapies, progression, survival) have been included in the first rollout version. To facilitate understanding of this complex system, Multimedia Appendix 1 shows screenshots (with labels translating the contents) of the layout for all of these categories and its included modules. Due to concerns of privacy protection, we blurred sensitive information within these screenshots.

As it is hard to describe the dynamic analytical possibilities of the platform, we provide a 15-minute-long commented video in Multimedia Appendix 2, displaying the real-time assembly of arbitrary data cohorts, dynamic interconnectivity between any data tables or data objects, as well as possibilities of the visual modules and its interaction with the other objects of the platform. This video was compiled to give an accurate impression about what the platform is capable to do.

Discussion

Feedback on the System

One of the major benefits of the MOCCA system is transparency. Until creation of the framework, clinicians themselves did not have the option to directly access aggregated CREDOS data. Instead, they had to assess individual patient records or send a request for help to the local information technology team. This process restricts interest in the data. Hence, for most physicians, the CREDOS dataset is comparable to a black box that is primarily used by documentation clerks and the information technology department. Thus, most clinicians were not aware of the rich contents of the database. The system was rolled out and evaluated at one of the partnering comprehensive cancer centers along with organ center–independent members of the overarching comprehensive cancer center. If all parties of the committee accept the request, extended data access will be granted. However, extended data access would only be given in a pseudonymized form, since full data access seems only reasonable for clinicians directly involved with a patient’s care.

The permission system, including the not-yet implemented extended data access, is organized via a permission table, which directly controls the contents that may be shown to a given user and within which timeframe. Table 1 provides an extract of our current permission table. In this example, the user “dnasseh” was given access to all patients of the lung tumor center, which all have a diagnosis code of C34. In contrast, the user “sopsch” would be allowed to see all radiated cases. As sopsch would be interested in liver cases as well, after a proposal, a committee would have granted them with extended permissions for liver-related data (C22) in a pseudonymized form (extended permissions are not yet implemented and are in a conceptual status).
sites (CCCM-LMU). After providing the doctors access to the platform within our prerollout phase, we received extensive feedback about the contents of our database.

This feedback reflected the high quality of the data, along with areas of further improvement for some aspects. Along these lines, due to the richness of charts and graphs, it is very easy to spot incorrectly documented information. Since a doctor can browse through the data, they will quickly realize if any data are missing or not documented in a correct manner. As an example, some wrongly documented dates could easily be spotted as they showed up within the therapy time chart as a negative time value on the x-axis. Spotting inconsistencies is of high relevance, since high data quality is one of the requirements for clinical research and is a precondition for clinical trials or network activities such as those of the national Network Genomic Medicine for lung cancer, which locally relies on correct, complete, and valid tumor documentation data [26]. For example, we received feedback that the method of documenting our radiotherapies was not fully in accordance to standards set for radiologists. Hence, we were able to address these issues within our database. Since the initial implementation of the MOCCA system, we have received valuable and extensive feedback about our data contents, not only from information technology or tumor document specialists but also directly from the physicians.

Improving the data quality itself is only one of the purposes of MOCCA; it can also support the control of processes of routine care and identify potential risks. Regarding this aspect of quality control, clinicians did not have the right tools to directly and quickly assess whether quality of care and associated processes were acceptable. As the centers are certified once a year by OnkoZert [17], they have to prepare and display specific key performance indicators such as the number of patient cases introduced to the tumor boards. Since substantial attention is focused on this event, quality problems that occur between these events might be identified too late and pose problems when attempting to overcome these shortcomings. Naturally, controlling should not be, and is not, limited to the annual certification events. The different organ centers regularly request information about the CREDOS contents (eg, amount of cases with a specific therapy). This information can be supplied by the information technology staff or documentation clerks. However, with more classical statistics tools, scripts would have to be written and altered for every analysis request. Hence, a capable business intelligence platform such as the MOCCA system provides a more direct approach, while avoiding unnecessary waiting times and communicative misunderstandings. The process is further supported by the in-memory technology, which allows real-time analyses of arbitrary data cohorts [11] and automatic daily data updates to ensure that the information available to interested physicians is always current.

**Strengths and Limitations**

When critically assessed, a potential shortcoming of the system is misinterpretation caused by visual inspection of data, without considering the influences of confounding factors, sample size, and sample bias [27]. For example, when viewing the documented total occurrences of cancer cases of the CCC-LMU (Figure 2), it can be noted that the number of tumor cases per year has been rising. However, this does not mean that the occurrence of tumor cases is rising on a population level, but rather that the completeness of documentation or the frequency of patients seeking treatment for these types of tumors has increased throughout the years. As long as it is understood that MOCCA is not an epidemiological overview, but rather a local view on the present documented cancer data, we believe that a system like MOCCA can support analysis of local data and create exciting research opportunities.

Although our system presents and analyzes data in graphic detail, we recommend that the results and conclusions mined from our system should always be examined with the support of statisticians, medical computer scientists, and in comparison to larger datasets (eg, epidemiological registries) [28]. In fact, in line with Bauer et al [29], we included a disclaimer within the system that warns of misinterpretation and indicates the necessity to consult information technology or statistical professionals [29] (see Multimedia Appendix 1). Additionally, the system offers tooltips, text fields, and popups explaining most of the contents, and even provides direct references when using formulas, mostly within the survival module [22]. Since precautionary methods might be ignored, we set up another security measure in which we only hand out licenses after a direct tutorial session, discussing not only the benefits but also the limitations and dangers of the system.

In addition to the means and methods with which this system can support research, the system can also quickly and easily provide numbers for formulating scientific proposals. Furthermore, it can be used to discover as-yet-unknown information, also referred to as knowledge or data discovery, that can contribute to creating research ideas by quickly browsing through the data (hypothesis generation) [14,30]. For example, the organ map displays the relative occurrence of a tumor type in a specific location, which was treated at the center. As we are able to alter the data cohort arbitrarily, we can switch from male patients to female patients in real time, which changes the coloration of the organ map (Figure 5).
Figure 5. Comparison of two different cohorts within the organ map module. Different patterns of occurrence for female and male stomach cancer cases are evident. The color saturation is linear to the occurrence, with 100% saturation being the most affected segment.

The benefits of such data visualization and business intelligence have been previously discussed in multiple contexts [31-33]. However, this is one more example for the effectiveness of such systems, which is based on the balance shift between perception and cognition [34]. In this way, we can quickly realize the most significant changes within both graphics. We provide an example in Figure 5, in which it appears easy to identify that the cardia (opening of the stomach) is more affected among males than among females. Such a finding can result in the formulation of new research ideas and support hypothesis generation [30]. In this context, the second big limitation within our system is governance. Physicians employed at a cooperating center (at the same site) should not be able to examine data mined from patients of another center. This is particularly tricky when granting rights to interdisciplinary physicians like radiologists, whose patients would have also been treated at other organ centers. Hence, publications using data derived from multiple sites can result in conflicts. To address and deflate this concern, it is important to point out that MOCCA only facilitates an aggregated data view, but will not give more information than physicians can already find when looking into the individual digital patient files of their aggregated system for whom they were granted access according to hospital policy. Consequently, all information within CREDOS could also be found within a well-made shadow database. The difference is that the CCCM at both sites comprises staff that are professional documentation specialists, whereas associated centers do not necessarily have these resources. Often, these shadow databases are created with the support of students who lack the experience, education, and training for creating a clean dataset. However, this should not be generalized, and having individual databases is important for research, especially since these databases might contain additional information not found within CREDOS. Nevertheless, a business intelligence tool such as MOCCA can only improve these already existing systems and possibly make them, or large parts of them, redundant, resulting in a reduction of necessary capacities as well as an increase of professionalism in terms of documentation, data quality, and transparency. In this regard, we received positive feedback in our test phase when some of the physicians realized that one of their databases, which was created parallel to our system and is also used for annual audits, might be superfluous since all data needed can be supplied by the larger CREDOS system. This could have a direct impact and release bound capacities, reducing the need for each individual center to create their own systems.

In terms of measurable benefit, as the system was only recently released, the physicians have not yet utilized it for extensive research projects. Nevertheless, it serves as a quick help for everyday routine requests and is already an essential part of our annual audits. In general, we can summarize that the feedback of the prerollout was primarily positive, and it is safe to say that it generated interest in, and led to voluntary confrontation of doctors with the data, which in turn opened the door to translational interaction, improved data quality, and possibly research. An objective measurement about the benefit of the tool (eg, based on surveys, citations, or login frequencies) is planned for the future.

Conclusions and Prospects

As for future perspectives, due to the success and mostly positive feedback of our testing rollout, we aim to launch MOCCA at our partnering site (CCCM-Technical University Munich). In terms of contents, we would like to add further standard statistics and integrate some additional modules such as a single patient view. Moreover, these innovative data management techniques, and the handling of permissions and data governance, which is known as a major hurdle for many health-related projects, should serve as an inspiration for similar projects at other sites both nationally and internationally [35].
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Abstract

Background: A large quantity of data is collected during the delivery of cancer care. However, once collected, these data are difficult for health professionals to access to support clinical decision making and performance review. There is a need for innovative tools that make clinical data more accessible to support health professionals in these activities. One approach for providing health professionals with access to clinical data is to create the infrastructure and interface for a clinical dashboard to make data accessible in a timely and relevant manner.

Objective: This study aimed to develop and evaluate 2 prototype dashboards for displaying data on the identification and management of lymphedema.

Methods: The study used a co-design framework to develop 2 prototype dashboards for use by health professionals delivering breast cancer care. The key feature of these dashboards was an approach for visualizing lymphedema patient cohort and individual patient data. This project began with 2 focus group sessions conducted with members of a breast cancer multidisciplinary team (n=33) and a breast cancer consumer (n=1) to establish clinically relevant and appropriate data for presentation and the visualization requirements for a dashboard. A series of fortnightly meetings over 6 months with an Advisory Committee (n=10) occurred to inform and refine the development of a static mock-up dashboard. This mock-up was then presented to representatives of the multidisciplinary team (n=3) to get preliminary feedback about the design and use of such dashboards. Feedback from these presentations was reviewed and used to inform the development of the interactive prototypes. A structured evaluation was conducted on the prototypes, using Think Aloud Protocol and semistructured interviews with representatives of the multidisciplinary team (n=5).

Results: Lymphedema was selected as a clinically relevant area for the prototype dashboards. A qualitative evaluation is reported for 5 health professionals. These participants were selected from 3 specialties: surgery (n=1), radiation oncology (n=2), and...
occupational therapy (n=2). Participants were able to complete the majority of tasks on the dashboard. Semistructured interview themes were categorized into engagement or enthusiasm for the dashboard, user experience, and data quality and completeness.

Conclusions: Findings from this study constitute the first report of a co-design process for creating a lymphedema dashboard for breast cancer health professionals. Health professionals are interested in the use of data visualization tools to make routinely collected clinical data more accessible. To be used effectively, dashboards need to be reliable and sourced from accurate and comprehensive data sets. While the co-design process used to develop the visualization tool proved effective for designing an individual patient dashboard, the complexity and accessibility of the data required for a cohort dashboard remained a challenge.

(J Med Internet Res 2020;22(4):e13188) doi:10.2196/13188
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Introduction

Background

Over the last decade, the quantity of clinical data collected within the health sector has increased exponentially. In parallel, the adoption of digital health, such as electronic health records (EHRs) to collect and aggregate clinical data, has increased. The widespread use of EHRs has the potential to make clinical data more readily accessible to individual health professionals. It also presents opportunities for effective downstream use of clinical data, including quality improvement activities [1], self-directed performance review, personalized professional development [2], and timely clinical research [3].

Despite the proliferation of EHRs, quality and completeness of the data remains a challenge [4,5]. The literature suggests that poorly designed and implemented EHRs contribute to the collection of low-quality clinical data [6]. Another barrier to quality data collection is the lack of interoperability between digital health systems resulting in duplication of data entry and data access issues [7,8], which can result in both cost and workload inefficiencies [9]. Strategies to counteract these barriers, include the redesign of EHR systems to encourage health professionals to enter data at the point of care delivery [10]. Beyond this, there is a need to motivate health professionals to record data consistently and accurately.

One recognized approach to motivate health professionals to collect accurate, high-quality data is to make data visible and useful for clinical practice. However, there is currently a paucity of research on providing health professionals with data in a meaningful way for care delivery. A significant portion of the data entered by health professionals is utilized for mandated reporting and gives limited immediate value to health professionals [4]. The use of clinical dashboards that visually represent such data could provide greater value to health professionals for informing clinical decision making and could also enable performance review [11,12].

Currently, there is no literature on the use of clinical dashboards for data feedback to health professionals specializing in the delivery of breast cancer care. This is surprising given the global burden of breast cancer. In Australia, it is estimated that over 17,210 people will be diagnosed with breast cancer in 2020 [13]. During 2009-2013, individuals diagnosed with breast cancer had a 90% chance of 5-year survival, highlighting the importance of improving the quality of life for patients following breast cancer treatment [13]. In Australia, as in many other countries, breast cancer treatment plans are developed by multidisciplinary teams (MDTs); a team of health professionals, such as breast surgeons, medical oncologists, radiation oncologists, pathologists, radiographers, nurses, and occupational therapists (OTs), together delivers treatment across the care continuum [8].

The research described in this paper focuses on creation of a prototype dashboard for a breast cancer MDT. The specific clinical focus selected for the prototype dashboard was the treatment side effect, lymphedema. This is defined as excess fluid accumulation in a limb causing significant reduction in the quality of life [14]. Of patients treated for breast cancer, approximately 20% will undergo an axillary dissection. Up to 3% of patients undergoing sentinel lymph node biopsy and 10-15% of patients who receive axillary radiotherapy treatment develop lymphedema [15]. The data relevant to this cohort of patients at risk of lymphedema typically come from multiple heterogeneous data sources. Therefore, a clinical dashboard that integrates and represents these multiple sources of breast cancer data could assist in the early identification of patients at risk of developing lymphedema, which could significantly improve the quality of life for a large number of people in Australia and globally.

There is little published literature on clinical dashboard use to visualize aggregated data sets to health professionals. A literature review reported how medical dashboards offering health professionals immediate access to critical patient information can improve adherence to quality of care guidelines and may help improve patient outcomes [12]. Another review of the literature indicated that the use of visualization tools in intensive care unit could decrease time spent on gathering data and improve compliance with safety guidelines [16]. However, further high-quality detailed research studies are needed to provide evidence of their efficacy and establish guidelines for their design.

Aims

Dashboards have been effectively used in other industries such as the learning sciences, for feeding back data to both learners and educators to enable more personalized education and training [12-18]. The core of effective design of such dashboards is to follow best practice in user-centered design, including research into user needs, and iterative design and evaluation. The aim of this study was to develop a prototype clinical
A 2-step process was used to create and refine the design of the dashboards: (1) static mock-up dashboards were created to gain early feedback on the preliminary dashboard designs and (2) interactive prototype dashboard were created for usability testing. The prototype front end was developed using JavaScript with jQuery, using Store.js for data storage, and Highcharts for information visualization. These tools were considered to be most appropriate for prototype development as they were all well-supported open source libraries that minimized a technical risk for the project.

Table 1. Advisory Committee members.

<table>
<thead>
<tr>
<th>#</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Breast surgeon</td>
</tr>
<tr>
<td>2</td>
<td>Pathologist</td>
</tr>
<tr>
<td>3</td>
<td>Medical oncologist</td>
</tr>
<tr>
<td>4</td>
<td>Data manager</td>
</tr>
<tr>
<td>5</td>
<td>Radiation oncologist</td>
</tr>
<tr>
<td>6</td>
<td>5 × project team members (data scientists, implementation scientists, and health service researchers)</td>
</tr>
</tbody>
</table>

Changes to patients’ lymphedema index (L-Dex) can be monitored using a bioimpedance spectroscopy machine that measures the level of extracellular fluid taken [20]. This L-Dex reading is available to the health professional at the time of the assessment. Health professionals that treat lymphedema, such as OTs, have access to the history of patients’ L-Dex measurements within a paper record. However, OTs have limited access to breast cancer treatment information and rely on patient recall. Conversely, members of the MDT, such as oncologists and nurses, have limited access to L-Dex measurements and treatment information outside of the individual clinician’s specialty.

The translation of the requirements identified in the focus group into a visualization dashboard required close consultation with subject matter experts from the study site. The project team convened an Advisory Committee to oversee the development of the prototype dashboards (Table 1). The Advisory Committee met fortnightly for the duration of the project.

These meetings facilitated building a mutual trust and a shared language between the project team and clinical members. Committee members provided advice on the identification, mapping, and access of relevant data sources, as well as issues surrounding data quality and data completeness and appropriate visualization styles. Committee members also established a set of high-level goals that drove the development of the dashboard interfaces. These were used to create a set of tasks for the evaluation of the prototype dashboard (Table 2). It was noted that some of the tasks pertained to the cohort of breast cancer patients, while others were specific to individual patient data. For this reason, the Advisory Committee decided to create 2 dashboards, 1 to interrogate data of a cohort of patients and 1 to investigate individual patient data.

A 2-step process was used to create and refine the design of the dashboards: (1) static mock-up dashboards were created to gain early feedback on the preliminary dashboard designs and (2) interactive prototype dashboard were created for usability testing. The prototype front end was developed using JavaScript with jQuery, using Store.js for data storage, and Highcharts for information visualization. These tools were considered to be most appropriate for prototype development as they were all well-supported open source libraries that minimized a technical risk for the project.

**Table 1. Advisory Committee members.**

<table>
<thead>
<tr>
<th>#</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Breast surgeon</td>
</tr>
<tr>
<td>2</td>
<td>Pathologist</td>
</tr>
<tr>
<td>3</td>
<td>Medical oncologist</td>
</tr>
<tr>
<td>4</td>
<td>Data manager</td>
</tr>
<tr>
<td>5</td>
<td>Radiation oncologist</td>
</tr>
<tr>
<td>6</td>
<td>5 × project team members (data scientists, implementation scientists, and health service researchers)</td>
</tr>
</tbody>
</table>
Table 2. The tasks participants were asked to complete and the completion rate for each task.

<table>
<thead>
<tr>
<th>ID</th>
<th>Task description</th>
<th>SEQ&lt;sup&gt;a,b&lt;/sup&gt; (median)</th>
<th>Noncomplete tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual patient dashboard</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>You want to understand the procedures this patient has undergone over the course of their treatment. How do you find that out from this dashboard?</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1b</td>
<td>Can you please tell me the number of nodes resected in this patient?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1c</td>
<td>Can you please tell me the name of the surgeon that performed the first surgical procedure for this patient?</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2a</td>
<td>How do you find that out from this dashboard?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2b</td>
<td>Can you please tell me the BMI&lt;sup&gt;c&lt;/sup&gt; for this patient?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2c</td>
<td>Can you please tell me the date the first L-Dex&lt;sup&gt;d&lt;/sup&gt; reading was taken for this patient?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3a</td>
<td>How do you assess the progress of a patient that has already developed lymphedema from this dashboard?</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3b</td>
<td>Can you please tell me whether this patient’s L-Dex readings were on the left or right arm?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Cohort data dashboard&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>You want to identify the proportion of patients with lymphedema that had more than 10 nodes resected? How do you find that out from this dashboard?</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>You want to identify the proportion of patients within the organization that currently have or that have had lymphedema. How do you find that out from this dashboard?</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>You want to identify the proportion of patients within the organization that have no data at all. How do you find that out from this dashboard?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>You want to identify the proportion of patients within the organization that are having ongoing treatment for lymphedema. How do you find that out from this dashboard?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5a</td>
<td>You want to identify the proportion of patients within the organization that have recovered from lymphedema. How do you find that out from this dashboard?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5b</td>
<td>Can you please tell me how many users these data are based on?</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>You want to identify the proportion of patients within the organization that are having ongoing treatment for lymphedema and have a BMI in the overweight range. How do you find that out from this dashboard?</td>
<td>3</td>
<td>f</td>
</tr>
</tbody>
</table>

<sup>a</sup>SEQ: Single Ease Question.

<sup>b</sup>Participants (n=5) were asked to rank each task after the completion of a 7-point Single Ease Question scale, where 1=very easy and 7=very hard. No participants rated the tasks as hard or very hard, though as indicated in the table some tasks could not be completed for Dashboard 2.

<sup>c</sup>BMI: body mass index.

<sup>d</sup>L-Dex: lymphedema index.

<sup>e</sup>Participants found it easier to complete tasks on Dashboard 2 as they progressed through the session and became more familiar with the structure of the dashboard.

<sup>f</sup>This task was only completed by 3 participants.

The static mock-up dashboards (refer to Multimedia Appendix 1 to see Static Mock-up: Individual Patient Dashboard and Cohort Dashboard) were created over a period of 3 months, with feedback sessions as each version was developed for clinicians within the breast MDT (n=3): a breast surgeon, a radiation oncologist, and an OT. In each review session, a facilitator familiar with the dashboards worked face to face with 1 clinician during a 60- to 90-min face-to-face session. During the presentations, each clinician was given an opportunity to provide feedback on the presentation of data and to identify aspects needing improvement. This feedback was reviewed by the development team and informed the next design iteration. This iterative development took 6 months to develop (Figures 1-3). During this time, iterations of the prototype were reviewed by the Advisory Committee.
Figure 1. The final prototype of the individual patient dashboard visualizes data for individual patients who have been screened for lymphedema. The prototype dashboard presents a deidentified patient record populated with clinical data. A pseudonym is used for the patient name and medical record number (MRN). This patient has 5 lymphedema index (L-Dex) readings that were taken between January 2012 and April 2014. All the readings are in the normal range for this patient and have been taken on the right side of the body (indicated with green, as opposed to blue for left). The patient had 1 surgery in April. In this figure, the user has clicked on the expand icon (+) next to Surgery 1 to expand the box and see additional details about this procedure. Radiotherapy 1 shows an unexpanded procedure. BMI: body mass index.
Figure 2. The final prototype of the cohort data dashboard visualizes data for the group of patients who have been screened for lymphedema and presents it to the user in a single dashboard. The dashboard is interactive and by default displays a comprehensive overview of all the cohort data available to the user. In this figure, the dashboard is showing data for all patients who have been diagnosed with lymphedema (indicated in purple) and all patients that have had a lymphedema index (L-Dex) measure $\lt 10$ (indicated in green). BMI: body mass index.

Figure 3. A close-up of one chart on the Cohort Data Dashboard: Nodes Resected.
Evaluation

The prototype dashboards were evaluated by a purposeful sampling of health professionals (n=5) with expertise supporting breast cancer patients with lymphedema. The evaluation consisted of a Think Aloud Protocol (TAP), where participants worked through the set of concrete tasks (Table 2). After each task, they answered the Single Ease Question (SEQ) [19] with a 7-point ranking. The evaluation sessions were conducted by a researcher experienced in the methods used. Participants only had access to the dashboard during the evaluation sessions, as access was provided by the researcher conducting the session. Participants were not paid to participate in the evaluation sessions. The study design made use of TAP for its rich qualitative information about all aspects of use, usability, and experience and the SEQ because it is efficient, which is important for time-poor health professionals. Participants were then asked to complete a semistructured interview to explore their experiences using the dashboards. Each evaluation took between 60 and 90 min to complete.

Data from the SEQ component of the evaluation were aggregated and analyzed by a member of the research team to identify how easy the dashboards were for participants to use. Data from the recording of the semistructured interview component of the evaluation were transcribed and anonymized for evaluation by the research team. A content analysis was undertaken to categorize the transcript data. Categorization of the transcript data was undertaken by a consensus process among 3 researchers. Each transcript was read through by the 3 researchers and line-by-line coding was undertaken to ensure full inclusion of all possible data. Codes were grouped by categories and subcategories comparatively among the 3 researchers until consensus was reached. Exemplar quotations were identified and aligned with relevant categories.

Results

Participant Demographics

A total of 5 health professionals participated in the evaluation of the 2 prototypes. Participants were selected from 3 specialties: surgery (1/5, 20%), radiation oncology (2/5, 40%), and occupational therapy (2/5, 40%). Of this cohort, 2 participants had been involved in the evaluation of the static mock-ups. None of the participants had input into the creation of the tasks for the TAP (Table 2).

Current Clinical Practice

Interviewees consistently noted that the current process for retrieving data on lymphedema patients required access to multiple data sources. This could include multiple electronic databases and digitized or nondigitized clinical notes to find pertinent data about the patient. Interviewees also noted that if data were unavailable from the databases, it was common practice to liaise with another health professional involved in delivering care to the patient to find out additional information. One interviewee highlighted that there are multiple locations which patient data needed to be entered into, cross-referenced, and accessed from:

I have my work emails, I have [the radiation oncology eMR], I have letters I need to review on [the eMR], I have data that I enter in to my own iPad because, I enter data in to our [breast cancer] database...So I feel like I open up a lot of websites just to do my daily job. [BD 1.4]

All interviewees stated that they did not currently have regular access to cohort data on lymphedema patients. The only instances when cohort data were available was when an individual actively sought it out, such as during a research project.

Individual Patient Dashboard

All interviewees were interested and enthusiastic about the individual patient dashboard:

This is brilliant. This is exactly what we wanted when we designed all of this. [BD 1.2]

Interviewees did not have easy access to data on how an individual patient progressed through lymphedema screening and breast cancer treatment. The dashboard function in presenting the patient’s treatment journey, in addition to presenting L-Dex measurements over time, was particularly well received:

...it was quite clear and I could see exactly what surgeries they [the patient] had. I didn't have to click on multiple buttons to get there. And you can find out when they had radiotherapy. So a lot here that was clear. [BD 1.3]

Interviewees commented positively about color use. For example, the following comment was about red indicating when an individual patient’s L-Dex measurement was moving outside the normal range:

I like this red zone 'cause for us who don’t know the L-Dex exact measurements, it’s good to know. This tells me anything more than 10 presumably is high risk. [BD 1.5]

One interviewee commented on the way that patient data were scaled to ensure the user could see the whole time period where data were available. This resulted in different patients’ data displayed across different scales:

The scale is now changed here compared to the other ones. That’s a little bit confusing. [BD 1.1]

Multiple interviewees commented that they would have liked additional data incorporated, particularly chemotherapy data (which were not available in the prototype because of medical oncology transitioning to a new information management system at the time of the project). For future deployments, it will be important to support such augmentation. One participant noted:

Yeah, I would have thought that she would have had chemotherapy as well, which doesn’t show at all. [BD 1.1]

Overall, interviewees were enthusiastic about the application of the dashboards in clinical practice. In addition, each interviewee identified a range of applications they could utilize the dashboard for, reflecting their diversity of clinical specialties.
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and priorities. Interviewees felt the individual patient dashboard would have particular value as a tool to augment the clinical decision support process. This was because the dashboard provides a means of getting a quick overview of the patient’s pathway through treatment:

It would be for two things, one is to get a quick visualization of what management and what assessment have been done for the patient and, secondly to see the progression. [BD 1.2]

In addition, 1 interviewee suggested that the individual patient dashboard may have value to facilitate patient education around their treatment:

I guess for a patient to visualize, sometimes just numbers don’t make a lot of sense to them, but to actually see something on a graph can be helpful. [BD 1.3]

Cohort Data Dashboard

Interviewees were generally excited to have the opportunity to see cohort data on their patients. However, all commented on how much more complex the cohort dashboard was compared with the individual patient dashboard. For example:

I mean, if you’re looking at this [the cohort dashboard], it’s a little bit more complex information than the single patient, because the single patient just hits you without any... You don’t need to work anything out, it just tells you what it is straight away. This one, I needed to get my head around what we were actually looking at. [BD 1.2]

Interviewees pointed to the inconsistency in the x-axis in the body mass index graph which is different from the others. Similarly, the y-axis is inconsistent for the 2 graphs about nodes (resected and positivity). Although they saw this as a minor issue, they explained that they wanted to be able to compare information across the charts. One interviewee also noted that having to do calculations of what the charts were saying was a barrier to use:

So I had to highlight a couple of extra things, I suppose the main thing would be I’d have to do a calculation of that, minus one, to the, minus 1.5 up to the 5.9. [BD 1.1]

Finally, interviewees commented on instances where terminology used to describe data did not reflect how clinicians routinely conveyed information relating to lymphedema identification and treatment. This issue occurred for both the individual patient dashboard and the cohort data dashboard. Interviewees understood what the terminology used in the prototype dashboards meant, so it was not a barrier to use, merely an area for future improvement. An example of this was:

It’s interesting, just using the word recovered, it’s a tricky one, because they have no clinically overt symptoms but they are considered to be subclinical, like as in their system is perhaps, like they’ve got ongoing risk and it may actually turn up again, so yeah, recovered just makes it sound like it’s... [BD 1.1]

As was the case with the individual patient dashboard, interviewees identified issues around the completeness of the clinical data. The quality of the data was viewed as a problem for the long-term usability of the dashboard, even if the interface was user-friendly and engaging. The interviewees frequently drew on their clinical expertise to question the accuracy of the data or identify data points which they felt were missing or did not make sense. There were numerous data points on the cohort dashboard that interviewees did not expect based on their clinical expertise. This was perceived to reduce the level of trust in visualizations, which would limit the likelihood of continued use in clinical practice. The issues could be resolved during the process of refining the prototype for implementation into the clinical setting.

Interviewees suggested that the cohort dashboard would have value as a tool for helping patients understand treatment and lymphedema. Unlike the individual patient dashboard, the cohort data dashboard was viewed as valuable for helping patients understanding the outcomes of the cancer center.

If I see a patient and the patient asks me, “What is your outcome?” Or they want to know, “What’s my survival?” And I say, “Our centre here is excellent and stage three gives you that.” That [the cohort dashboard] might be useful. [BD 1.5]

Furthermore, some interviewees indicated that the cohort data dashboard may be useful for research and feedback and to support interaction among different health professionals.

Discussion

Principal Findings

The findings of this study demonstrated that it was feasible to use routinely collected data and visualization tools to facilitate clinical decision making and monitor care delivery. This finding builds on the existing literature which has shown that there is considerable interest from health professionals in improving access to routinely collected clinical data [21]. Further, findings from the study do not just demonstrate feasibility of visualizing data but also highlight a number of considerations for designing visualization tools to meet the needs of health professionals in clinical practice.

The individual patient dashboard was successful. Key features of the interface are as follows:

- The side-by-side access to the standard medical record information
- The visualization of the patient trajectory over their full cancer journey

This interface was designed for frequent use by diverse clinicians and the MDT. Our evaluation indicates that it was easy to understand and use. All participants completed all 9 tasks without assistance. The SEQ scores indicate that participants considered all tasks as easy, with median scores for all 1 (very easy) or 2 (easy). User comments point to small refinements but confirm that the overall design is effective.

The cohort data dashboard is far more complex but understandable, with feedback from participants demonstrating...
enthusiasm about having access to cohort data. The design of this dashboard was driven by the aspirations to understand many dimensions of the data. The design team was aware that visualizing the cohort data was extremely complex but concluded that it would be valuable to gain insights from evaluations at this stage. While 4 of the 5 participants had difficulties with the first task, they were successful in completing the next 6 tasks. The seventh task had high noncompletion rates as it was affected by time pressures on participants. The SEQ scores also indicate perceived high ease of use, with median scores of 1 (very easy) for all but the first 2 tasks, reflecting the start-up learning. Overall, the dashboard is promising for in-depth use by individuals and teams who review these big-picture outcomes infrequently, perhaps months apart. For such intermittent use, we envisage that it may be helpful to add scaffolding to support exploration of key aspects as well as a history mechanism to enable clinicians and administrators to track progress in management and changes.

The study described in this paper revealed that health professionals, seeing the aggregated data for the first time, could identify that there are problems in the underlying data in terms of both its completeness and accuracy. Collecting high-quality clinical data is an acknowledged challenge in the literature [8]. On the one hand, this highlights the need to carefully consider the potential biases in the information displayed. On the other hand, our dashboards have the potential to be a starting point for tackling this problem because both dashboards made data omissions and some errors more visible. They also have the potential to help if they consistently provide value from accurate data so that busy clinicians see value in creating higher-quality records. In instances where data were missing from the prototypes, clinicians made inferences regarding what they expected to have happened to the patient. As highlighted in the evaluation, health professionals drew on their clinical expertise to critically analyze the data presented in visualization tools. A key consideration for future dashboard development is the investment in identifying data sources required to populate the final dashboard and ensuring all relevant sources are incorporated.

The process for developing the dashboards highlighted that we should explore the design of our dashboards for the case of lymphedema in the context of breast cancer. This choice was driven by both the priorities of the health professionals involved in the project and the availability of key data sources, including from medical records and a separate store of lymphedema data. A complex and iterative design process was used to identify the dashboard priorities and refine them to be fit for purpose in the clinical setting. It began with focus group sessions involving 33 members of MDTs and a consumer, then months of fortnightly consultations with a team of 10 to refine the choice of problems, data, and to inform and then refine the design of the dashboards. We believe that we could streamline this for future dashboards, drawing on the lessons from this work. The work described in this article aggregated and made available practice data on lymphedema the first time in the MDT setting. The enthusiasm of the evaluation participants for this information highlights the potential power of such work.

**Limitations**

This study is limited due to the small sample size (n=5) used to evaluate the final dashboards. The 5 participants were part of the original focus group meetings due to the commitment of 90 min of clinical time to participate in the evaluation, which may have led to bias in the findings. In addition, the study is limited by the incomplete data set available for developing the prototype dashboards. The data were incomplete as patients received care across different institutions, and data were only available relating to treatment delivered in the organization where the study was conducted. Finally, although participants were undertaking a TAP under artificial conditions, the health professionals were under time pressure to get the tasks done.

Future researchers exploring the use of dashboards for use in health care may wish to explore questions around how users focusing on certain aspects of data such as performance measures may affect their use of all features in a tool. In addition, future research is warranted on the types of data presented in the dashboard and the balance between presenting data that are clinically relevant and data that are easily measurable.

**Conclusions**

Health professionals have a considerable level of interest in tools for increasing the accessibility of their routinely collected clinical data using visualization tools. However, there is currently little research into the design of such tools or strategies for implementing them into clinical workflow. Next steps for implementing dashboards into routine clinical practice include the identification of metrics that are highly relevant to clinicians and teams, rather than metrics just easily measurable. In addition, to implement dashboards into practice, it is necessary to not just understand the type of data that has value for presentation in dashboards but investigate when and how they are most useful to health professionals.

A central consideration when designing data visualization tools for health professionals is ensuring they present data in a manner which can be understood and actioned quickly and easily by end users. Furthermore, it is important that iteration is used to review and refine the quality of clinical data being presented to ensure it aligns with the priorities of the health professionals using it. Finally, the creation of visualization tools that meet the needs of health care teams is an interdisciplinary process which requires collaboration between domain experts, data scientists, developers, and user interface designers.
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Abstract
Background: Coronavirus disease (COVID-19) has been an unprecedented challenge to the global health care system. Tools that can improve the focus of surveillance efforts and clinical decision support are of paramount importance.

Objective: The aim of this study was to illustrate how new medical informatics technologies may enable effective control of the pandemic through the development and successful 72-hour deployment of the Honghu Hybrid System (HHS) for COVID-19 in the city of Honghu in Hubei, China.

Methods: The HHS was designed for the collection, integration, standardization, and analysis of COVID-19-related data from multiple sources, which includes a case reporting system, diagnostic labs, electronic medical records, and social media on mobile devices.

Results: HHS supports four main features: syndromic surveillance on mobile devices, policy-making decision support, clinical decision support and prioritization of resources, and follow-up of discharged patients. The syndromic surveillance component in HHS covered over 95% of the population of over 900,000 people and provided near real-time evidence for the control of epidemic emergencies. The clinical decision support component in HHS was also provided to improve patient care and prioritize the limited medical resources. However, the statistical methods still require further evaluations to confirm clinical effectiveness and appropriateness of disposition assigned in this study, which warrants further investigation.

Conclusions: The facilitating factors and challenges are discussed to provide useful insights to other cities to build suitable solutions based on cloud technologies. The HHS for COVID-19 was shown to be feasible and effective in this real-world field study, and has the potential to be migrated.

(J Med Internet Res 2020;22(4):e18948) doi:10.2196/18948
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Introduction
The outbreak of the coronavirus disease (COVID-19) in China and many other countries has put huge pressure on the health care system [1]. One method of controlling the communicable diseases is the use of a surveillance system to track the exposed and infected individuals, as well as clinical outcomes [2-6]. However, traditional surveillance systems have limitations in terms of timeliness, spatial resolution, and scalability [7]. Meanwhile, reporting from these systems tends to be national
or regional with insufficient information about diseases at the community or city level, which caused low efficiency for the social distancing and quarantine measures [2,8]. This is particularly true for COVID-19 surveillance for the Hubei, China, where many cases and isolated populations have challenged systems of manual reporting and tracking [9-12].

In response to this significant challenge, we developed the Honghu Hybrid System (HHS) as a pilot for COVID-19 surveillance and control, which was successfully deployed within 72 hours in Honghu in the Hubei province, a city 145 kilometers (90 miles) away from Wuhan (the capital city of the Hubei province) with a population of over 900,000 people. The HHS integrated data from both traditional sources such as case report systems and diagnostic labs, as well as nontraditional sources including structured electronic medical records and social media on mobile devices. The real time acquisition and analysis of highly resolved digital data provide detailed information on symptoms, psychological status, contact history, social behavior, and the physical environment [4,6,13].

Methods

Environment and Hardware
Cloud-based hardware provided an efficient solution to solve the problems unique to the COVID-19 epidemic and effectively mitigated issues such as shortage of local technical support, unavailability of experts and physical hardware due to blocked transportation, rapidly changing needs related to functionality, and connections with multiple sources across different platforms. See Multimedia Appendix 1 for details of the virtual machine settings.

Data Collection
This system collected daily structured electronic medical record data from nine hospitals; real time information about symptoms and personal contact history from the WeChat platform (one of the largest mobile social network apps in China with more than 1 billion monthly active users); and daily reported case diagnosis information from one third-party polymerase chain reaction lab, one third-party antibody lab, and one public health information system (Figure 1). For the data collection, we leveraged existing health information systems inside the nine hospitals and developed a novel mini program for the WeChat platform software development kit for symptom reporting and spatial data collection.
Data Processing

The data feeds were normalized temporally and spatially and then loaded into a common data model that had been built for the storage, management, and analysis of the integrated COVID-19 data. Vocabulary control was implemented based on the Systematized Nomenclature of Medicine-Clinical Terms synonyms in Chinese for symptoms and the disease itself [14]. Logical Observation Identifiers Names and Codes were adopted to code-related tests. The International Classification of Diseases (ICD) (ie, ICD-10 Clinical Modification) codes were used for the diseases based on the coding standards released by the National Health Commission of China [15,16]. The elements for the data model and recommended synonyms for COVID-19 were collected from 54 Chinese experts, including clinical doctors, researchers, public health professionals, and informaticians.

Ethics Review, Privacy Protection, and Data Security

The Nanfang Hospital Ethics Committee approved this study. All the users on the syndromic surveillance system consented sharing the necessary information for using this system. Data security and privacy protection were particularly emphasized with administrative as well as technical support [17] throughout the deployment of the system. Standard security settings and software (eg, firewalls, data encryption) were implemented. A virtual private network was used for remote technical support and data analytics. To protect the privacy of patients, we set different levels of access to the data. Aggregated reports were the main form for data sharing. The expert team in the Honghu Municipal COVID-19 Control Headquarter had the highest level of data access. They used the data to triage the patients, coordinate social workers in communities, and allocate the health care resources. The remote analytics team had no access to the identity of the patients. The different levels of access to the data were designed and set up at the beginning of the project by the experts in data security and privacy protection, who have been certified by the Health Insurance Portability and Accountability Act of 1996 security certification. An independent auditor was responsible for monitoring any violation of the rules, as well as reporting and correcting them. Written informed consent was obtained from the inpatient patients before enrollment when data were collected.
retrospectively. It is important to note that all authorized personnel received training on data security and privacy protection, and additionally, signed legally binding affidavits. In addition, the team worked closely with the cloud computing service provider to separate sensitive data from the rest of the data.

**Results**

**Syndromic Surveillance on Mobile Devices**

From January 26, when the first case was diagnosed in Honghu, to March 16, 2020, when all the patients with confirmed COVID-19 were discharged, there were in total 383 COVID-19 cases, of which 13 died, unfortunately. Under the huge pressure, HHS was initiated on February 14 and successfully deployed within 72 hours. The accumulated number of self-reports reached 17.5 million by March 16 and the maximum daily active reports reached 900,000 person-times.

Syndromic surveillance was implemented on a mobile phone–based social media platform targeting different groups of individuals. This included the general population, in-hospital and discharged patients, people with higher risk of infection (ie, those with travel history to Wuhan, contact history with confirmed cases, or under medical observation in isolation sites), and health care professionals (ie, doctors, nurses, public health experts, and social workers). See Textbox 1 for details of the questionnaire for the general population who was quarantined at home. The items included in the questionnaire had been proposed by infectious disease experts from Nanfang Hospital. Their suggestion was then discussed and modified in a meeting joined by local government staff, local clinical doctors, public health professionals, and informaticians. The items concerning job-seeking support were added to the questionnaire on March 2 when the government was evaluating the release of the restriction on work and production in Honghu. Social workers followed up with over 10,000 positive reports (eg, “I had a temperature of over 37.3 °C” or “I had a severe cough today”) via phone call or home visits. More than 30 individuals were assisted in going to the fever clinic for further screening and then quarantined. This was an active surveillance mechanism initiated by the city residents through new information channels and was effective in COVID-19 screening. The high coverage (over 95% of the residents) and daily active reports (over 600,000 person-times) demonstrated the feasibility of intense monitoring during the COVID-19 epidemic. The stable trends of positive reports (0.10%-0.12% after the daily reports exceeded 500,000 persons) provided the strong evidence that the countermeasures in place were effective in preventing the local outbreaks.
Textbox 1. Real time questionnaire on WeChat.

Demographic characteristics
- Name
- ID number
- Gender
- Address (semi-structured)
- Phone number (free text)

Spatial information
- Current location (structured)

Epidemiological exposure
- Have you visited or stayed in communities with confirmed cases in the last 14 days? (Yes/No)
- Have you been in contact with confirmed cases in the last 14 days? (Yes/No)
- Have you been in contact with residents from Wuhan City or from the community with case reports or who have had respiratory symptoms in the last 14 days? (Yes/No)
- Have you participated in small-scale gatherings with more than 2 cases reported in the last 14 days? (Yes/No)

Physical conditions
- Today's physical condition: good/cough/runny nose/chest tightness/diarrhea/muscle soreness? (multiple choices)
- Today's body temperature?

Psychological conditions
- Did you feel nervous, fearful or anxious today? (Yes/No)

Community support
- Are there public health officials to visit you for investigation? (Yes/No)
- Were there any social workers who called you or came to your home to help solve the reported problems? (Yes/No)

Job-seeking support
- Are you willing to work locally? (free text)
- Are you willing to participate in free skill training? (free text)

Policy-Making Decision Support
Monitoring the fluctuation and trends analysis of the syndromic surveillance data supported policy-related decision making. Due to the large population size, stability and fluctuation of the trends provided strong evidence for local authorities to evaluate the effectiveness of disease management and make timely adjustments accordingly. Spatial analyses also played a critical role. Clustering of exposed residents inside a community, indicated by the concentration of the patients on the map (Figure 2), illustrated high risk for local outbreaks and would then trigger home visits by social workers automatically.
Clinical Decision Support and Prioritization of Resources

A clinical decision support system based on an inpatient mortality prediction system was built for patients with COVID-19 to improve the clinical care, decrease death risk, and prioritize limited medical resources. Based on the Multilobular Infiltration, Hypo-Lymphocytosis, Bacterial Coinfection, Smoking History, Hyper-Tension and Age (MuLBSTA) [18] scoring system, which is a partially validated prediction system for the inpatient mortality of patients with COVID-19, 36 patients out of the 383 cases were classified as high-risk (MuLBSTA score ≥12). They were either relocated to the single hospital in the area that had an intensive care unit or screened with important biochemical markers more frequently [18,19]. To the best of the authors’ knowledge, this is the first practical use of a mortality risk prediction system specifically for patients with COVID-19.

Follow-Up for Discharged Patients

We used the social media platform to register the discharged patients and required the patients to report their symptoms daily in the 2 months after discharge. After the follow-up system was initiated, 100% coverage was achieved within 3 days. The reported recurrence of symptoms such as high fever was linked with home visits by social workers inside communities and readmission to hospitals.

Discussion

The system had strengthened the checkpoints across the entire chain of COVID-19 control, including early discovery through symptom surveillance covering almost the whole population, early report by active information channel directly connected with follow-ups, early isolation strengthened by spatial tracking, and early treatment enabled by the clinical decision support system.

The Effects of HHS for COVID-19

One powerful function of the hybrid system was the enhancement of the full spectrum for the management of COVID-19. The first step was the deployment of the syndromic surveillance platform, covering a large population through their mobile devices, to direct and empower the implementation of public health countermeasures. Geospatial data were also used to analyze the potential close contact history and monitor the local small-scale outbreaks. The second step was to use the inpatient mortality prediction system to direct the clinical interventions of patients and to allocate the limited resources. The third step was the seamless coverage of patients at different stages, including high-risk of infection, isolation under medical observation, admitted, critically ill, discharged, or follow-up cases. All of these management actions helped decision making for controlling the disease effectively in Honghu, which was under pressure due to the large numbers of people who traveled back from Wuhan (over 50,000), and the severe lack of medical staff and public health experts at the onset of the outbreak.

Facilitating Factors for the Adoption of HHS

The most important factor contributing to the successful building and adoption of HHS was the deep involvement of multiple stakeholders. Experts, including those from public health, clinical medicine, medical informatics, data analytics, decision science, and other backgrounds, provided methodology guidance, clinical expertise, and research support. This helped to convince the residents who had high faith in the professionals from the national-level medical institutes such as Nanfang.
Hospital of Southern Medical University. Strong coordination by the local government, including the mobilization of social workers, public media exposure of the HHS gateway, and connecting services including transportation and social services, increased the coverage to over 95%, which has been traditionally difficult for a city with a population close to 1 million. Active participation and engagement by the residents were also crucial. The willingness to share their health status data during the COVID-19 epidemics was the basis for the accomplishment of the platform. Last but not least, the technology companies allocated enough resources to the local sites and provided mature technologies and protocols for implementation. During the 72 hours of building the system, a team of over 40 experts were involved, and they took shifts to make sure that progress was made every hour. It required delicate coordination and project management, dedication from each team member, and strong support on the organizational level to make sure that the contribution was appropriately recognized.

**Limitations of the Study**

This study has several limitations. The lack of internal or external validation of the system was caused by the emergent situation during the epidemics, the ethics dilemma, and limited resources. The sample size was not large enough to draw statistical inferences because the scope of the system was within the city of Honghu. The proposed HHS strategy can be adapted by other researchers, innovators, or authorities to develop localized or national solutions to respond to the urgent situation and help to prioritize health care resource allocation, but the clinical effectiveness of the statistical methods used in this system still requires additional studies in the future. The HHS has several deficiencies. The national ID of each participant was inputted by users manually and mistakes may exist. This can be corrected by collecting the photocopies of the ID card and automatically extracting the ID number. Moreover, because of the limited time, the system was not friendly enough for users, as mentioned in the feedback review from some government staff, and did not support access from mobile devices. Further development can help improve these existing limitations.

**Conclusion**

Based on the field study in Honghu city, the HHS has been observed to be effective and feasible for COVID-19 surveillance and control. It helped strengthen the checkpoints on the full chain of COVID-19 control, including “early test, early report, early isolation, and early treatment” during the outbreak and the long-term follow-up after the epidemics. As we are still in the early stage of applying informatics systems for tackling the emerging COVID-19 pandemic, it is worth mentioning that the statistical methods used in this study require further analysis to confirm its clinical effectiveness and appropriateness. The integrated informatics technologies, cost-effective solutions, and fast deployment provided the base for its replication in areas where COVID-19 is outbreaking and for similar disease pandemics in the future.
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Honghu project information technology infrastructure configuration.
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**Multimedia Appendix 2**

Informed consent form used in this study in the Chinese language, as well as the corresponding English translation based on Google Translate for non-Chinese readers as a reference.
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Abstract

Background: Machine-learning or deep-learning algorithms for clinical diagnosis are inherently dependent on the availability of large-scale clinical datasets. Lack of such datasets and inherent problems such as overfitting often necessitate the development of innovative solutions. Probabilistic modeling closely mimics the rationale behind clinical diagnosis and represents a unique solution.

Objective: The aim of this study was to develop and validate a probabilistic model for differential diagnosis in different medical domains.

Methods: Numerical values of symptom-disease associations were utilized to mathematically represent medical domain knowledge. These values served as the core engine for the probabilistic model. For the given set of symptoms, the model was utilized to produce a ranked list of differential diagnoses, which was compared to the differential diagnosis constructed by a physician in a consult. Practicing medical specialists were integral in the development and validation of this model. Clinical vignettes (patient case studies) were utilized to compare the accuracy of doctors and the model against the assumed gold standard. The accuracy analysis was carried out over the following metrics: top 3 accuracy, precision, and recall.

Results: The model demonstrated a statistically significant improvement (P=.002) in diagnostic accuracy (85%) as compared to the doctors’ performance (67%). This advantage was retained across all three categories of clinical vignettes: 100% vs 82% (P<.001) for highly specific disease presentation, 83% vs 65% for moderately specific disease presentation (P=.005), and 72% vs 49% (P<.001) for nonspecific disease presentation. The model performed slightly better than the doctors’ average in precision (62% vs 60%, P=.43) but there was no improvement with respect to recall (53% vs 56%, P=.27). However, neither difference was statistically significant.

Conclusions: The present study demonstrates a drastic improvement over previously reported results that can be attributed to the development of a stable probabilistic framework utilizing symptom-disease associations to mathematically represent medical domain knowledge. The current iteration relies on static, manually curated values for calculating the degree of association. Shifting to real-world data–derived values represents the next step in model development.

(J Med Internet Res 2020;22(4):e17550) doi:10.2196/17550
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Introduction

The World Health Organization (WHO) advocates a minimum doctor:population ratio of 1:1000; although this prescribed ratio has been attained in most of the Western world, 44% of the WHO member states report less than 1 physician per 1000 patients [1]. The situation is particularly grim in South Asia and Africa, with a ratio as low as 0.01 physicians per 1000 individuals in Malawi [2]. The WHO estimates a global shortage of 12.9 million health care workers by 2035 [3]. Such acute shortages in the health care system necessitate the development of low-cost, deployable, and scalable tools that can be integrated into multiple health care delivery models.

Several machine-learning and deep-learning algorithms have been applied to facilitate clinical diagnosis, but such tools often require large clinical datasets for training. Lack of availability of such datasets and inherent problems such as overfitting often necessitate the development of innovative solutions. We here introduce a probabilistic model for medical diagnosis that has been developed from the ground up. This method utilizes a stable probabilistic framework that was subsequently adapted to local disease patterns in India. The model was developed and validated against differential diagnoses made by six doctors with respect to various symptom presentation scenarios.

Methods

Model Development

For model development, we focused on infectious diseases as a major contributor to patient morbidity and mortality in developing countries, with most patients presenting with fever as their primary symptom [4]. The 15 most common causes of fever in India (Multimedia Appendix 1) were identified through national epidemiological data and were independently verified by internal medicine and infectious disease specialists. These 15 diseases represent a bulk of the patient load and were used for developing the framework of the probabilistic model and subsequent accuracy testing. This approach allows for the construction of diagnostic tools that provide high levels of diagnostic accuracy while retaining the inherent scalability provided by mathematical constructs.

In a medical consultation, the objective of the doctor-patient interaction is to gather evidence to formulate a provisional diagnosis based on the presenting symptoms. The addition of every new symptom results in the probability of disease being modified; that is, the prior probabilities are updated with the addition of new evidence. Thus, the science behind reaching a clinical diagnosis mimics a probabilistic framework.

We developed a probabilistic model of diagnostic assessment, which was simplified to a multiclass classification problem. This required diseases to be distributed over a probabilistic distribution based on the presented evidence. The mathematical (Bayesian) interpretation of this distribution is a set of numbers corresponding to each possible disease. These numbers are representative of the probability of occurrence of a disease given the set of symptoms [5]. In this way, a list of differential diagnosis is generated.

To define the model, the following assumptions were considered: (1) medical history can be scientifically objectified, leading to definite universal symptom characteristics; (2) all possible diseases are included, which ensures a definite class of disease/condition; and (3) a single disease/condition is responsible for the set of presented symptoms. The mathematical framework for the model is described in detail in Multimedia Appendix 2.

Validation

An overview of the validation process is presented in Figure 1. Validation of the developed model was performed through a set of clinical vignettes (patient case summaries). To create the clinical vignettes, each of the 15 chosen diseases was stratified into three real-world clinical scenarios: highly specific disease presentation, moderately specific disease presentation, and nonspecific disease presentation. Two independent internal medicine specialists with a minimum clinical experience of 15 years each were entrusted with the creation of said vignettes, resulting in a total of 90 (15×3×2) clinical vignettes. The vignettes developed were subsequently verified by a third senior specialist to reduce any potential effects of selection bias.
Each clinical vignette was modeled on the standard medical history format containing patient demographic details (age, sex, and date of presentation), presenting complaints, present illness, and medical history, including family history and personal history. A primary diagnosis and two differential diagnoses with percentage surety values were provided in each vignette and were used for accuracy analysis. A sample clinical vignette is shown in Multimedia Appendix 3.

The clinical vignettes were randomized, assigned a code, and subsequently provided to 6 independent doctors of varying clinical experience (0-10 years). All participating doctors were provided with a brief detailing the clinical context prior to initiation of the study. For each vignette, the participating doctors were asked to provide one primary diagnosis and two differential diagnoses along with percentage surety values.

To calculate the performance of the probabilistic model, the clinical vignettes were fed into the model and were used to generate a ranked list of diagnoses with percentage surety values. Percentage surety values were utilized as an arbitrary representation of the level of confidence for each of the differential diagnoses, with the sum being 100% for each vignette. The top diagnosis from this list was assumed as the primary diagnosis for accuracy analysis.

**Accuracy Analysis**

The performances of the model and the 6 doctors were compared against the assumed gold-standard diagnosis of the clinical vignettes under each of the three previously defined clinical scenarios: highly specific, moderately specific, and nonspecific disease presentation. Each of the chosen metrics provided a different perspective about the diagnostic accuracy.

The simplest method for accuracy analysis involves determination of the percentage of cases where the primary diagnosis (model or doctor) matches with the primary diagnosis of the clinical vignettes. Although this approach is useful in accuracy analysis for patients presenting with classical symptoms, it is not as suitable for patients with nonspecific presentations of the disease. Additionally, as all probabilistic models utilize only patient history for evaluation and do not take into account physical examination and relevant investigations, arriving at a single diagnosis is often medically unsound. Alternatively, top-3 accuracy, as an extension of the primary diagnostic accuracy, and standardized performance metrics such as precision and recall are useful in such scenarios, and were thus chosen as the main metrics for the current study.

The top-3 accuracy is an extension of the primary diagnostic accuracy and is defined as the percentage of cases where the
list of three differential diagnoses developed contains the primary diagnosis of the clinical vignettes [6]. Thus, the top-3 accuracy denotes not only the diagnostic accuracy but also the safety of the model in situations faced by the patient. Precision, measured as the positive predictive value, is defined as the percentage of correct predictions (true positives/true positives+false positives). Precision is a measure of exactness and can be understood as the percentage of times a disease was correctly predicted among the total number of times its prediction was made. Precision was determined for each of the 15 individual diseases and an aggregate precision value was calculated by averaging over the frequency of each of the diseases. Recall, measured by sensitivity, is defined as the percentage of correct identification (true positives/true positives+false negatives). It is the percentage of times a disease was correctly predicted among the total number of times the disease was present. Recall was determined for each individual disease and an aggregate recall value was calculated. An upper-tailed t test was used for calculation of statistical significance.

Results

For each of the defined metrics, an overall analysis of the performance of the model and doctors in comparison to the gold standard was performed. Additionally, comparative analysis was performed following stratification of the clinical vignettes based on the degree of specificity. Moving from highly specific to nonspecific vignettes denotes a progressive decrease in conclusive medical evidence available for diagnosis. In accordance, the performance of both the model and the participating doctors declined when moving down the spectrum of disease specificity.

The top-3 accuracy of the model (Figure 2) was 85% in comparison to the doctor average of 67% (P=.002). The statistical significance of this advantage was retained across all three categories of clinical vignettes, 100% vs 82% (P<.001) for highly specific disease presentation, 83% vs 65% for moderately specific disease presentation (P=.005), and 72% vs 49% (P<.001) for nonspecific disease presentation.

The precision for the model (Figure 3) was 62% in comparison to the doctor average of 60%. However, this difference was not statistically significant (P=.43). Stratification of the results revealed that the model performed better than doctors in highly specific vignettes (78% vs 75%, P=.04) and moderately specific vignettes (61% vs 50%, P=.09) but not for clinical vignettes with low specificity (20% vs 39%, P<.001). The overall recall for the model (Figure 4) was 53% in comparison to the doctor average of 56% (P=.27). Results obtained following segmentation of the clinical vignettes followed similar patterns, with the model faring better than doctors in highly specific (81% vs 75%, P=.008) and moderately specific (60% vs 52%, P=.13) vignettes, but not for nonspecific vignettes (17% vs 36%, P<.001).
As discussed above, the top-3 accuracy, precision, and recall take only the primary diagnosis into account, and thus additional metrics such as the Jaccard similarity index and cosine similarity are of greater clinical relevance. Additional details about the chosen metrics are provided in Multimedia Appendix 4. Performance analysis on the basis of these metrics revealed that the model consistently outperformed doctors for both the complete set of clinical vignettes as well as in each of the three subcategories of vignettes. The overall performance of the model on the basis of the Jaccard similarity index was higher than that of the average doctor (56% vs 47%,  \( P=0.02 \)). The performance differential between the model and the doctors was relatively narrow in the highly specific vignettes (62% vs 56%,  \( P=0.02 \)) but widened considerably in the moderate (62% vs 48%,  \( P=0.008 \)) and low (43% vs 31%,  \( P=0.01 \)) specificity vignettes. An overview of the same is demonstrated in Figure 5.

The cosine similarity of the model (Figure 6) was 72% in comparison to the doctors’ average of 64% (\( P=0.002 \)). Performance following stratification of the vignettes revealed similar patterns to those found for the Jaccard similarity index, with a relatively narrow differential in the highly specific vignettes (79% vs 73%,  \( P=0.004 \)) that widened in the moderate (72% vs 63%,  \( P=0.04 \)) and low (65% vs 53%,  \( P=0.002 \)) specificity of vignettes.
**Discussion**

**Principal Findings**

Historically, the art of medical diagnosis has relied upon the three pillars of patient history, physical examination, and investigative reports. Hampton et al [7] reported that a detailed and thorough patient history was sufficient to reach a clinical diagnosis in 83% of patients presenting to the medical outpatient department. This statistic is particularly relevant in settings where a patient’s physical examination and investigative tests cannot be performed. Advances in statistical analysis tools have allowed for the creation of probabilistic models serving as both diagnostic and prognostic tools for a myriad of clinical scenarios [8]. These models have been predominantly deployed in patients faced with the need for self-diagnosis, leading to the development of the common moniker “symptom checker” [9].

For the purpose of accuracy analysis, most authors advocate performance testing of both the model and doctors against an assumed gold standard. Evans et al [10] analyzed vignette methodology and concluded that vignettes are a powerful tool to study physicians’ clinical judgement, and can be strongly reflective of clinicians’ real-world behavior. This approach ensures that the accuracy analysis of the model is not unfairly hampered by errors in diagnosis by individual doctors. Additionally, as both the model and the doctors are fed the same information, over a statistically significant number, the quality of the clinical vignettes in question ceases to affect the accuracy analysis as the performance of both the model and doctors increases or decreases according to the level of information contained in the vignette. Razzouk et al [11] compared the performance of a decision support system for the diagnosis of schizophrenia disorders against an expert using 38 clinical vignettes prepared from outpatient charts. In a retrospective study, Ronicke et al [12] prepared clinical vignettes by extracting information from medical records, which were fed into the model (Ada DX) after anonymization. The second method of accuracy analysis involves a direct comparison of the model performance against diagnosis by the doctors, thereby
assuming the doctors’ response as the gold standard. However, this approach does not take into account errors in judgement of the doctors themselves, which is currently estimated to vary between 10% and 15% [13]. This method also heavily relies on the assumption that the doctors participating in the study have sufficient clinical expertise, thus negating the effects of error over a statistically significant sample size. A recent study conducted by Berry et al [14] compared the diagnostic accuracy of the three most commonly used symptom checkers (WebMD, iTriage, FreeMD) in comparison to that of the doctors for patients presenting with abdominal pain, and found the accuracy of the top diagnosis to be 14.3%, with the top-3 accuracy being 36.7%. However, it is notable that only 49 patients (statistically insignificant) were included in the study and the level of experience of the practitioners was not taken into consideration [14].

Interestingly, once the sample size increases, the effects of diagnostic errors by individual doctors decreases, thereby presenting a fairer representation of the performance of the model. Bisson et al [15] compared the diagnostic accuracy of a web-based symptom checker for 328 patients (163 men and 165 women) presenting with knee pain, which revealed an accuracy of 58% for the model.

In the current study, the performance of both the model and doctors was compared to the assumed gold standard. In our opinion, this approach is statistically sound and should be considered for the primary performance evaluation of developed models, with a one-to-one analysis reserved for specific indications once the prerequisites of a statistically significant sample size and demonstrated clinical experience of the participating doctors have been met. The chosen metrics reflect not only the diagnostic accuracy but also the capability of the model to adapt to varying clinical scenarios and disease presentations [16].

The performance of the present model was superior to that of the panel of doctors across the entire gamut of chosen primary and secondary metrics. Several studies have failed to demonstrate such levels of clinical performance, with all trained models trailing in diagnostic accuracy achieved by clinicians. Semigran et al [9] used 45 clinical vignettes and reported 51.2% accuracy for the top-3 accuracy of an online symptom checker in comparison to 84.3% for doctors. A similar study conducted by Shen et al [6] for ophthalmologic diagnosis found the top-3 accuracy of an online symptom checker to be 58.3% for the model. Davies et al [17] found that web-based symptom checkers listed degenerative cervical myelopathy as a differential diagnosis in only 45% of symptom composites tailored from 31 recognized symptoms in the literature. In addition, Ronicke et al [12] showed that their model (Ada DX) suggested a correct diagnosis in the top 5 suggestions in 53.8% of cases and as the top diagnosis in 37.6% of cases. Although Razzouk et al [11] reported the model’s accuracy to be 66%-82% for diagnosing schizophrenia, it is important to mention that their model was constructed to diagnose only one disease and was evaluated for diagnosis of that particular disease.

Strengths and Limitations

The current study represents the first probabilistic model that consistently outperformed trained medical professionals. This jump in diagnostic accuracy can by and large be attributed to building a model from the ground up. Various authors have utilized preconstructed or preconfigured models either directly or after small modifications. Shen et al [6] and Davies et al [17] used readily available web-based symptom checker tools such as WebMD, Healthtools, AARP, Healthline, or Netdoctor to study the accuracy of such models against the diagnostic performance of practicing physicians. However, in the present study, the probabilistic model was constructed from scratch. The mathematical framework was closely modeled to mimic the science behind arriving at a clinical diagnosis. Development of symptom-disease associations offers a novel approach to mathematically represent medical domain knowledge. Additionally, utilizing local epidemiological trends and disease profiles to develop these associations resulted in a high degree of accuracy. These symptom-disease relevance associations were manually curated by a team of doctors. This exercise was carried out over several iterations with extensive feedback from various medical experts. The model in the study represents the 6th iteration.

Delving deeper into the model performance after stratification of the clinical vignettes revealed some features that merit special mention. In cases where the clinical vignettes contain a large amount of specific clinical data (ie, highly specific and moderately specific disease presentation), the probabilistic model performed at par or better than the doctors across the gamut of chosen metrics (see Multimedia Appendix 5). However, this advantage was lost in the case of nonspecific disease presentation, with the model significantly trailing the panel of doctors in precision and recall values. These values serve as a reminder that even high-performing models fail in rare instances such as for patients with nonspecific disease presentations. Various studies have demonstrated similar results. In a review article, Mishra et al [18] lists unusual/atypical/silent disease presentation (nonspecific disease presentation) under the category “no fault errors.” They conclude that such errors are due to limitations of present medical knowledge and can only be reduced by furtherance of medical research and technological advancements. These findings are particularly relevant from a clinical context as they reinforce the fact that all such diagnostic tools should not be developed as a replacement for doctors but only to serve as clinical decision support systems. In a systematic review, Garg et al [19] reported that among 97 randomized and nonrandomized controlled trials studying the role of computerized clinical decision support systems in clinical practice, 64% of studies demonstrated improved practitioner performance. This approach will ensure standardization of care while retaining the inherent safety provided by a thorough clinical evaluation by a trained medical professional.

The present study suffers from a few limitations. First, the major limitation lies in the small sample size. Accuracy analysis was performed by comparing the performance of the model and the doctors over 90 clinical vignettes. Second, the present study was based on a small dataset (ie, patients presenting with fever...
in a developing country). This problem statement has been used to develop and subsequently test a probabilistic model. Further large-scale studies are required to prove the clinical relevance of this model across different clinical scenarios. The authors have attached the relevant study data in the appendices and encourage researchers to independently replicate the results on a statistically significant sample size. Lastly, a claim can be made that clinical vignettes might not represent a true visualization of the disease presentation, and accuracy analysis on actual patient data might prove to be beneficial [20].

Future Scope
The current study represents a proof of concept of a probabilistic clinical decision support system. The present iteration of the model relies on static, manually curated values for calculating the degree of association. Shifting to real-world data–derived values represents the next step in model development. This migration would not only enhance diagnostic accuracy but also provide the ability to adapt to sudden changes in the disease environment in real time, an invaluable asset in disease epidemic prediction. Incorporation of investigative reports in the current framework—although challenging—is the key to a major jump in diagnostic accuracy. Accuracy testing for the current model has been performed through clinical vignettes that represent artificial textbook cases of disease presentations. Testing on real patient data would offer additional insights into the performance of the model.

Conclusions
The present research demonstrates a drastic improvement over previously reported results that can be attributed to the development of the current model while keeping the local patient presentation and disease profile in mind instead of utilizing an off-the-shelf approach. This approach provides a greater degree of diagnostic accuracy than previous models. In addition, extensive involvement of practicing clinicians during the development phase is essential for the creation of a solution with demonstrable accuracy and clinical relevance. Importantly, these results are based on a relatively narrow dataset with the aim of developing a proof of concept. Therefore, additional large-scale clinical trials need to be conducted before these models can be deployed universally. In the interest of patient safety, the authors suggest positioning of all such tools as clinical decision support systems rather than as a substitute for trained medical doctors.
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Abstract

Background: Although clinical decision support (CDS) alerts are effective reminders of best practices, their effectiveness is blunted by clinicians who fail to respond to an overabundance of inappropriate alerts. An electronic health record (EHR)–integrated machine learning (ML) algorithm is a potentially powerful tool to increase the signal-to-noise ratio of CDS alerts and positively impact the clinician’s interaction with these alerts in general.

Objective: This study aimed to describe the development and implementation of an ML-based signal-to-noise optimization system (SmartCDS) to increase the signal of alerts by decreasing the volume of low-value herpes zoster (shingles) vaccination alerts.

Methods: We built and deployed SmartCDS, which builds personalized user activity profiles to suppress shingles vaccination alerts unlikely to yield a clinician’s interaction. We extracted all records of shingles alerts from January 2017 to March 2019 from our EHR system, including 327,737 encounters, 780 providers, and 144,438 patients.

Results: During the 6 weeks of pilot deployment, the SmartCDS system suppressed an average of 43.67% (15,425/35,315) potential shingles alerts (appointments) and maintained stable counts of weekly shingles vaccination orders (326.3 with system active vs 331.3 in the control group; P=.38) and weekly user-alert interactions (1118.3 with system active vs 1166.3 in the control group; P=.20).

Conclusions: All key statistics remained stable while the system was turned on. Although the results are promising, the characteristics of the system can be subject to future data shifts, which require automated logging and monitoring. We demonstrated that an automated, ML-based method and data architecture to suppress alerts are feasible without detriment to overall order rates. This work is the first alert suppression ML-based model deployed in practice and serves as foundational work in encounter-level customization of alert display to maximize effectiveness.

(J Med Internet Res 2020;22(4):e16848) doi:10.2196/16848
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**Introduction**

**Background and Significance**

The potential effectiveness of clinical decision support (CDS) alerts as a scalable tool for promoting evidence-based care for vaccine administration has led to their frequent use by most health care systems seeking to maximize vaccination rates [1-4]. CDS alerts to prompt evidence-based practices have been extensively studied and shown to work best when delivered at an appropriate time and place in the clinical workflow, that is, when the clinician is prepared to receive the information [5-8]. Successful CDS alerts have led to a reduction in prescribing brand-name antibiotics [9], improved lipid management in renal transplant patients [10], improved compliance with guidelines for treating HIV [11-13], reduced ordering of tests when costs were displayed [14], and age-specific alerts that reduce inappropriate prescribing in the elderly [15-20].

Although CDS tools are effective reminders of best practices, their effectiveness is blunted by the context in which they are deployed; alert fatigue (clinician desensitization driven by overwhelming number and quality of safety alerts) [21] is the result of an ever-growing number of alerts in the electronic health record (EHR), leading to clinicians commonly ignoring or failing to respond appropriately to alerts. Alert fatigue resulting from an excess of poor-quality alerts (eg, alerts firing at inappropriate times or for inappropriate patients) contributes to clinicians’ perceptions that the bulk of alerts are likely clinically insignificant regardless of their clinical message. As a result, clinicians now override most medication alerts [22-24] and are becoming increasingly desensitized to alarms [25-27]. Although there is limited consensus on how to measure alert fatigue and its unintended consequences, data show that alert fatigue is significantly impacting the clinician experience and patient care [28-31]. At our large academic health system, the number of active interruptive alerts for providers grew from 13 in 2012 to 107 in 2018, an increase of more than 800%. In December 2018, our providers ordered the shingles vaccine in response to just 6.43%(2219/34,531) of the alerts, indicating that our clinicians view a majority of these alerts as inappropriate. Consequently, an improved EHR experience for clinicians has become an institutional priority for many health systems, including our own.

Individual-level factors, including clinicians’ bias toward ignoring alerts and poor signal detection resulting from the overwhelming number of alerts, and poor alert reliability add to the degraded effectiveness of CDS and user experience [32,33]. To optimize a CDS system means to optimize the signal-to-noise ratio of alerts by increasing the signal, decreasing the noise created by an abundance of inappropriate, poorly timed alerts or both. To this end, prior work in medication alerts and its clinical setting. The dataset includes a total of 695,311 interaction rate (any action toward acknowledging the shingles alert in an encounter) during this period was 16%, and the alert in an encounter) during this period was 16%, and the overall order rate of the shingles vaccine in response to the alert was 5%. The alert response options are illustrated in Figure 1—providers may choose from four different actions: open SmartSet to sign vaccine orders for targeted patients, health

Research indicates that delivering alerts at the appropriate time and place in the clinical workflow is key to effective CDS [5-8]. Prior work to optimize CDS tools focuses on manual approaches [4,46]; these have proven to be time consuming, difficult to maintain, and static, limiting scalability. Optimization and incorporation of more sophisticated rules to surface or suppress alerts achieves limited reduction [36-41]. Machine learning (ML) is a powerful tool for identifying patterns in complex data by using past data to predict future performance. The use of ML in health care has proliferated over the past 10 years in a variety of use cases. ML applied to EHR data specifically shows signs of promise as a tool for improving safety and quality of care; its application to problems such as predicting readmission and sepsis shows the ability of ML ability to better target alerts to the appropriate user and use case [47-49]. An EHR-integrated ML algorithm is a potentially powerful tool to improve the quality of care by increasing the signal-to-noise ratio of alerts to positively impact clinicians’ interactions with these alerts. To date, the informatics literature lacks both prospective evaluation of signal-to-noise optimization interventions as well as detailed accounts of operational steps necessary to implement ML models in clinical care. Using the shingles vaccination alert as our initial use case, we leveraged historical EHR interaction data (clicks), patient and provider sociodemographic data to (1) build and train an ML model that can predict the likelihood of provider interaction with the shingles vaccination alert and (2) establish the data architecture necessary to deploy the model in a live environment.

**Objective**

The objective of this case study was to describe the development, implementation, and prospective evaluation of a novel, ML-based, CDS signal-to-noise optimization (SmartCDS) system that suppresses low-value vaccination alerts applied to a shingles vaccination CDS alert.

**Methods**

**Setting**

This work was conducted within a large urban academic hospital system with approximately 1300 beds over several satellite locations. In the fiscal year 2016, 3584 doctors and 4899 nurses treated approximately 38,000 inpatient admissions, 5.8 million outpatient visits, and 150,000 emergency department visits.

**Data**

This study uses all data from January 1, 2017, to March 11, 2019, to maintain consistency with the shingles alert content and its clinical setting. The dataset includes a total of 695,311 shingles alerts presented to 780 providers over 327,737 encounters, covering 144,438 unique patients. The overall alert interaction rate (any action toward acknowledging the shingles alert in an encounter) during this period was 16%, and the overall order rate of the shingles vaccine in response to the alert was 5%. The alert response options are illustrated in Figure 1—providers may choose from four different actions: open SmartSet to sign vaccine orders for targeted patients, health
maintenance override, postpone or customize health maintenance modifier based on refusal, and deferral or other decisions made by patients; the alert appears on a side tab located at the right side of the EHR interface and may also be ignored or closed when no action is taken.

**Figure 1.** Screenshot of the shingles vaccination electronic health record alert.

![Alert Screenshot](https://example.com/alert.png)

© 2019 Epic Systems Corporation. Used with permission.
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**Alert Suppression Model Construction**

**Feature Construction**

A retrospective data query was performed to extract data related to the shingles vaccine alert. Key data elements to be extracted from the EHR were determined using a combination of descriptive analysis and clinical expertise. After data cleaning, historical changes were analyzed in alert usage to determine the optimal period from which data can be extracted for model training (two years of data from January 1, 2017, to December 31, 2018). Using data from our alert system, the average response rates for the alerts as well as the providers’ interaction history with the alerts were examined for the purpose of determining an appropriate protocol for assigning one unique provider to each alert encounter. Initial analyses demonstrated a large variation among clinicians with regard to the frequency of interaction with the alerts (0%-92%), prompting our team to construct variables for an individual clinician’s activity history, which was expanded to several short-term and long-term activity history variables capturing response rates, alert volume, and demographic variables for both clinicians and patients. The features that affect clinician’s response include (1) clinician-level demographics, clinical roles, and specialties; (2) response rate to previous shingles alert (both short-term and long-term); and (3) the number of recent encounters. The patient-level data included were patient demographics and history of targeted shingles alert responses and shingles vaccine orders by clinicians. In addition, a binary flag indicating walk-in visits and scheduled office visits was included as the architecture did not capture walk-in visits in our pilot implementation.

**Machine Learning Model**

The model was designed as a binary classification task. The target labels were built based on whether an alert instance was interacted with or whether a follow-up order for shingles vaccination was placed in each primary care visit. The data were split randomly based on individual clinicians into 80%, 10%, and 10% sets for model training, validation, and testing, respectively, as illustrated in Figure 2. XGBoost was employed as our ML algorithm, with learning rate=0.3, maximum tree depth=0.6, minimum child weight=1, no subsampling, negative log loss, and early stopping (with a maximum of 50 rounds). The validation set was used to monitor the model training through early stopping to derive the operational score threshold and evaluate the model performance; the test set was used to evaluate the effectiveness of the score threshold and the generalizability of the trained model retrospectively. To evaluate the performance of the model, we obtained a sample of nearly 65,000 primary care visits. We reported a highly effective model, adopting individual profiling of providers to reduce the number of clinically insignificant alerts, with average area under receiver operating characteristic of 0.919 and average area under precision-recall curve of 0.562 using 5-fold cross-validation. Our simulation found that of the 50.00% (6490/12,980) lowest ranked vaccination alerts, 99.77% (6475/6490) have been ignored by providers if not suppressed. Given that the corresponding estimated order reduction via nested cross-validation was deemed conservative at 1%, a 50% suppression threshold was selected in collaboration with clinical stakeholders [50]. As a result, the model that relies on personal history for features is updated daily to incorporate the latest data and update the 50% score threshold during prospective implementation. Upcoming appointments are used for ongoing training, making the training window ongoing. The patients’ appointments for initial primary care visits are excluded from suppression.
**Figure 2.** Experimental design. All data from January 1, 2017, to March 11, 2019, are used to train the model. Data are divided based on clinicians into 80%, 10%, 10% splits as train, validation, and test set, respectively. Each day, the data from the previous day are added to the dataset and the model is retrained and evaluated on the updated validation set to derive the 50% suppression score threshold. Predictions are made on upcoming visits (appointments) following the shingles best practice advisory (BPA) eligibility in the next day, and BPA instances are suppressed if the predicted score is lower than the threshold. Upcoming visits, which are logged into the shingles BPA log in the electronic health record system, are used for training in the future. In this design, the training window is always growing, with January 2017 as the start date. ST: score threshold.

**Pilot Design and Evaluation**

A pilot study was designed over 6 weeks (Figure 3) in biweekly cycles (alternating turning the model on for one week and turning the model off for another week) to verify that the data distribution in the training/validation set was applicable to that in production. In the pilot, key statistical measures were examined with the model both turned on and turned off to compare prospective model performance with estimates generated in retrospective evaluation. The provider response and follow-up orders associated with suppressed shingles alerts cannot be measured; therefore, prospective model performance was evaluated using the percentage of daily suppressed alerts, daily alert response rate, weekly shingles vaccination order count, and alerts per order rate. Weekly aggregated measures were employed because of weekly patterns detected in the clinical setting (eg, Wednesdays and weekend days featured lower alert volume).
Results

Architecture for Signal-to-Noise Optimization System Deployment

After the construction of ML model for alert suppression (see Methods), we built a new data architecture to operationalize the model (Figure 3). The overall signal-to-noise optimization (SmartCDS) system was broken into three components: (1) the data extraction module, which identifies planned visits for the next day, with the intent to identify upcoming vaccine alerts to suppress, and queries the EHR to extract the variables required to run the ML module; (2) the suppression ML model itself (the ML module built as described above); and (3) the suppression module, which leverages a series of application programming interface calls to the EHR to communicate the alerts that should be suppressed. The data extraction module queries the EHR and extracts features that should then be passed to the ML module.

The steps, related tasks, and timeline for the development and operationalization of the system are detailed in Table 1.
Table 1. Signal-to-noise optimization (SmartCDS) system development.

<table>
<thead>
<tr>
<th>Step</th>
<th>Task</th>
<th>Timeline</th>
</tr>
</thead>
</table>
| Alert suppression model construction      | • Retrospective data query: Manually retrieved historical data (best practice advisory alert log, shingles vaccine order log, and patient/provider demographics) from our EHR databases  
• Data cleaning and initial analysis: Aggregated data and conducted analyses to determine the average response rate for alerts  
• Construction of predictive variables: Used long-term and short-term (1 month) personal interactive history of providers and clinician/patient demographics  
• Model training and performance evaluation: Used constructed variables to build model and evaluated performance using a presplit (based on clinicians) training set (80%), validation set (10%), and test set (10%) from historical data  
• Predictive variables and refinement of retrained models: Iterated predictive variable construction, model training, and performance evaluation on the validation set to determine the optimal predictive variables to train the model  
• Optimization of model parameters: Optimized model performance by fine-tuning built-in model parameters | 3 months  |
| Aggregation of production data            | • Virtual table creation: Retrieved live data from our EHR databases (alert log, shingles vaccine order log, and patient/provider demographics)  
• Storage of interim, preprocessed data on local database: Created repository to track results of each run (eg, errors) | 2 weeks  |
| Web service endpoint configuration        | • Web service isolation: Determined which Web service to call within our EHR’s interoperability Web Application Programing Interface  
• Endpoint rule creation (part 1): Built rule that reacts to data sent to endpoint  
• Suppression rule creation (part 2): Built rule that can determine whether to suppress the alert or not | 3 weeks  |
| Machine learning script optimization      | • Data query: Incorporated live data into model  
• Feature engineering and storage to local database: Updated daily additive dataset as model is retrained with most recent log  
• Model training: Trained model daily to incorporate live data  
• Threshold setting: Used training and validation datasets to simulate the predicted relationship of alerts suppressed and orders missed  
• Storage of model prediction results in local database: Recorded predictions, model scores, dates, and the corresponding score threshold for each upcoming vaccine alert | 1 month  |
| Docker image and container formation      | • Configuration of Web service setup: Installed required modules, packages, and drivers as well as tested Web service endpoint  
• Cron job setup: Defined frequency and timing of specific system functions  
• Logging: Monitored and recorded system function, including errors | 1 week  |
| Reporting and dashboard development       | • Production of relevant data elements and storage in local database: Daily report of summary statistics as tables and plots recorded  
• Report delivery and cadence: Daily logging on status of the pipeline; email sent upon fatal errors | 2 weeks  |

*EHR: electronic health record.*

Aggregation of Production Data and Configuration of a Web Service Endpoint

With the alert suppression model built and data aggregated to support production, we worked with our institutional EHR team to create predefined and operationally approved queries to build easy-to-access views of our variables of interest in the EHR database. This enabled and automated the data extraction needed to operationalize the SmartCDS system. We then established a local database to serve as a repository for monitoring and tracking data runs, reports, and system errors per best practices. To complete our work on creating the technical capacity necessary to implement the SmartCDS system, we worked with the enterprise information technology team to determine the appropriate Web service to call; we then created the rules necessary to appropriately respond to the data sent to that endpoint and, if appropriate, suppress the target alert (in this case, the shingles vaccination alert).

Optimization of Machine Learning Script and Docker Image and Formation of Container

Once built, we validated the SmartCDS system with the shingles alert. Predictions are made on upcoming appointments by applying the model to our predefined views, modifying the ML script, and generating model predictions (suppress yes or no), which are saved in a local database and applied to suppress an alert with a predicted score less than the threshold (additional details in Methods). The system was designed to be modular and orthogonal with regard to call frequency, instrumentation, and configuration, allowing for easy adaptation to new environments. Under these parameters, we formed Docker containers (standard units of software that package code and all its dependencies, so each application runs quickly and reliably.
from one computing environment to another) to appropriately configure the Web service, define the frequency and timing of functionality, and log the system’s normal and error events.

**Reporting Dashboard Development**

A dashboard was developed to ensure that the system was running properly with a stable performance of the model from a safety and operational perspective and to monitor process outcomes of interest. The dashboard features process outcomes of interest (e.g., suppression percentage, daily order counts, and daily alert volume) and factors in timing and frequency of report delivery based on feedback from clinical and operational stakeholders. Daily logging and weekly monitoring reports (Figure 4 and Multimedia Appendix 1) were constructed to enable detection of abnormal model behavior related to data shifts or model failures. If, on any date, the alert-related volume diverges from previous patterns, the alert log stream along with the related EHR data can be examined to locate the source of the anomaly.

**Figure 4.** Summary reports of the shingles model from January 19, 2019, to March 11, 2019. (A) Smoothed curves of daily aggregated acceptance (response) rates to the shingles best practice advisory (BPA; alert), 95% CI shown in shaded areas, respectively (model turned on is shown in the purple solid curve and model turned off is shown in the light green dotted curve). Weekends are not included because of the large variation resulting from low BPA volumes on weekends. Vertical shaded areas annotate the 6-week trial time period. (B) Weekly averaged suppression percentage of the shingles alert. (C) Weekly count of interacted shingles BPA. (D) Smoothed curve of weekly shingles vaccine order counts.

**Pilot Results**

**Daily Alert–Related Volumes**

We leveraged the 6 weeks of data (January 19-March 11, 2019) to compare the volume difference in shingles alert count, interacted alert count, and order count between weeks with the model turned on and turned off. We observed 42.2% (3541.0 with the model turned on vs 6123.7 with the model turned off) reduction in the alert count, no significant reduction in the interacted alert count (one-sided two sample \( t \) test; \( P=.20 \)) or in the order count (one-sided two sample \( t \) test; \( P=.38 \)) during the 6-week biweekly cycle with the model turned on and model turned off (Table 2).
Principal Findings

This paper describes the steps and considerations involved in the development and implementation of an ML model for suppressing low-value alerts in the EHR for the shingles vaccination. As predicted in our simulation, validation of this signal-to-noise optimization (SmartCDS) system demonstrated substantial reduction in the shingles vaccine alerts at a limited vaccine ordering expense. The rate of daily alert interaction among individual clinicians during the 6-week pilot was higher with the model turned on vs the model turned off. This result was expected because of the 42.2% lower volume of shingles alerts observed with stable daily alert interactions. Interestingly, the overall interaction rate gradually decreased over the 6-week cycle (Figure 4). This finding is consistent with the findings that responsiveness to alerts tends to decrease over time [29]. During the 6-week pilot, the profile of the providers who accepted the alerts did not change, indicating that the profile of patients who are offered the vaccination did not change either.

This will be confirmed in our follow-up studies. To date, our literature review indicates that our SmartCDS system is the first to develop an ML-based system to suppress clinically insignificant alerts or alerts unlikely to be accepted and to prospectively evaluate the system in a large-scale health care system. Relevant literature to date has been limited to retrospective studies focused on identifying false-positive or clinically insignificant physiologic monitor alarms (false alarms). In 2015, Physionet opened a challenge to reduce false arrhythmia alarms using a subset of the Medical Information Mart for Intensive Care II waveform database [51]. The best models showed that by allowing 30 seconds of delay, false alarms can be better distinguished from true alarms; the best models were able to achieve 80% reduction in false alarms, missing 1% of true alarms. Studies focusing on pulse oximetry to reduce peripheral capillary oxygen saturation (SpO2) false alarms, intracranial pressure alarms, and general vital sign monitoring alarms found mixed results ranging from 25% to 47% in alarm reduction, with 0% to 5% false-negative rates [42-45]. A more recent study showed that, by increasing delayed time within 3 min for alarms with physiologic monitoring waveforms, as well as including electrocardiography, SpO2, and arterial blood pressure, an ML model can achieve slightly better performance but fails to stably generalize to unseen data [52].

The development of a robust reporting structure allows for the logging and monitoring of the system and its impact on clinical outcomes, which are necessary to ensure the stability and safety of the system. Future work will involve gathering feedback from front-line stakeholders to support the adaptation of the signal-to-noise optimization system to other alerts, enabling the system to ingest real-time data as well as further development of a reporting dashboard with effective, user-centered data displays, and a systematic process for establishing organizationally acceptable thresholds for alert suppression.

Limitations

During the pilot implementation and evaluation, the model only operated on scheduled office visits because of infrastructure gaps restricting the ability to incorporate walk-in visits. We are working to address this gap to be able to assess the effectiveness and impact of this model on a global level. On the other hand, it is possible that clinicians will start to adjust to the volume change in the shingles alert delivery, leading to less responsiveness and less ordering. As potential external or systematic biases, such as seasonal effects, could lead to

Table 2. Shingles alert–related volume in 2019. Each statistic is the weekly average of the corresponding group during the 6-week biweekly cycle except that alerts per order rates were calculated as bulk averages within each 3-week group, respectively.

<table>
<thead>
<tr>
<th>Group</th>
<th>Time range (weeks)</th>
<th>Alert count, mean (SD)</th>
<th>Interacted alert counta, mean (SD)</th>
<th>Order countb, mean (SD)</th>
<th>Accumulated alerts per order rate</th>
<th>Accumulated interacted alerts per order rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model turned off</td>
<td>3</td>
<td>6123.7 (232.9)</td>
<td>1162.3 (22.8)</td>
<td>331.3 (5.1)</td>
<td>18.5</td>
<td>3.4</td>
</tr>
<tr>
<td>Model turned on</td>
<td>3</td>
<td>3541.0 (669.4)</td>
<td>1118.3 (71.6)</td>
<td>326.3 (23.6)</td>
<td>10.9</td>
<td>3.5</td>
</tr>
</tbody>
</table>

aP=.20, bP=.38.
inaccurate observations and conclusions, we will implement a more comprehensive statistical evaluation after updating the infrastructure to systematically address these potential biases.

Conclusions
Our model presented high discriminatory power in the initial prospective evaluation of shingles alert interactions. Our approach was effective in suppressing unnecessary alerts, with limited reduction in overall order volume. This work also provides potential evidence of increase in interactions and orders (eg, an increase in signal-to-noise ratio) by decreasing noise (eg, suppression). In addition, the process built to operationalize this new ML tool may prove to be a useful model for enabling the deployment of this type of tool across many use cases. Future efforts include applying this approach globally to other EHR alerts and comprehensive randomized controlled trials.
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Multimedia Appendix 1
Daily count of the shingles best practice advisories (BPAs; alerts), interacted shingles BPAs, and shingles BPA follow-up vaccine orders from January 19, 2019, to March 11, 2019. Each bar in all three plots represents one day - purple (dark) if the model was turned on and light green with a black border if the model was turned off, the shaded areas annotate excluded dates from downstream statistical analysis. BPAL best practice advisory.
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Abstract

Background: Caregiver involvement is critical for supporting positive behavioral health and legal outcomes for justice-involved youth; however, recruiting this population into clinical research studies and engaging them in treatment remain challenging. Technology-based approaches are a promising, yet understudied avenue for recruiting and intervening with caregivers of justice-involved youth.

Objective: This mixed methods study aimed to assess the feasibility of recruiting caregivers of justice-involved youth using social media into clinical research and to understand caregivers’ perceptions of the acceptability of digital health interventions.

Methods: Caregivers of justice-involved youth were recruited through paid Facebook advertisements to participate in a Web-based survey. Advertisement design was determined using Facebook A/B split testing, and the advertisement with the lowest cost per link click was used for the primary advertisement campaign. Survey participants were offered the option to participate in a follow-up qualitative phone interview focused on the perceived feasibility and acceptability of digital health interventions.

Results: Facebook advertisements were successful in quickly recruiting a diverse set of caregivers (80/153, 52.3% female; mean age 43 years, SD 7; 76/168, 45.2% black, 34/168, 20.2% white, and 28/168, 16.7% Latinx; and 97/156, 62.2% biological parents); cost per click was US $0.53, and conversion rate was 11.5%. Survey participants used multiple social media platforms; 60.1% (101/168) of the participants indicated they would participate in a digital health intervention for caregivers of justice-involved youth. Survey respondents’ most preferred intervention was supportive and motivational parenting messages via SMS text message. Of the survey respondents, 18 completed a phone interview (12/18, 67% female; mean age 45 years, SD 10; 10/18, 56% black, 7/18, 39% white, and 1/18, 6% Latinx; and 16/18, 89% biological parents). Interview participant responses suggested digital health interventions are acceptable, but they expressed both likes (eg, alleviates barriers to treatment access) and concerns (eg, privacy); their most preferred intervention was video-based family therapy.

Conclusions: Recruiting and intervening with caregivers of justice-involved youth through social media and other digital health approaches may be a feasible and acceptable approach to overcoming barriers to accessing traditional in-person behavioral health care.

(J Med Internet Res 2020;22(4):e16370) doi:10.2196/16370
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Introduction

Background

Each year in the United States, more than 920,000 youth under the age of 18 years are arrested [1], and juvenile courts process nearly 1 million delinquency cases [2]. Involvement in the juvenile justice system is associated with various adverse outcomes, including substance use [3], psychiatric disorders [4], and sexual risk behavior [5,6]. Family factors (eg, parent-child conflict and coercive parenting) are consistently associated with youth delinquency [7-10]. As family-based interventions effectively improve outcomes among justice-involved adolescents [11-13], involving family members, particularly primary caregivers, in therapeutic interventions may be an effective way to support positive youth outcomes [14].

Despite the importance of caregiver involvement, recruiting broad samples of caregivers into clinical research remains challenging. Caregivers are typically not court ordered to treatment along with their youth. Resources required to attend treatment (eg, time and reliable transportation) may be scarce. Families often feel overwhelmed by the number of required services related to their youth’s court involvement (eg, court appointments, drug screens, and mandated treatment) [15]. Therefore, caregiver treatment attendance is often poor, and study attrition for clinical trials of family-based interventions is high [16]. The most effective behavioral health treatments include caregivers [17,18], but engaging face-to-face with researchers and clinicians may not be feasible.

New strategies are needed to engage caregivers of justice-involved youth into clinical research and treatment. Technology offers multiple promising avenues. In particular, digital mobile health (mHealth) technology is an efficacious, low-cost way of reaching underserved, vulnerable populations to engage them into and/or deliver quality care [19]. mHealth circumvents many barriers to treatment participation reported by caregivers of justice-involved youth [20], allowing for instantaneous, portable access and direct communication with providers [21]. mHealth effectively increases patient communication, monitoring, and education to reduce the burden of diseases associated with poverty and improves access to health services, clinical diagnosis, and treatment adherence [22]. Social media, specifically Facebook, is one mHealth approach that has been successful in recruiting and intervening with hard-to-reach populations [23-25], including sexual minorities [26] and young adult veterans [27].

Caregivers of justice-involved youth are interested in mHealth treatment [28,29], although little is known about what specific approaches would be most acceptable and beneficial for them. One pilot study with 5 caregivers of justice-involved youth found preliminary evidence for the feasibility and acceptability of a text messaging intervention that sent appointment reminders and motivational messages [29]. To our knowledge, no prior study has used social media to engage or intervene with caregivers of justice-involved youth. Thus, little is known about (1) the feasibility of engaging caregivers of justice-involved youth in clinical research using social media and (2) whether caregivers would consider participating in a range of digital health interventions. Engaging caregivers in clinical research and treatment through mHealth technology may expand access to family-based treatments and thereby promote health equity.

This Study

This mixed methods study aimed to assess the feasibility of using social media to recruit caregivers of justice-involved youth into research studies and to understand caregivers’ perceptions of the acceptability of digital health interventions. Caregivers were recruited through Facebook to complete a Web-based survey and an optional follow-up phone interview. We hypothesized Facebook would be a feasible recruitment tool, and caregivers would be open to participating in a range of digital health interventions. The overall goal was to lay the groundwork for future studies on delivering caregiver-focused and family-focused interventions through digital health platforms such as social media.

Methods

Participants and Procedure

Advertising Strategy

Facebook advertisements were optimized for link clicks and presented to adults (1) ages 28 years and older, (2) using Facebook in English, and (3) residing in 10 US metropolitan areas. The maximum daily budget was US $80 per day. See Multimedia Appendix 1 for additional details regarding pilot testing of advertisements and advertising strategy.

Quantitative Survey

Participants were a convenience sample of 168 caregivers of justice-involved youth. Eligible participants were (1) the caregiver of a youth (ages 10–17 years) who had been arrested, detained, or court involved during the past 12 months; (2) had access to a computer or mobile device with the internet; and (3) proficient in English.

Participants were recruited through Facebook Ad Manager. Advertisements were direct promotions for the survey website; individuals who clicked the advertisement were directed to an external website (Research Electronic Data Capture) containing a Web-based screening questionnaire. Eligible participants were directed to a study information page containing the consent form. A Facebook page where participants could review this material was maintained and reachable from the advertisements. Those who provided informed consent were directed to the Web-based survey. The open survey was presented across 10 screens with nonrandomized items and a varying number of items per page (influenced by skip logic); participants were free to skip any items and could not review or change answers from prior pages. To receive the US $15 electronic Amazon gift card incentive, participants entered an email address which, after checking to prevent multiple entries from the same individual, was disconnected from survey responses. We set a predetermined sample size goal of 150 participants based on available resources. All study procedures were approved by the University of California, San Francisco, Institutional Review Board (#18-25987).
Qualitative Interview

At the end of the survey, participants were asked if they would be willing to participate in a follow-up phone interview. Those who agreed (54/168, 32.1%) provided contact information, which was immediately disconnected from survey responses; 18 qualitative interviews were completed, at which point saturation (ie, when no new themes arose) had been reached [30]. Most participants expressing interest in the phone interview identified as female, so quota sampling (ie, aims to create a sample that represents certain characteristics of a population [31]) was used to ensure adequate male representation. Interviews were approximately 45-min long and participants received a US $50 electronic gift card.

Measures

Quantitative Survey

Sample Characteristics

Caregivers identified their own and their justice-involved youth’s gender, race, ethnicity, and marital status.

Youth Justice Involvement, Behavioral Health Needs, and Treatment

Caregivers reported their youth’s past year justice involvement (eg, probation and detention), behavioral health needs (eg, mental health diagnosis), and participation in behavioral health treatment.

Technology and Social Media Usage

Caregivers reported their access to technology (eg, smartphone and computer) and social media (eg, Facebook and Twitter) use.

Acceptability of Digital Health Interventions

Caregivers reported their willingness to participate in digital health interventions for caregivers of justice-involved youth (1=I would definitely not participate to 5=I would definitely participate). Participants were asked whether they would participate in any of the following interventions and to rate which three were most interesting: (1) receiving supportive/motivational parenting messages via SMS text message; (2) supportive/motivational parenting posts on social media platforms (eg, Instagram and Snapchat); (3) online support community; (4) private groups on Facebook connecting caregivers with one another; (5) private groups on Facebook connecting caregivers and where they can chat with/contact a mental health professional; (6) individual therapy sessions with a therapist through video chat (eg, FaceTime and Skype); (7) family therapy sessions, including the caregiver, their child, and other family members, through video chat; (8) support group meetings with other caregivers through video chat; and (9) other (please specify).

Qualitative Interview

In-depth semistructured phone interviews were conducted in a private research laboratory by the first (JF) and third (CR) authors, who were trained and experienced in qualitative interviewing. Descriptive phenomenological interviews [32] asked participants about the (1) impact of their youth’s justice involvement on different aspects of their lives (eg, work and relationships), (2) family engagement in behavioral health services as recommended or mandated by the court, (3) technology and social media use, and (4) opinions of three hypothetical digital health interventions (primary outcome). The semistructured interview format was selected to allow respondents to express complex thoughts without restriction and to allow interviewers to probe when clarification and/or depth was necessary [33]. All interviews were audio recorded using a digital tape recorder and transcribed verbatim, excluding nonverbal cues for a more comprehensible transcript. To ensure the accuracy of the transcript, one researcher (CR) reviewed each transcript while listening to the audio recording.

Sample Characteristics

Caregivers reported their gender, age, race, ethnicity, marital status, and relationship to the justice-involved youth. They also reported their youth’s age and current justice involvement.

Technology and Social Media Usage

Caregivers reported their access to technology, most frequently used social media platform, reasons for using social media (eg, connect with family), and online support group participation.

Digital Health Intervention Vignettes

Participants were presented with three vignettes of hypothetical digital health interventions during the qualitative interview. They included (1) private groups on Facebook connecting caregivers of youth involved in the justice system with one another with the option to chat with/contact a mental health professional; (2) family therapy sessions, including the caregiver, their child, and other family members, through video chat; and (3) receiving appointment reminders and supportive/motivational parenting messages via SMS text message. Participants were asked to share their likes and dislikes about each intervention and any potential barriers to or benefits from participating.

Coding and Analysis

Inductive Thematic Analysis was selected as the analytic approach to allow themes to emerge from raw data and diminish researcher bias [34]. The initial coding scheme was informed by the semistructured interview guide and interview transcripts, ensuring the authenticity of the participant’s perspective. Before data analysis, three researchers (JF, CR, and AW) employed a co-coding pilot with three randomly selected interview transcripts. Codes from the initial coding scheme were independently applied to interview transcripts and then compared to address inconsistencies (eg, different codes applied to the same section and interpreting the same code differently) and track similarities. The coding scheme was finalized after four iterations of the co-coding pilot. Revising ambiguous codes to improve intercoder reliability [35,36] preserved the integrity of the data and enhanced the rigor of the study.

On completion of the co-coding pilot, the three coders independently coded the remaining 15 interview transcripts; each transcript was coded by two of the researchers, and any disagreements were discussed to achieve a final agreement code. All interview transcripts were coded using Atlas.ti 8.0
(ATLAS.ti Scientific Software Development GmbH, Germany) [37]. Memos were written after various coding iterations to continuously develop assertions (ie, claims about the data supported by direct evidence) and propositions (ie, inferences that provide potential relationships or possible explanations of the explored theory) and again after all interviews were coded to organize common themes among and relationships between data [38]. Memoing further enhanced rigor by allowing researchers to reflect on biases that could influence the participant’s perspective and make adjustments accordingly.

Results

Facebook Advertisements
Pilot testing ran from November 4, 2018, to November 8, 2018 (4 days). Advertisements were shown to 37,630 Facebook users, resulting in 461 unique link clicks. A total of US $318.08 was spent on advertisement pilot testing. Cost per click varied by advertisement (see Multimedia Appendix 1), with the most successful advertisement (woman comforting a teenager with his head down) costing US $0.47 per click and the least successful (juvenile detention center) costing US $0.91 per click.

The single most successful advertisement was used for the primary campaign. The campaign was funded from November 10, 2018, to December 3, 2018 (23 days), at which point we surpassed our target sample of 150 caregivers. Advertisements were presented to 500,208 Facebook users, and of those, 3,394 clicked the advertisement link. The cost per click was US $0.53. Of the users who clicked the advertisement, 389 completed the Web-based screener (11.5% conversion rate), 235 were eligible, 185 consented to participate, and 168 completed the survey. The total primary campaign advertising cost was US $1802.72, which translated to an advertising cost of US $10.73 per participant.

Quantitative Survey
Sample Characteristics
Caregivers were 52.3% (80/153) female, on average 43 years old (SD 1), and racially/ethnically diverse (76/168, 45.2% black; 34/168, 20.2% white; 28/168, 16.7% Latinx; and 26/168, 15.5% other). Caregivers were biological parents (97/156, 62.2%), step-parents (32/156, 20.5%), or nonfamilial foster (2/156, 1.3%) parents to predominantly male (109/159, 68.6%) justice-involved youth who were on average, 15 (SD 1) years old. (Ns differ throughout results based on missing data.)

Youth Justice Involvement, Behavioral Health Needs, and Treatment
During the past year, youth were arrested twice on average (SD 2, range 1-10); 79.2% (122/154) youths appeared in court related to their arrest, and 67.1% (104/155) of youth were found delinquent by the court. During the past year, 48.1% (74/154) of youth spent time in a juvenile detention center or court-ordered residential placement, 45.1% (69/153) of youth were on probation, 23.2% (35/151) of youth were on electronic monitoring, and 16.4% (24/146) of youth had their case transferred from juvenile to adult court.

Of 151 caregivers, 54 (35.8%) reported they had ever been told their justice-involved youth had a mental health diagnosis. The most commonly reported diagnoses were attention deficit hyperactivity (23/168, 13.7%), depressive (19/168, 11.3%), anxiety (17/168, 10.1%), and bipolar (13/168; 7.7%) disorders. Posttraumatic stress (9/168, 5.4%) and substance use (4/168, 2.4%) disorders were reported at lower rates. Behavioral health treatment utilization was high, with 67.5% (104/154) of caregivers reporting their youth had ever participated in any type of behavioral health treatment (eg, psychiatric medication, residential treatment, and crisis center). More than one-third (50/133, 37.6%) of caregivers reported their youth had ever received private professional help from a psychiatrist, psychologist, social worker, or psychiatric nurse; of the 54 caregivers who had ever been told their youth had a mental health diagnosis, 27 (50%) of these youth had ever received private professional help from a psychiatrist, psychologist, social worker, or psychiatric nurse. School-based counseling was the most commonly used service (53/127, 41.7%), followed by psychiatric medication (37/146, 25.3%), community mental health centers (25/134, 18.7%), in-home counseling (25/135, 18.5%), therapeutic foster care (23/140, 16.4%), and residential treatment centers (21/140, 15.0%). Outpatient drug or alcohol clinic services were sought by 10.9% (15/138) of youth, and 14.0% (20/143) of youth had a history of inpatient alcohol/drug treatment or detoxification unit.

Technology and Social Media Usage
Most caregivers owned a smartphone/tablet (160/167, 95.8%) and had regular computer access (145/167, 86.8%). Caregivers endorsed using multiple social media platforms, most commonly Facebook (131/168, 78.0%), Instagram (107/168, 63.7%), YouTube (104/168, 61.9%), and Twitter (83/168, 49.4%). Snapchat, Pinterest, LinkedIn, and WhatsApp were each used by less than 35%; 2.4% (4/168) of caregivers reported they did not currently use social media. Of 156 caregivers, 44 (28.2%) were participating in an online support group and 58% (22/38) of those reported the group was specifically for caregivers of justice-involved youth.

Acceptability of Digital Health Interventions
Most caregivers were open to participating in digital health interventions, with 60.5% (101/167) caregivers indicating they would probably or definitely participate in an online intervention specifically. When asked about specific types of digital health interventions, caregivers’ most preferred option (66/161, 41.0% rated first choice) was receiving supportive/motivational parenting messages via SMS text message. The second highest was viewing supportive/motivational parenting posts on social media platforms (36/161, 22.4% rated first choice), followed by private groups on Facebook connecting caregivers of justice-involved youth with one another (16/161, 9.9% rated first choice). Caregivers were also willing to participate in an online support community (78/168, 46.4%), Facebook groups connecting caregivers with mental health professionals (76/168, 45.2%), and video-based sessions for individual therapy (50/168, 29.8%), family therapy (44/168, 26.2%), or support group meetings with other caregivers (40/168, 23.8%).
Qualitative Interview

Sample Characteristics

The subset of 18 caregivers was 67% (12) female, on average 45 years old (SD 10), and racially/ethnically diverse (black: 10/18, 56%; white: 7/18, 39%, Latinx: 1/18, 6%; and other: 2/18, 11%). Caregivers were all familial and largely biological (16/18, 89%) parents to justice-involved youth who were on average 16 years old (SD 3). At the time of the interview, 56% (10/18) of justice-involved youth had ongoing court appointments, 50% (9/18) were on probation, 33% (6/18) had pending charges, and 6% (1/18) were detained.

Technology and Social Media Usage

All caregivers owned a smartphone/tablet, and most had regular computer access (15/18, 83%). Caregivers endorsed using multiple social media platforms, most commonly Facebook (18/18, 100%), Instagram (13/18, 72%), and Twitter (11/18, 61%). Snapchat and WhatsApp were used by less than 35% of the sample. Most caregivers (17/18, 94%) reported using social media to connect with family and friends, with few (4/18, 22%) connecting with people they met online. Half of the caregivers endorsed online support group membership, with only one indicating this group was specifically for parents of children on probation.

Digital Health Intervention Vignettes

Caregivers were highly receptive to participating in the hypothetical digital health interventions. Perspectives on each proposed intervention are presented in order of preference.

Video Family Therapy

Almost all caregivers (17/18, 94%) reported they would participate in video-based family therapy, primarily because of convenience. Some liked that sessions could work around a caregiver’s schedule balancing work and family needs (n=4), whereas others liked saving time through eliminating the need for transportation (n=9):

> I like the fact that it could be in home. You know, if I’m having a really tough day, like we can do a session on Skype or, you know, I really like that it could come both ways without having to go to the office and... just fit in with the lifestyle of a busy person who has a family and a whole lot going on because 24 hours in a day might seem large but it’s so small when you have to cram an hour here, an hour there, hour here, hour there, four hours here, six hours there. It just seems like it would help a lot. [Native American female, 32 years]

Some liked the idea of video-based family therapy because it would deliver professional support or treatment from which their youth could benefit (n=5). Others liked that video-based family therapy would expand the reach of mental health services to under-resourced populations (n=2):

> Dispersing information on a wide scale, it would be great. You could affect a great community, you know, at one time. Everybody having somewhat the same concerns. You can reach a greater audience as opposed to scheduling appointments. [Black male, 56 years]

Only one caregiver stated they would not participate in video-based family therapy, specifically because he was not computer savvy (black male, age 55 years). However, most participants (n=10) noted aspects of this modality they disliked. In all, 5 of 6 males expressed concerns, compared with 5 of 12 females. MAles expressed a range of dislikes, yet females primarily expressed concerns about the therapist’s credibility and their youth’s willingness to participate. Women of color expressed concerns about being able to trust the therapist leading the session is reliable or credentialed (n=3):

> I guess like knowing whether or not the person is legit or not. I don’t know, like when you go to a doctor’s office they have all their credentials on the wall, you know... what if it was just some person you didn’t know but was pretending to be? [Multiracial female, 36 years]

Other concerns included how privacy would be maintained and whether sessions would be confidential (n=3), feeling they would be stigmatized if they included extended family members in sessions (n=1) and a loss of intimacy between the therapist and the client because of the use of a video platform (n=1):

> ...to me, video is fine for informal conversation, casual conversation. Some people use it for business communication, but again, when you’re dealing with somebody’s health or somebody’s life, I think that there’s a lot that could be lost, because in dealing with lives you want the best opportunity. [Black male, 56 years]

Caregivers mentioned several barriers to participating in video therapy sessions. Technological barriers included the potential of losing access to the internet connection (n=2) and concerns about ease of use (n=1). Caregivers expressed concerns about scheduling, related to their own availability (n=3), provider availability (n=1), and after-hours support (n=1). Other barriers included financial costs (n=1) and distractions at home (n=1). Some caregivers mentioned their youth’s willingness to participate would be the biggest barrier (n=4):

> I think, honestly, it would work for me as the parent of the juvenile, my son, but I feel like my son would not do it. I feel like video chat and him sitting down? He won’t do it... I know my son won’t do it and even if I did get my son to sit down and try and do it, he wouldn’t talk. [Black female, 38 years]

Private Facebook Group

Most (16/18, 89%) caregivers said they would participate in a private Facebook group to connect with other caregivers of justice-involved youth and a mental health professional. Almost all (n=15) caregivers agreed providing a space for social support made the group highly appealing:

> Maybe, you know, there’s helpful ideas or even just like I said, having somebody to talk to, knowing somebody is going through—going through, or have gone through what you’ve gone through before. It’s
good. I mean, I had positive experience with it—with the miscarriage group because I didn’t know anybody that had had one. And I didn’t—I didn’t know how to deal with it—what to do, you know? And when you connect with people that are going through the same thing or have gone through it, like sometimes you just need to hear that, you know, to feel better. Like okay, I’m not the only one. [White female, 35 years]

Many (n=12) caregivers shared they would like to participate in the group because it offers the opportunity to speak to a mental health professional—someone who can serve as a credible resource for knowledge acquisition about mental health care. Half (n=9) of the caregivers expressed a preference for communicating with the mental health professional through video rather than phone or chat/Facebook messenger:

You can learn a lot from a person just by looking at them and seeing them, you know, see if you believe in them. Again, it’s all through the eyes. But, yeah, in the beginning, absolutely and on video. Once you get to know them and you’re pretty comfortable with them and their words resonate with you, then sure, then you can scale it back a little bit and do, you know, instant messaging, you know, things like that next, what have you, emails. [Latinx male, 50 years]

More than half (n=10) of the caregivers liked that their friends and family would never know they are a part of the group because of Facebook privacy settings. A primary concern, however, was whether they could trust the other caregivers to maintain privacy (n=8) as well as personally needing time to build trust (n=4):

Because I don’t know who any of these people are. So it’s like if I post something that I wanted to be within that group of members, I don’t want to see something like screenhoited or any of my information exposed to everybody on the universe of Facebook or any type of social media group. [White female, 37 years]

Several caregivers expressed concerns about other caregivers being unsupportive of the group as a unit (n=1), dominating conversations (n=1), and judging or attacking other group members (n=4). Caregivers (n=4) suggested a moderator would be useful to manage the group and remedy some of these concerns. Caregivers noted other potential barriers, including availability in their own schedules (n=5); issues with technology, specifically fearing Facebook hacks (n=1); losing internet connection (n=1); feeling as though online groups lack intimacy (n=1); and preferring in-the-moment responses (n=1).

**Text Messaging Intervention**

Most interview participants (14/18, 78%) stated they would enroll in a text messaging intervention where they receive appointment reminders and supportive/motivational parenting messages. Caregivers identified the primary benefit as the convenience of receiving reminders about appointments (n=14):

I think they should have had this all along. I think that would—this would—would help thousands of people in the system going through different things.

I think it’s great. I think, uh, that would eliminate a lot of missed—missed show ups at court. A lot of times people, you know, have issues or forget, oh, I thought it was this date, that date. I think it’s great. I think it would manage a lot of people’s families and help folks a lot better. [Black female, 47 years]

Caregivers liked that the system was technology based, rather than on paper (n=3), and several caregivers shared they receive similar reminders through a current health care provider and have found these beneficial (n=3):

Oh, the reminders have been lifesaving. I mean, it has totally saved me in getting to an appointment. It has totally reminded me of what the specific—specificity of the appointment was for. And so it’s allowed me to make that appointment and get there on time and be prepared. So I think it’s a great benefit. [Black male, 56 years]

Several caregivers, predominantly female, also expressed concerns. Some participants felt the reminders were unnecessary (n=3), instead preferring just the supportive/motivational messages (n=1). Some also had concerns about receiving too many text messages (n=3) or their own availability to see and respond to the messages (n=3).

Caregivers shared concerns about whether the system would function properly, including whether (1) information (eg, appointment times) would be accurate (n=1), (2) the system would update for rescheduled appointments (n=1), (3) the alert would go through on their phone (n=1), and (4) they would be properly removed after service use ended (n=1). Additional privacy concerns included who would be managing the system and the type of information they would have access to (n=1), having identifying information in text messages (n=1), or having messages pop-up that others could see (n=1):

I would wonder who’s managing that type of stuff and what other things can access through that information...Like are they just going to know that there is an appointment that day, or are they going to know what it’s about, or have any details of the case? Just making sure that that type of information is secure. [Multiracial female, 36 years]

Several caregivers noted technology could be a barrier, including their phone not working consistently (n=2), having limitations to one’s data/texting plan (n=1), and disliking the use of text messaging (n=1).

**Discussion**

**Main Findings**

This mixed methods study examined the feasibility of recruiting caregivers of justice-involved youth into research through social media and their perceptions regarding the acceptability of digital health interventions. The results suggest recruitment of this population through Facebook is highly feasible, and caregivers of justice-involved youth are receptive to a wide range of digital health interventions.
Recruitment was highly successful, yielding a diverse sample. Within 3 weeks, more than 3000 individuals clicked the advertisement link; cost per click was US $0.53, conversion rate was 11.5%, eligibility was 43%, and cost per participant was US $10.73. Our success was comparable with other studies, where the median cost per click for advertisements was US $0.51, conversion rate was 4% (range 0.06-29.50), eligibility was 61% (range 17-100), and cost per participant was US $14.41 [39]. This is promising, given justice involvement continues to be stigmatized, making in-person recruitment challenging. Furthermore, the cost per participant is much lower than that of in-person recruitment, which requires significant staff time; this lends promise to collecting data from diverse samples even when under budgetary constraints, as with this study.

Caregivers who participated in the survey and interview were open to participating in digital health interventions and expressed a wide range of preferences. More than half of survey respondents reported they would definitely or probably participate in a digital health intervention for caregivers of justice-involved youth. The most preferred option was a text messaging intervention that provides regular supportive/motivational parenting messages directly to their mobile phone. Caregivers’ least preferred interventions were video-based individual or family therapy. In contrast, qualitative interview participants preferred video-based family therapy over the text messaging intervention. It is possible the additional details provided during the qualitative vignettes about each proposed intervention resulted in more openness to participating in the video-based therapy. Alternatively, those who elected to participate in the telephone interview might be more open to interventions involving reciprocal communication with a professional.

Qualitative interview participants endorsed many positive attitudes toward possible digital health interventions. Caregivers predominantly liked the hypothetical interventions because they could benefit from social support from peers with similar experiences, professional support from a licensed clinician, or both. They also liked that the digital delivery of interventions could resolve barriers to accessing care, primarily related to transportation and difficulty scheduling. Despite these noteworthy benefits, caregivers also shared concerns. Primary concerns surrounded privacy and information sharing, especially regarding their youth, and willingness of their youth to participate in the interventions. Concerns were also raised about technology’s functionality and reliability, the credibility of the involved mental health professional, and behavior of other participants in group-based interventions.

Strengths and Limitations

This study has several notable strengths and limitations that can guide future research. Strengths include the mixed methods approach, nationwide sampling, and diversity in the caregivers recruited in terms of age, gender, and race/ethnicity. Obtaining perspectives from diverse caregivers through multiple methods allowed for a more comprehensive (ie, nationwide survey) and nuanced (ie, in-depth interviews) investigation of the use of mHealth technology to recruit and intervene with caregivers of justice-involved youth. The study provides support for using social media to engage caregivers of justice-involved youth in both research and treatment, as well as several possible acceptable avenues for intervention. The use of these strategies and proposed interventions has the potential to expand these families’ access to treatment and promote health equity.

As with most internet-based data collection, a key study limitation involves verifying respondent identity. We relied on self-report of status as a caregiver of a justice-involved youth, so it is possible some respondents mischaracterized themselves to gain study entry. Given the incentive was minimal and was only provided for those who completed the full survey, it seems unlikely this would have motivated individuals to falsely identify themselves as caregivers of justice-involved youth. We were also not able to track internet protocol (IP) addresses, so it is possible some respondents attempted the survey more than once; we combatted this by removing cases where the email was identical for multiple surveys (very small percentage of cases). Future research should consider requesting the verification of identity and youth’s justice involvement through official records, although this is highly sensitive information and given mistrust of researchers is common, this could limit the willingness of caregivers to participate. When possible, tracking IP addresses in future studies could provide an additional method of preventing multiple entries from the same individual.

Our study also relied on recruitment from a single social media platform, so we did not reach caregivers who use social media platforms at the exclusion of Facebook. We used Facebook because in the United States, 75% of parents use Facebook [40], and approximately one-third of Facebook users are between the ages of 35 and 54 years, the age of most caregivers of justice-involved youth [41]. Furthermore, sociodemographic characteristics of participants recruited through Facebook tend to mirror those recruited through more traditional methods or national statistics [39], and with the rise of smart mobile devices, racial/ethnic and economic disparities in social media use have decreased substantially [42]. Facebook also offers an easy to use advertisement platform through which to conduct research. Future studies should consider expanding recruitment to other social media sites (eg, Twitter) to reach a wider range of caregivers.

Future Directions

The results of this study suggest recruiting and intervening with caregivers of justice-involved youth through social media is a feasible and acceptable approach. Caregivers expressed willingness to participate in a wide range of digital health interventions. Their preferences and concerns varied, however, suggesting the need for a range of interventions to increase access to care for this population. Work is underway to develop and evaluate a text messaging system that provides appointment reminders and motivational messages [29] as well as to adapt an existing in-person family-based intervention [13] to be delivered via telehealth. In future development of social media–based interventions, researchers and practitioners should consider ways to address privacy concerns (eg, security and type of platform), use of a moderator to manage group-based intervention discussions, and ways to demonstrate practitioner credibility (eg, proof of licensure). Interventions involving a
clinician or moderator may also require nontraditional work hours, as many caregivers communicated the benefit of scheduling flexibility as they juggle competing demands.
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Abstract

Background: Repairing instead of replacing partially defective dental restorations represents a minimally invasive treatment concept, and repairs are associated with advantages over complete restoration replacement. To participate in the shared decision-making process when facing partially defective restorations, patients need to be aware of the indications, limitations, and advantages or disadvantages of repairs. Patients are increasingly using the internet to gain health information like this online.

Objective: We aimed to assess the quality of German-speaking dentist websites on repairs of partially defective restorations.

Methods: Three electronic search engines were used to identify German-speaking websites of dental practices mentioning repairs. Regarding information on repairs, websites were assessed for (1) technical and functional aspects, (2) comprehensiveness of information, and (3) generic quality and risk of bias. Domains 1 and 3 were scored using validated tools (LIDA and DISCERN). Comprehensiveness was assessed using a criterion checklist related to evidence, advantages and disadvantages, restorations and defects suitable for repairs, and information regarding technical implementation. Generalized linear modeling was used to assess the impact of practice-specific parameters (practice location, practice setting, dental society membership, and year of examination or license to practice dentistry) on the quality of information. An overall quality score was calculated by averaging the quality scores of all three domains and used as primary outcome parameter. Quality scores of all three domains were also assessed individually and used as secondary outcomes.

Results: Fifty websites were included. The median score of quality of information was 23.2% (interquartile range [IQR] 21.7%-26.2%). Technical and functional aspects (55.2% [IQR 51.7%-58.6%]) showed significantly higher quality than comprehensiveness of information (8.3% [IQR 8.3%-16.7%]) and generic quality and risk of bias (3.6% [IQR 0.0%-7.1%]; P<.001/Wilcoxon). Quality scores were not related to practice-specific parameters (P>.05/generalized linear modeling).

Conclusions: The quality of German-speaking dentist websites on repairs was limited. Despite sufficient technical and functional quality, the provided information was neither comprehensive nor trustworthy. There is great need to improve the quality of information to fully and reliably inform patients, thereby allowing shared decision making.

(J Med Internet Res 2020;22(4):e17250) doi:10.2196/17250
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evidence-based dentistry; internet; restoration repair; shared decision making
**Introduction**

Repairs of partially defective restorations represent a minimally invasive treatment concept and are associated with a number of advantages over complete restoration replacement. In recent years, numerous studies have focused on the repair behavior of dentists, dental students, and dental educators [1,2]. Both retrospective [3-6] and prospective [7] clinical studies as well as a wide range of repair protocols based on numerous in vitro studies [8] are available, and even economic evaluations [9] have been published. The acceptance of dentists, and presumably also patients, toward repairs can be regarded as high, with patient acceptance having been reported to range from 89% to 93% (these numbers are based on interviewing dentists, however) [10-13].

To allow patients to participate in the shared decision-making process when facing partially defective restorations, both patients and dentists need to be aware of the indications, limitations, and advantages or disadvantages of repairs. For patients, such information will often come from their dentist (eg, during a consultation). Increasingly, however, patients may actively assess information like this online (eg, on their dentist’s website) [14,15]. Besides information, patients might also look online for a dentist able to deliver the requested care. Ideally, the information provided on dentists’ websites regarding treatments (like repairs) should be unbiased and comprehensive, allowing patients to come to an informed decision instead of being misinformed or biased. Until now, whether dentists’ websites allow patients to gain such comprehensive and trustworthy information on restoration repair has not been assessed.

Therefore, this study aimed to assess the quality of German-speaking dentists’ websites presenting information on repair restorations across three domains: (1) technical and functional aspects, (2) comprehensiveness of repair-specific information, and (3) generic quality and risk of bias. The null hypothesis was that practice-specific parameters do not impact website information quality.

**Methods**

The reporting of this study follows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) and the Enhancing Transparency in Reporting the Synthesis of Qualitative Research (ENTREQ) statements [16,17].

**Search Strategy**

Three electronic search engines (google.de, bing.de/yahoo.de, ask.com) were used. Searches were performed on April 28 and 29, 2019, using different search strategies, as google.de offers only limited options to combine multiple search terms with Boolean operators. Search terms represent different combinations of the German words for repair restoration(s), composite(s), and dentist(s) (Multimedia Appendix 1). A computer running macOS 10.14.4 (Apple Inc) connected to the internet in Germany was used. Cookies and browser history of the computer running macOS 10.14.4 (Apple Inc) connected to the internet in Germany were cleared and the default setting of each search engine was used.

In total, 2864 webpages were displayed as “most relevant” sites (google.de: 1299, bing.de/yahoo.de: 1295, ask.com: 270), and the search was not expanded beyond this number of displayed webpages assuming saturation. Also, advertisements (ie, websites from page owners paying a fee to have their website prominently displayed) were not additionally assessed.

For the purpose of this study, only websites from dentists were included. Patients are likely to be looking at these sources only while searching for a person able to deliver appropriate dental care. Therefore, websites from or associated with dental laboratories or supply and materials companies, forums and blogs operated by nondentists, dental regulatory bodies, dental schools and clinics, research agencies, or otherwise public bodies were excluded. Notably, however, patients may well find these informative, too.

The remaining 820 webpages were screened in full text. Webpages containing irrelevant information were excluded, leaving 74 webpages that were potentially eligible. Finally, after removal of duplicates, 50 websites fulfilled the inclusion criteria: (1) page freely accessible, (2) German language, (3) posted by a dental practice or practice cooperation, (4) mentions repairs. Websites containing multiple eligible webpages (ie, published under the same domain or published from the same practice) were jointly assessed as one website. The full search workflow is shown in Multimedia Appendix 2.

**Data Extraction**

The following parameters were collected from the websites, if available: (1) practice name, (2) URL, (3) country, (4) practice location (rural, town [<100,000 inhabitants], or city [≥100,000 inhabitants]), (5) practice setting (single practitioner, multiple dentists, or practice cooperation), (6) dentist’s gender (female, male, mixed [in case of multiple dentists or practice cooperation]), (7) dental society memberships, (8) year of examination or approbation, and (9) information regarding repairs (Multimedia Appendix 3). Information regarding dental society memberships and year of examination or approbation were cross-referenced from dental societies’ member information pages (ie, German Society of Dentistry and Oral Medicine [DGZMK], Swiss Dental Association [SSD]) or curriculum vitae published elsewhere (ie, in dentists’ dissertations and public profiles at the social networking sites XING or LinkedIn), if information was not already listed on dentist websites. In case of multiple dentists or practice cooperations, the average years of examination or approbation was used.

**Outcomes**

Website quality regarding information on repairs was systematically assessed across three different domains: (1) technical and functional aspects (Table 1), (2) comprehensiveness of information (Table 2), and (3) generic quality and risk of bias (Table 3). Assessment was independently performed by two authors (PK, AFB). Discrepancies were resolved through discussion.

The established and validated LIDA instrument (version 1.2) [18] was used to assess items in domain 1 and DISCERN instrument [19] was used in domain 3. In dentistry, such tools...
have been successfully applied to evaluate the quality of information on websites regarding dental caries [20,21], periodontitis [22], root canal treatment versus implant placement [23], and orthodontics [24-29]. For this study, both LIDA and DISCERN have been slightly modified to uniformly score all domains on an ordinal scale as 0 (never or no), 1 (sometimes or partially), and 2 (mostly, always, or yes).

To assess items in domain 2, a structured checklist with 6 subdomains was developed by the authors focusing on the evidence (2.1); advantages (2.2) and disadvantages (2.3) of repair restorations; restorations (2.4) and defects (2.5) suitable for repairs; and technical implementation of repairs (2.6). The same 3-point ordinal scale was used. As the number of items within each domain differed, an overall quality score was calculated by averaging the quality scores (relative percentages) of all three domains, assuming them to be of equivalent importance. This score was used as primary outcome parameter. Quality scores (relative percentages) of all three domains were also assessed individually and used as secondary outcomes.
Table 1. Subdomains regarding technical and functional aspects (domain 1) were assessed using the modified LIDA instrument (version 1.2) [18].

<table>
<thead>
<tr>
<th>Subdomain and item</th>
<th>Median (IQR(^a); min-max(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1.1 Accessibility</strong></td>
<td></td>
</tr>
<tr>
<td>Does it work on a range of browsers? (^c)</td>
<td>2 (2-2; 1-2)</td>
</tr>
<tr>
<td>Is the information available full text without registration, log-in or subscription?</td>
<td>2 (2-2; 2-2)</td>
</tr>
<tr>
<td><strong>1.2 Usability</strong></td>
<td></td>
</tr>
<tr>
<td>Is there a clear statement of who this website is for?</td>
<td>2 (2-2; 0-2)</td>
</tr>
<tr>
<td>Is the level of detail appropriate to their(^d) level of knowledge?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is the layout of the main block of information clear and readable?</td>
<td>2 (1-2; 1-2)</td>
</tr>
<tr>
<td>Is the navigation clear and well structured?</td>
<td>2 (2-2; 1-2)</td>
</tr>
<tr>
<td>Can you always tell your current location in the site?</td>
<td>2 (1-2; 0-2)</td>
</tr>
<tr>
<td>Is the colour scheme appropriate and engaging?</td>
<td>1.5 (1-2; 0-2)</td>
</tr>
<tr>
<td>Is the same page layout used throughout the site?</td>
<td>2 (2-2; 2-2)</td>
</tr>
<tr>
<td>Do navigational links have a consistent function? (^e)</td>
<td>1 (1-2; 0-2)</td>
</tr>
<tr>
<td>Is the site structure (categories or organisation of pages) applied consistently?</td>
<td>2 (1-2; 0-2)</td>
</tr>
<tr>
<td>Does the site provide an effective search function? (^f)</td>
<td>0 (0-0; 0-1)</td>
</tr>
<tr>
<td>Does the site provide effective browsing facilities?</td>
<td>2 (1-2; 0-2)</td>
</tr>
<tr>
<td>Does the design minimize the cognitive overhead?</td>
<td>1 (1-2; 0-2)</td>
</tr>
<tr>
<td>Does the site support the normal browser navigational tools?</td>
<td>2 (2-2; 2-2)</td>
</tr>
<tr>
<td>Can you use the site without third party plugins?</td>
<td>2 (2-2; 2-2)</td>
</tr>
<tr>
<td>Can the user make an effective judgment of whether the site applies to them?</td>
<td>2 (2-2; 1-2)</td>
</tr>
<tr>
<td>Is the website interactive?</td>
<td>1 (0-1; 0-2)</td>
</tr>
<tr>
<td>Can the user personalise their experience of using the site?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Does the website integrate non-textual media?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td><strong>1.3 Reliability</strong></td>
<td></td>
</tr>
<tr>
<td>Does the site respond to recent events?</td>
<td>0 (0-1; 0-2)</td>
</tr>
<tr>
<td>Can users submit comments on specific content?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is site content updated at an appropriate interval?</td>
<td>0 (0-1; 0-2)</td>
</tr>
<tr>
<td>Is it clear who runs the site?</td>
<td>2 (2-2; 2-2)</td>
</tr>
<tr>
<td>Is it clear who pays for the site?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is there a declaration of the objectives of the people who run the site?</td>
<td>2 (1-2; 0-2)</td>
</tr>
<tr>
<td>Does the site report a clear content production method?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is this a robust method?</td>
<td>0 (0-0; 0-1)</td>
</tr>
<tr>
<td>Can the information be checked from original sources?</td>
<td>0 (0-0; 0-2)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)min-max: minimum and maximum score.

\(^c\)Apple Safari 12.1, Firefox Quantum 66.0.3 for Mac, Google Chrome 74.0.3729 for Mac, and Microsoft Internet Explorer 11 were tested.

\(^d\)The patients.

\(^e\)As part of this item, websites were screened for broken links using a free online tool [30].

\(^f\)Search terms “repariert,” “reparieren,” “Reparatur,” “Reparaturen,” “reparaturfähig,” “Reparaturfähigkeit,” “Füllungsreparatur,” “Füllungsreparaturen,” “Füllungserweiterung,” “Füllungserweiterungen,” “Reparaturfüllung,” “Reparaturfüllungen” were tested.
Table 2. Subdomains regarding treatment-related aspects (domain 2) were assessed.

<table>
<thead>
<tr>
<th>Subdomain and item</th>
<th>Median (IQR(^a); min-max(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2.1 Evidence of repair restorations</strong></td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Are success rates or annual failure rates of repairs and replacements listed?</td>
<td></td>
</tr>
<tr>
<td>Are guidelines or scientific recommendations discussed?</td>
<td></td>
</tr>
<tr>
<td>Is literature cited?</td>
<td></td>
</tr>
<tr>
<td><strong>2.2 Advantages of repair restorations</strong></td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is preservation of tooth substance (less invasive, less traumatic) mentioned?</td>
<td></td>
</tr>
<tr>
<td>Is risk reduction of treatment-related complications (eg, potentially harmful effects to the pulp or iatrogenic damage of neighboring teeth) discussed?</td>
<td></td>
</tr>
<tr>
<td>Are reduced costs mentioned?</td>
<td></td>
</tr>
<tr>
<td>Is reduced treatment time mentioned?</td>
<td></td>
</tr>
<tr>
<td><strong>2.3 Disadvantages of repair restorations</strong></td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Are disadvantages of repair restorations discussed?</td>
<td></td>
</tr>
<tr>
<td><strong>2.4 Restorations suitable for repair</strong></td>
<td>1 (1-1; 0-2)</td>
</tr>
<tr>
<td>Are amalgam restorations mentioned?</td>
<td></td>
</tr>
<tr>
<td>Are composite restorations mentioned?</td>
<td></td>
</tr>
<tr>
<td>Are ceramic restorations mentioned?</td>
<td></td>
</tr>
<tr>
<td>Are full-metal restorations mentioned?</td>
<td></td>
</tr>
<tr>
<td>Are further indirect restorations mentioned?</td>
<td></td>
</tr>
<tr>
<td><strong>2.5 Defects suitable for repair</strong></td>
<td>0 (0-0.75; 0-2)</td>
</tr>
<tr>
<td>Is damage, fracture, partial loss, or partial defect of restoration discussed?</td>
<td></td>
</tr>
<tr>
<td>Is secondary caries mentioned?</td>
<td></td>
</tr>
<tr>
<td>Is (marginal) discoloration mentioned?</td>
<td></td>
</tr>
<tr>
<td>Is ceramic chipping mentioned?</td>
<td></td>
</tr>
<tr>
<td>Are marginal defects or gaps mentioned?</td>
<td></td>
</tr>
<tr>
<td><strong>2.6 Technical implementation of repair</strong></td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is sandblasting mentioned?</td>
<td></td>
</tr>
<tr>
<td>Is application of silane or universal primers mentioned?</td>
<td></td>
</tr>
<tr>
<td>Are repair materials mentioned?</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)min-max: minimum and maximum score.
Table 3. Subdomains regarding generic quality and risk of bias (domain 3) were assessed using the modified DISCERN instrument [19].

<table>
<thead>
<tr>
<th>Subdomain and item</th>
<th>Median (IQR(^a); min-max(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3.1 Reliability</strong></td>
<td></td>
</tr>
<tr>
<td>Are the aims clear?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Is it(^c) relevant?</td>
<td>0 (0-1; 0-2)</td>
</tr>
<tr>
<td>Is it clear what sources of information were used to compile the publication?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Is it clear when the information used or reported in the publication was produced?</td>
<td>0 (0-1; 0-2)</td>
</tr>
<tr>
<td>Is it(^c) balanced and unbiased?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Does it(^c) provide details of additional sources of support and information?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Does it(^c) refer to areas of uncertainty?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td><strong>3.2 Quality</strong></td>
<td></td>
</tr>
<tr>
<td>Does it(^c) describe how each treatment works?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Does it(^c) describe the benefits of each treatment?</td>
<td>0 (0-0; 0-2)</td>
</tr>
<tr>
<td>Does it(^c) describe the risks of each treatment?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Does it(^c) describe what would happen if no treatment is used?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Does it(^c) describe how the treatment choices affect overall quality of life?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Is it clear that there may be more than one possible treatment choice?</td>
<td>0 (0-0; 0-0)</td>
</tr>
<tr>
<td>Does it(^c) provide support for shared decision making?</td>
<td>0 (0-0; 0-0)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.
\(^b\)min-max: minimum and maximum score.
\(^c\)Websites’ content.

**Statistical Analysis**

For each domain, a quality score (relative percentage: website score on all of the respective items divided by the maximum possible score sum) was calculated. Furthermore, an averaged overall quality score based on all three domains was calculated. As data were not normally distributed according to the Shapiro-Wilk test, descriptive statistical analysis contained median, quartiles, and ranges.

Differences in website scores between the three domains were analyzed using Wilcoxon signed-rank tests with a Bonferroni-Holm correction. Generalized linear modeling was used to assess the impact of practice-specific parameters on domain-related quality and the averaged overall quality score: (1) practice location (rural, town, or city); (2) practice setting (single practitioner, multiple dentists, or practice cooperation); (3) dental society membership (yes or no); and (4) year of examination or approbation. A multivariable analysis was performed and covariates entered simultaneously. Only main effects without interaction terms were tested. If no information regarding dental society membership was available, websites were treated as randomly missing and excluded from the regression analysis (n=4). Statistical analysis was performed using SPSS Statistics for Macintosh version 26.0.0.0 (IBM Corp). Statistical significance was set at \(P<.05\).

**Results**

In total, 50 websites fulfilled the inclusion criteria. Characteristics of the included websites are shown in Table 4 (full data of all included websites are shown in Multimedia Appendix 3). Briefly, the majority of websites were from practices in Germany and situated in towns or cities. Half of the practices had single practitioners, and about half of the dentists running the websites were members of dental societies.

The median score for quality of information was 21.2% (interquartile range [IQR] 20.0%-22.3%) (Figure 1). Technical and functional aspects (55.2% [IQR 51.7%-58.6%]) showed significantly higher quality than did comprehensiveness of information (8.3% [IQR 8.3%-16.7%]) and generic quality and risk of bias (3.6% [IQR 0.0%-7.1%]; \(P<.001\)/Wilcoxon, Tables 1-3).
Table 4. Practice-specific parameters of the included websites (n=50).

<table>
<thead>
<tr>
<th>Variable and attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>38 (76)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Austria</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Hungary</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Practice location, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Town</td>
<td>17 (34)</td>
</tr>
<tr>
<td>City</td>
<td>23 (46)</td>
</tr>
<tr>
<td><strong>Practice setting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single practitioner</td>
<td>25 (50)</td>
</tr>
<tr>
<td>Multiple dentists or practice cooperation</td>
<td>25 (50)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8 (16)</td>
</tr>
<tr>
<td>Male</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Mixed</td>
<td>26 (52)</td>
</tr>
<tr>
<td><strong>Dental society membership, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>24 (48)</td>
</tr>
<tr>
<td>Yes</td>
<td>26 (52)</td>
</tr>
<tr>
<td><strong>Year of examination or approbation</strong></td>
<td></td>
</tr>
<tr>
<td>a,b, mean (SD)</td>
<td>1996 (9)</td>
</tr>
</tbody>
</table>

In case of multiple dentists or practice cooperations, the years of examination or approbation were averaged, if available. There were 4 missing values.

Figure 1. Quality of different domains (relative percentage of maximum possible score sum) and total score (averaging the results from all three domains). Domain 1: technical and functional aspects; domain 2: comprehensiveness of information; domain 3: generic quality and risk of bias. Significant differences between domains are marked by different letters (P<.001/Wilcoxon). Outliers are marked with an asterisk (*).

Within multivariable regression analysis, none of the practice-specific parameters had a significant impact on the averaged overall quality score or domain-related quality scores (P>.05/generalized linear modeling, Table 5).
Table 5. Association between practice-specific parameters and website quality.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Model fit</th>
<th>Practice location(^a)</th>
<th>Practice setting (ref. single practitioner)(^b)</th>
<th>Dental society membership (ref. no or unknown)(^b)</th>
<th>Year of examination or approbation(^{ab})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Likelihood</td>
<td>(P) value</td>
<td>Towns (ref. rural)</td>
<td>Cities (ref. rural)</td>
<td>1.09 (–1.87 to 4.05)</td>
</tr>
<tr>
<td>Domain 1</td>
<td>7.88</td>
<td>.16</td>
<td>–0.45 (–4.82 to 3.93)</td>
<td>2.58 (–1.68 to 6.83)</td>
<td>4.51 (–3.11 to 12.13)</td>
</tr>
<tr>
<td>Domain 2</td>
<td>5.08</td>
<td>.41</td>
<td>6.57 (–4.69 to 17.84)</td>
<td>1.87 (–9.08 to 12.82)</td>
<td>1.86 (–2.54 to 6.26)</td>
</tr>
<tr>
<td>Domain 3</td>
<td>3.09</td>
<td>.69</td>
<td>3.86 (–2.64 to 10.36)</td>
<td>2.08 (–4.23 to 8.40)</td>
<td>2.49 (–1.53 to 6.50)</td>
</tr>
<tr>
<td>Total</td>
<td>3.20</td>
<td>.67</td>
<td>3.33 (–2.61 to 9.27)</td>
<td>2.18 (–3.60 to 7.95)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Regression coefficients with 95% confidence intervals are shown.
\(^b\)In case of multiple dentists or practice cooperations, the years of examination or approbation were averaged, if available.

Discussion

Principal Findings

In the D-A-CH countries (Germany, Austria, Switzerland), about 90% of the population has access to the internet [31]. Information on health-related aspects is increasingly assessed online, often using search engines [14,15]. Due to the broad access to the internet, operating a website has become the standard for most companies and businesses including dentists.

Search Strategy

Regarding dental health, information on dental practice websites is of special interest as patients are likely to access those websites while searching for information and an appropriate dentist. Therefore, our study focused on dentist websites only. Websites were identified using different search engines with a combined market share of more than 99% in Germany [32]. The search was performed using consumer search engines only as patients are unlikely to use scientific databases (eg, Medline).

Information Regarding Repairs

We found that only a small number of dentists included information about repairs on their websites. Dentist websites showed sufficient quality regarding technical and functional aspects but were not seen as fully trustworthy (generic quality was low, and there was a high risk of bias present). Comprehensiveness of repair-specific information was also rated low. This is in line with previous studies assessing the quality of websites regarding different dental health-related information [20,22,23,25,26,28,29]. Dental health-related information was not comprehensive and of lower quality than websites' technical and functional aspects.

A number of reasons for these findings are conceivable. First, dentists might not have enough time to create and maintain a content-comprehensive website. Dentists might also feel that informing patients online is not necessary or that it is not their task to supply patients with comprehensive health care information on their websites. The perceived lack of financial gain from providing such content online may add to this. Also, provided online content might need to be discussed with patients at the next appointment, which may be seen as a waste of time. Data from the United States demonstrated that physicians perceive appointments as less efficient and more difficult if patients have already gained information online [33]. In contrast, insufficient knowledge regarding repairs among dentists is unlikely to be a reason, as repairs are frequently taught at dental schools in Germany and all over the world [1,2]. However, dentists might regard implantology or orthodontic information to be of more importance than information on repairs, resulting in higher quality scores concerning technical aspects and generic quality and risk of bias of these websites (also measured using LIDA and DISCERN) [23,27,29].

Impact of Practice-Specific Parameters

We did not find any significant association between practice-specific parameters and website quality scores. We therefore must reject our hypothesis. This is a surprising outcome, as a range of parameters including those related to the individual practitioner and their practice seem to impact on repair behavior [1]. For example, low dentist density (ie, in a rural area), more experience or knowledge (ie, being a member of the dental associations), fewer years since dental school graduation, and working in larger group practices (ie, with multiple dentists) have been found to facilitate repairs. Also, we assumed website quality would be higher in younger dentists being more comfortable with technology and in larger group practices (with higher budgets for an online presence and marketing). Notably, a previous study on dentist websites and their quality also failed to demonstrate significant associations with most of such practice-specific parameters [22]. We mainly ascribe this to the fact that the overall quality was too poor throughout different websites, and dentists generally do not seem to prioritize providing information on repairs on their website regardless of their background or practice environment.

Limitations

This study has a number of limitations. First, the relatively small number of included websites (n=50) must be noted. Notably, the sample size was not based on a formal sample size estimation but guided by a previous study [22] and the availability of websites. Our study might have been underpowered, and the
lack of significant associations should hence be interpreted with caution. Second, we focused on German-speaking websites only. It is possible, albeit unlikely, that websites in other languages present a higher quality (eg, with regard to periodontitis, both German- and English-speaking websites showed a low quality of information) [22,34]. Last, we used established and validated criteria to assess technical aspects and generic quality and risk of bias but developed an assessment checklist for the repair-specific quality and comprehensiveness on our own. The validity of this checklist was not formally tested, and using another checklist may lead to different results.

Overcoming Observed Shortcomings
To overcome the shortcomings of dentist websites, a number of interventions are conceivable. Regulatory and legislative bodies might enforce better information standards. Professional dental bodies might assist dentists by providing high-quality information suitable for adoption on dentists’ websites. Alternatively, dentists could provide links to other validated websites or organizations able to provide comprehensive information, such as dental research societies, thereby reducing the burden for the individual dentist to provide and maintain high-quality information. We did not check society websites as it can be assumed that information presented is both trustworthy and comprehensive.

Conclusion
In conclusion, only a minority of dentist websites informed patients about repair restorations. Despite sufficient technical and functional quality, the websites that did mention repairs were not comprehensive and prone to a high risk of bias. Dentists are encouraged to provide better and more trustworthy health information, including but not limited to repairs. Professional or regulatory bodies might assist dentists by providing high-quality information suitable for adoption on dentist websites. In the meantime, patients must be aware of the limitations and should seek information regarding repairs elsewhere.
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Abstract

Background: In recent years, YouTube has become a recognized source of medical information for health care consumers. Although YouTube has advantages in this context, there are potential dangers as videos may contain nonscientific, misleading, or even harmful information.

Objective: As little is known about YouTube as a source of information on atopic dermatitis (AD), we investigated the content-related quality of AD videos and their perception among YouTube users.

Methods: The quality of the 100 most viewed AD videos was assessed by using the Global Quality Scale (GQS) and the DISCERN instrument. Videos were classified as “useful,” “misleading,” and “potentially harmful,” and the correlations of viewers’ ratings (likes) with the GQS and DISCERN scores were assessed.

Results: Among the 100 videos, 68.0% (68/100) and 62.0% (62/100) were of poor and very poor scientific quality, respectively. Additionally, 32.0% (32/100) of the videos were classified as useful, 48.0% (48/100) were classified as misleading, and 34.0% (34/100) were classified as potentially harmful. Viewers’ ratings did not correlate with the GQS and DISCERN scores. Overall, 50.0% (50/100) of the videos were posted by private individuals and promoters of complementary/alternative treatments, 42.0% (42/100) by therapeutical advertisers, and only 8.0% (8/100) by nonprofit organizations/universities.

Conclusions: Our study demonstrated that two-thirds of the videos analyzed were below acceptable medical quality standards and that many videos were disseminating misleading or even dangerous content. Subjective and anecdotal content was overrepresented, and viewers did not appear to be able to distinguish between high- and low-quality videos. Health promotion strategies by professional medical organizations are needed to improve their presence and visibility on YouTube.

(J Med Internet Res 2020;22(4):e15599) doi:10.2196/15599
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Introduction

Atopic dermatitis (AD), also known as atopic eczema, is the most common chronic inflammatory skin disease during childhood [1] and is characterized by recurrent itchy eczematous lesions [2]. Globally, up to 20% of children and 3% of adults are affected by this condition [2]. Patients experience not only the disease itself (eg, sleep deprivation due to night-time
itching), but also the stigma associated with its visibility to others. As a result, patients with AD are often frustrated and embarrassed, which may lead to stress and perpetuation of an itch-scratch cycle, eventually worsening the condition [3]. Consequently, patients and their families frequently report a low health-related quality of life [3,4]. Considering that a high proportion of patients with skin diseases show high interest in online searches [5], patients with AD may be particularly tempted to seek information about their condition from the internet or social media for the aforementioned reasons.

YouTube is such a video-based social media platform that allows users to communicate and share their disease burden and individual experience through videos, which can receive comments [6]. It is currently the second most accessed website worldwide [7], attracting approximately one-third of all internet users [8]. YouTube has an increasing number of videos containing medical information [9-11], which may disseminate inaccurate details owing to the lack of quality control and may cause severe health consequences [9,12]. Although several studies have demonstrated that YouTube is highly accessed as a source of information on dermatological topics [13-22], little is known about YouTube as a source of information on AD. This may be surprising given the high prevalence of this condition and the assumption that the populations most affected (children, adolescents, and their parents) typically belong to the age group of “digital natives” (persons born from 1980 onward) [23]. A previous publication indicated that YouTube videos are indeed highly accessed, commented, and shared in connection with AD and that many of the videos posted provide misleading guidance [24]. However, to the best of our knowledge, there have been no in-depth analyses of the topics posted, quality of medical content, upload sources, and ratings by viewers. Therefore, the objectives of this study were as follows: (1) identify the upload sources, common topics, and YouTube categories of the 100 most viewed videos; (2) investigate the content-related quality of YouTube videos as a source of information on AD by applying two different score instruments; (3) correlate viewers’ ratings with our quality assessment findings; and (4) point out strategies for interventions that increase the quality of AD videos and medical content generally uploaded to YouTube and other social media platforms.

**Methods**

**Data Collection**

In this cross-sectional study, YouTube was searched on April 18, 2018, using the term “atopic eczema” with the following filter settings: “English UK” (language), “United Kingdom” (country), and “Video” (type). Thereafter, videos were sorted by view count, and the duration, upload date, title, URL, view count, uploader identity, likes/dislikes, category, license type, and origin country were recorded and analyzed. In August 2018, videos were reviewed in more detail. Although categories were re-evaluated and refined, we did not update or change numbers and video rankings. We excluded videos having poor technical quality, duplicate videos, and non-English videos, unless English subtitles were displayed. Similar to many previous studies about YouTube, we limited our analysis to the 100 most viewed videos (Multimedia Appendix 1), as it has been demonstrated that videos rated lower than this have insignificant view counts with a minor impact on the analysis [22,25-28].

**Creation of Content Topics**

After gathering data, videos were categorized into themes according to the actual content presented irrespective of the titles. The following 12 categories were created: “education,” “topical treatment,” “systemic treatment,” “complementary and alternative medicine (CAM),” “food, nutrition, and diet,” “bathing/wet wrapping,” “ultraviolet (UV) treatment,” “irritants (clothing, sweat, heat, and allergens),” “stress prevention,” “therapeutical advertisement,” “unclear topic,” and “other topics.” Therapeutical advertising included both nonpharmaceutical and pharmaceutical advertising.

**Quality Assessment**

The two frequently used quality assessments DISCERN (name of the instrument) and Global Quality Scale (GQS) were applied to evaluate the medical quality of the posted videos [25,29-33]. DISCERN measures a video’s quality of information about treatment choices. It includes 16 questions addressing the reliability (questions 1-8), quality of health information (questions 9-15), and overall quality (question 16) of the videos. To each of these questions 1-5 points were assigned [31,34,35] (Multimedia Appendix 2). The GQS is based on a 5-point scale measuring the content-related quality of a video, its flow, and its value as a source of information for medical laypeople [14,25,29,30,36,37] (Multimedia Appendix 3). The classification shown in Figure 1 (1=not at all useful, 2=of very limited use, 3= somewhat useful, 4=useful, and 5=very useful) was adopted from the report by Qi et al [14]. As both DISCERN and the GQS are based on a 5-point scale, the same classification was used. In addition, videos were classified as “useful” or “misleading,” where useful videos had scientifically correct and accurate information about any aspect of the disease and misleading videos had scientifically unproven or inaccurate information according to currently available scientific evidence (eg, unfounded claims about pathogenesis and treatment with unproven dietary, herbal, or alternative therapy or negative portrayal of evidence-based treatment) [30,32]. If a video could not be assigned to one of these groups, it was automatically classified as “neither nor.” Further, misleading videos were subdivided into “potentially harmful” and “not harmful.” To assess the role of background music in terms of video popularity, we performed correlation calculations with the numbers of likes and views. Regarding all features, in case of different assessments by the analyzing dermatologists, the corresponding videos were re-evaluated and arbitrated by the principal investigator.
Figure 1. Comparison of the overall quality and usefulness of the identified videos (n=100) for patients seeking health-related advice, using the DISCERN instrument and the Global Quality Scale. The overall rating of DISCERN refers to question 16 of this tool, which is based on a 5-point scale (Multimedia Appendix 2).

Statistical Analysis
Analyses involving descriptive statistics and Spearman rank correlation coefficients for the numbers of likes/dislikes and the DISCERN and GQS scores were performed using IBM SPSS statistics, version 22.0 (IBM Corp, Armonk, New York). For evaluation of the degree of agreement among reviewers (seven experienced dermatologists listed as authors, except for ZRM, OF, and AN) regarding the videos, Cohen κ coefficients and intraclass correlation coefficients were calculated.

Results

View Count, Duration, Upload Sources, Categories, and Topics
The 100 most viewed videos garnered a total of 8,527,624 views and had a total duration of 7 hours 52 minutes (average duration of 4 minutes 44 seconds per video). All videos had a standard YouTube license, which allows the use of the videos only after obtaining permission from the author [38]. Most clips were uploaded from the United States (43.0%, 43/100), followed by unknown countries (14.0%, 14/100) and India (12.0%, 12/100) (Multimedia Appendix 4). The category most often used by the upload source was people & blogs (34.0%, 34/100), followed by education (24.0%, 24/100), how-to & style (22.0%, 22/100), science & technology (11.0%, 11/100), nonprofits & activism (7.0%, 7/100), entertainment (1.0%, 1/100), and news & politics (1.0%, 1/100) (Multimedia Appendix 5A). The most frequent topic (a video can cover more than one topic) was topical treatment (55.0%, 55/100), followed by education (38.0%, 38/100; eg, pathogenesis, risk factors, and instructions for wet-wrapping techniques), food, nutrition, and diet (28.0%, 28/100), CAM (26.0%, 26/100), bathing/wet wrapping (26.0%, 26/100), systemic treatment (15.0%, 15/100), unclear topic (15.0%, 15/100), other topics (13.0%, 13/100), irritants (12.0%, 12/100; clothing, sweat, heat, and allergens), therapeutic advertisement (10.0%, 10/100), UV treatment (5.0%, 5/100), and stress prevention (4.0%, 4/100) (Multimedia Appendix 5B).

Regarding information presenters and upload sources of videos on AD (a video can cover more than one category), the most common were YouTube users with personal experiences and promoters of CAM (50.0%, 50/100), followed by alleged patients (49.0%, 49/100), therapeutical advertisers (42.0%, 42/100), dermatologists or scientists (32.0%, 32/100), health information websites and eczema associations (21.0%, 21/100), nonprofit organizations and universities (8.0%, 8/100), and television/media (6.0%, 6/100) (Multimedia Appendix 6). Videos featuring only patients had approximately 421,181 views, whereas those featuring only dermatologists/scientists had 120,736 views. Background music was used in 51.0% (51/100) of all videos, and these had 823,924 views and 3,481 likes. Background music-containing videos accounted for 53.01% (823,924/1,554,155) of the total view count and had 42.40% (3,481/8,210) of all likes. For none of the videos, YouTube statistics were accessible, whereas the comment function was disabled in only 6.0% (6/100) of the videos.
Quality Assessment and Correlation With Likes/Dislikes

Overall, 32.0% (32/100) of the videos were classified as useful, 48.0% (48/100) were classified as misleading, and 20.0% (20/100) were classified as neither nor. Among those classified as misleading, 71% (34/48) were considered potentially harmful because of possible mechanical or chemical injury or inadequate dietary recommendations and 29% (14/48) were considered not harmful (Multimedia Appendix 7A). Regarding nonscientific and potentially harmful videos, 37% (15/41) suggested unnecessary diets, 19% (8/41) discredited conventional medicine and physician advice, 15% (6/41) made unrealistic promises, 17% (7/41) did not limit the use of UV treatments, topical steroids, antibiotics, or cold packs, 7% (3/41) promoted the use of unscientific and potentially harmful procedures, and 5% (2/41) recommended topical use of potentially harmful substances (Multimedia Appendix 7B). The mean durations of useful and misleading videos were 6 minutes 2 seconds and 3 minutes 39 seconds, respectively. Regarding the view count, we excluded the most viewed video from further analysis, as it was a pharmaceutical advertisement with disabled like/dislike and comment functions, accounting for approximately 81.78% (6,973,469/8,527,624) of all views. In total, misleading videos had 870,012 views, including 789,073 views for potentially dangerous content, whereas useful videos had only 528,352 views, resulting in a misleading/useful video ratio of 1.65 (870,012/528,352).

The ratings achieved with DISCERN and the GQS were consistent, yielding the categorizations shown in Figure 1. With regard to the quality of videos, the mean overall DISCERN and GQS scores were 1.99 (SD 1.09) and 2.12 (SD 1.09), respectively, and therefore, quality was generally low, as the scores range from 1 to 5, with 5 being the highest value. Detailed analysis of the DISCERN questionnaire revealed that the major shortcomings were lack of details about the source of the presented information, unaddressed areas of uncertainty as well as risks of the presented therapy, and failure to recommend shared decision-making (Figure 2). The intraclass correlation coefficients calculated for DISCERN and the GQS were 0.97 and 0.95, respectively, indicating excellent interrater reliability when using these tools.

Discussion

Overview

Patients with AD have a high motivation to conduct online searches, and this usually correlates with disease burden [39,40]. YouTube offers a wide range of dermatology-related videos [13], and little is known so far about the content, upload sources, topics, and scientific quality of these videos. Hitherto, no data
exist on whether viewers’ ratings correlate with the quality of the medical information provided.

This study revealed that nearly half of the 100 most viewed AD-related videos on YouTube, with more than 8.5 million views, disseminated misleading information. This finding is consistent with the findings of our previously published study [22] and several other surveys investigating the content-related quality of health-related YouTube videos [12,41,42].

**Comparison With Prior Work**

Freemyer et al [24] thoroughly analyzed 128 videos that were gathered by screening the first two result pages of each of the five different search terms (AD, eczema, eczema tips, eczema cure, and eczema treatment) they used for AD. In contrast to our study, they distinguished between “useful,” “useful-personal,” “misleading,” and “misleading-personal” information but not between “harmful” and “neutral” information, and therefore, they found that only 34.4% (44/128) of the videos were misleading. A reason for the markedly lower percentage of misleading videos may be the different search terms used to identify the respective videos. Although a study from 2016 showed that AD is the most commonly used term among scientific publications and studies [43], patients use the nonspecific term eczema to refer to AD [44]. As the purpose of this study was to investigate the video sample patients would come across when seeking information online, we decided to use the term atopic eczema to search YouTube. In contrast to the approach by Freemyer et al [24], we additionally sorted the search results by view count to obtain a video sample of high relevance owing to large viewership. Another aspect that makes direct comparison with our study nearly impossible is the absence of quality assessment tools in the mentioned study.

**Videos of Good or Excellent Quality are Rare**

According to our evaluation using DISCERN and the GQS, only 11.0% (11/100) and 13.0% (13/100) of the videos, respectively, were of good or excellent quality with unbiased evidence-based or at least science-based information. Similar results were obtained in our recently published study investigating YouTube videos on psoriasis [22]. Additionally, data by Freemyer et al [24] demonstrated that health care organizations, universities, and dermatologists are clearly underrepresented on YouTube in the context of AD.

**YouTube Users Prefer Low-Quality Videos Over High-Quality Videos**

Factual and informative videos are rare, and they lack popularity, as illustrated by the lower number of likes compared to those of poor-quality videos. Our previous study and many other dermatological and nondermatological studies have come to similar conclusions regarding this phenomenon [14,22,41,45]. It remains unclear why the general population tends to prefer low-quality videos over high-quality videos. Biggs et al [46] suggested that the duration of the videos might be a relevant issue. Similar to the findings in their study (mean useful video duration: 14 minutes 47 seconds; mean misleading video duration: 4 minutes 37 seconds), we found that longer videos were associated with higher quality. In our study, useful videos were nearly twice as long as misleading videos (mean useful video duration: 6 minutes 2 seconds; mean misleading video duration: 3 minutes 39 seconds), which could indeed be enough time to put off viewers looking for quick answers. Additional reasons could be that viewers specifically search for alternative content, which is usually present in videos of lower quality, and that academic videos may be less sensationalized and thus less attractive to laypersons [22,37].

**Patients Prefer Advice From Fellow Patients Rather Than Physicians**

Interestingly, one or more patients appeared in 49.0% (49/100) of all videos regardless of whether the video was produced by them. Of note, only 32.0% (32/100) of all videos featured a dermatologist or scientist. Analyzing the separate view count, we found that videos featuring only patients had nearly 3.5 times more views as compared with videos featuring only dermatologists/scientists (only patients: 421,181 views; only dermatologists/scientists: 120,736 views). Smith et al [47] showed that 70% of patients with chronic conditions reported experiencing one or more health care–related frustrations, such as the feeling of not being understood or taken seriously (ie, lack of empathy by the physician). Therefore, patients might follow the advice of fellow patients with the same disease rather than the instructions of health care professionals. This decision is obviously frequently made despite poor video quality.

**Potentially Harmful Content**

In our study, 34.0% (34/100) of the analyzed videos contained potentially harmful information. For instance, patients with AD were encouraged to not only follow unnecessary diets, such as avoid dairy or gluten, but also use topical treatments (eg, cold packs) and phototherapies without any detailed information about the duration of application or potential risks. Furthermore, conventional medicine and physician advice were discredited in various ways, while promising a fast and easy cure at the same time with the suggested therapies. Such advice was often provided by therapeutical commercials that tried to sell their products, as well as by patients who reported personal negative long-term experiences with Western conventional medicine and eventually found salvation in alternative treatments. Interestingly, these testimonials were frequently uploaded from India (accounting for 12.0% [12/100] of all videos investigated) and typically showed parents being enthusiastic about a traditional practice that healed their children who had atopic eczema.

**Complementary and Alternative Medicine is a Hot Topic for YouTube Users**

The confidence and high interest in CAM described above are comprehensible considering that 70%-80% of India’s population is dependent on traditional systems for financing health care [48]. However, this enthusiasm about CAM appears to be shared by the rest of the world as well, because 50.0% (50/100) of the AD-related videos were uploaded by CAM promoters and YouTube users sharing their personal experiences. Reddy et al [37] recently reported the similarly dominant and controversial role of CAM in YouTube videos on food allergy. This may not be surprising considering that the question of food allergies underlying or aggravating AD is important among most affected...
patients or their parents (particularly in infancy) but is often difficult to answer for clinicians.

**Extensive Advertising**

Another astonishing fact is that therapeutical advertisers uploaded 42.0% (42/100) of all videos investigated, although the advertised product did not necessarily appear in the video. As YouTube has become an important marketing platform over the last decade, the advertisement of products with referral links has increased in popularity [49]. Small- and medium-sized companies, in particular, can benefit from social media marketing, as a large number of potential customers can be reached at a relatively low cost [50]. This trend can be an issue for online health information seekers trying to find valid guidance, as commercial advertisements are being disguised as supposedly harmless referral links.

Along with a lack of quality recognition and an intentional search for unconventional content, a lack of entertainment may explain why fewer people are attracted to high-quality videos than to low-quality videos [22]. When examining view count and number of likes with background music as a possible clickbait factor, we found that the majority of likes were generated by videos without background music, suggesting that background music does not markedly increase the popularity of videos and is thus not a suitable strategy to attract people to high-quality videos.

A greater understanding of what kinds of measures attract a high number of viewers is pivotal for enabling health care organizations, universities, and dermatologists to appeal to more patients.

**Potential Interventions to Improve the Presence and Visibility of High-Quality Videos**

As the need for content-related high-quality online material is indisputable, dermatology associations, AD self-help organizations, and universities should be encouraged to produce and provide more videos containing evidence-based easy-to-understand information about pathophysiology, clinical manifestations, and therapies for patients with AD and their families, and at the same time, they need to highlight the dangers of non-evidence-based treatment options [22]. Prior to the release of videos, measures for quality assessment (eg, the DISCERN tool) should be applied to ensure high-quality content. In the long term, this approach could result in the neutralization of widely available misleading information on YouTube.

Additionally, professionals need to be aware of the fact that health information seekers mostly choose results that appear on the first page of the search engine [51] when looking for medical content online, and therefore, need to make sure that videos appear there. Investing in consulting services that improve the placement of information in search engines on a website (search engine optimization) could be more efficient than producing additional videos that are placed somewhere beyond the second results page [52]. In addition, it would be advantageous if both social media and search engine providers are encouraged to cooperate with dermatology associations and universities to position medically accurate information near the top of the results page.

Moreover, the use of a Creative Commons license instead of a standard YouTube license could lead to more visits, as has been shown in our previous study [22]. This kind of license allows individuals to use content for their own video clips [53,54]. However, it is advisable to choose a license type that forbids others to change the content in any way or to use it commercially, as misuse that can potentially result in misleading information should be prevented.

Finally, the comment section of misleading videos could be used to insert cross-links to guide viewers to trustworthy videos or websites with evidence-based information. For this approach to work, the comment function must not be disabled by the producer of the video in question, and therefore, unfortunately, this is not a feasible intervention for every video on YouTube.

**Strengths and Limitations**

Despite the unmistakable strengths, such as the comprehensive analyses of a high number of videos and the application of two different scoring tools (GQS and DISCERN), this study has some limitations. Although we performed comprehensive analyses, we did not evaluate the comments posted by viewers, which may contain the viewers’ true opinions about a particular video and thus its popularity. Additionally, we did not evaluate the visual design of the videos using a specific tool solely developed for this purpose, making it possible that the impact of the videos on the viewers was not fully captured in this respect. Furthermore, our study is specific for an arbitrary period and therefore only includes the material available at that time. Finally, additional factors, such as instructional design and educational value, contributing to the overall quality of the videos were not assessed in this study. These aspects may certainly be worth investigating in future studies with novel assessment tools. In addition, we would like to mention that besides the assessment tools used in this study, there are other valid methods to measure the information accuracy and content quality of YouTube videos [55].

**Conclusion**

This study showed that two-thirds of the videos on AD analyzed were below acceptable medical quality standards and often contained misleading or even harmful information about this common disease. The fact that users tended to rate low-quality videos better than high-quality videos suggests that the majority of users are unable to distinguish between medically credible information and false information. This shows that the numbers of views and likes do not reflect the medical quality of videos. To combat this phenomenon, it is crucial that future studies investigate user motivation for such behavior in order to help medical professionals to develop approaches that contribute to improving medical information on this powerful platform.
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Abstract

Background: Since the turn of this century, the internet has become an invaluable resource for people seeking health information and answers to health-related queries. Health question and answer websites have grown in popularity in recent years as a means for patients to obtain health information from medical professionals. For patients suffering from chronic illnesses, it is vital that health care providers become better acquainted with patients’ information needs and learn how they express them in text format.

Objective: The aims of this study were to: (1) explore whether patients can accurately and adequately express their information needs on health question and answer websites, (2) identify what types of problems are of most concern to those suffering from chronic illnesses, and (3) determine the relationship between question characteristics and the number of answers received.

Methods: Questions were collected from a leading Chinese health question and answer website called “All questions will be answered” in January 2018. We focused on questions relating to diabetes and hepatitis, including those that were free and those that were financially rewarded. Content analysis was completed on a total of 7068 (diabetes) and 6685 (hepatitis) textual questions. Correlations between the characteristics of questions (number of words per question, value of reward) and the number of answers received were evaluated using linear regression analysis.

Results: The majority of patients are able to accurately express their problem in text format, while some patients may require minor social support. The questions posted were related to three main topics: (1) prevention and examination, (2) diagnosis, and (3) treatment. Patients with diabetes were most concerned with the treatment received, whereas patients with hepatitis focused on the diagnosis results. The number of words per question and the value of the reward were negatively correlated with the number of answers. The number of words per question and the value of the reward were negatively correlated with the number of answers.

Conclusions: This study provides valuable insights into the ability of patients suffering from chronic illnesses to make an understandable request on health question and answer websites. Health topics relating to diabetes and hepatitis were classified to address the health information needs of chronically ill patients. Furthermore, identification of the factors affecting the number of answers received per question can help users of these websites to better frame their questions to obtain more valuable answers.

(J Med Internet Res 2020;22(4):e13071) doi:10.2196/13071
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health information seeking; question classification
Introduction

Background

Rapid developments in internet capabilities have led to public changes in attitudes toward information seeking. A Pew study conducted in 2012 reported that 59% of adults in the United States searched online for health information, and half of these searchers sought information on behalf of someone else [1]. Health care consumers seek information online relating to topics such as treatments, questions before or after visiting health care providers, or advice about diet and exercise habits [2,3]. Online health information plays a significant role in patients’ decision making as to how to manage a health issue or treat an illness [4,5]. During the past decade, health information has been made more readily available via the use of internet-enabled services, including social media sites [6], online communities, forums, and crowdsourcing mechanisms, to satisfy patients’ information needs [7].

With developments in information technologies, health-related question and answer (Q&A) websites have grown in popularity [8]. These sites are designed to allow people to ask and obtain responses to questions on a broad range of health-related topics [9], enabling patients to exchange information by posting questions and answers, thus providing a natural form of conversation in seeking information [10]. Obtaining information from health Q&A websites is beneficial for users owing to their relatively low cost (most services are free), quick turnaround time given the broad community participation, and easy build-up of social capital [11]. Three types of online Q&A services currently exist: (1) digital reference services, (2) expert services, and (3) social Q&A services [8].

Online health Q&A websites can be characterized as providing expert-based Q&A services according to the classification proposed by Shah et al [8]. On such websites, answers are provided by a group of health care experts rather than from an open community. The medical professionals are only allowed to answer questions once they have undergone a strict registration process, which requires certification and verification. Another distinguishing feature of expert-based Q&A services is that they often include a pricing system, and are thus generally referred to as a price-based knowledge market [12], such as JustAnswer [13] and PickAnswer [14].

Many popular health Q&A websites such as the “All questions will be answered” [15] service for general patients and the “Baby Tree” service [16] for expectant mothers or those raising a baby are available to both medical professionals and the general public. Online health expert Q&A websites focus on solving the health problems experienced by patients. People raise their health-related questions and receive professional responses such as information on the prevention and treatment of diseases [17] or guidance before and after meeting with a physician [18]. As a result of developments in internet technologies, health Q&A websites have become a convenient communication platform for both health professionals and patients seeking medical information [19]. By critically reviewing the questions posted on health Q&A websites, we can assist health care information providers to better understand the literacy skills and requirements of patients and their information needs.

Numerous models and theories exist to help understand the habits of those seeking health information. Griffin and Neuwirth [20] proposed a model for risk information seeking and processing. Afifi and Weiner [21] advanced the theory of motivated information. Longo [22] proposed a conceptual model to better understand the information-seeking behaviors of patients and consumers. These models delineate the reasons motivating patients to seek information and aim to predict the underlying process. However, these studies do not outline the necessary skills required by patients to complete the information-seeking process. These skills will affect the outcome of searches and subsequent health-related decision making, as health literacy influences health information seeking [23,24]. On health Q&A websites, consumers can express their health concerns in their natural language [25]. Although a patient’s ability to communicate their story and visualize the illness being experienced has been less acknowledged in research, this should be an important consideration for online health care environments [26]. In particular, there is limited knowledge as to how patients suffering from chronic illnesses are able to illustrate their situation and the problems they encounter in doing so. Further, explicit requests appear to be more successful than implicit requests [27]. In other words, stating the question explicitly, as a clear question, increases the number of responses received.

To address this issue, we explored the literacy of patients suffering from chronic illnesses in terms of their ability to describe their illness and express their question sufficiently on the online health Q&A website “All questions will be answered.”

Research Question 1: Can Patients Suffering From Chronic Illnesses Describe Their Illness Accurately and Phrase Their Concerns Into a Question?

Increased understanding of patients’ preferences toward health care information, including how it is presented and delivered, is important for health care providers to determine the types of topics most sought by patients [28]. A review conducted by Ramsey et al [29] indicated that information related to a specific illness or disease is the most common type of information sought by consumers. Medical treatments or procedures [30], health care professionals [31], exercise and diets [32], and symptoms [33] are also frequently searched topics [29]. Patients with different diseases have varying information needs. For patients with cancer, for instance, the most frequently requested information is related to treatment [34]. Kuske et al [35] indicated that diet, complications, exercise, medications, and pharmacological interactions are the most frequently sought topics, which led us to our second research question.

Research Question 2: What Topics Are Most Frequently Sought by Patients Suffering From Chronic Illnesses?

Many factors can potentially affect the quantity of responses received to a question. Teevan et al [36] identified that the punctuation used, number of sentences, and scope significantly
affected the response rate. With reference to “question content” and “questioner characteristics,” Liu et al [37] identified 17 extrinsic factors that have a significant effect on a question’s response rate, including the posting style and time period. To accelerate the time taken to receive a response from physicians, health consumers may select to pay a fee to attract specialists on health Q&A websites, thereby receiving preference. For patients, questions that receive many answers from health experts indicate highly valuable information. Rafaeli et al [38] identified that economic motivators are associated with the participation of experts on Google Answer. Similarly, the length of a question is considered to influence the quality of the response: questions with fewer sentences receive a greater number of useful responses than those with many sentences [39].

Thus, we assumed that the length of the question and the value of reward affects the number of answers received in online health Q&A websites, leading to our third research question: what is the influence of the value of reward and the length of question on the number of responses received?

Methods

Data Collection

Data were collected from a health Q&A website named “All questions will be answered” [15], one of China’s most popular online question and consultation websites. A screenshot of the homepage is shown in Figure 1. We selected this platform since it is widely adopted across mainland China and attracts a broad range of users. The platform was established in 2004, and over 3,000,000 physicians are currently using it to provide services to patients online. All physicians must be certified before they are able to respond to questioners, and more than 85% of them work in tertiary hospitals with rich clinical experience.

The health Q&A website is divided into various sections, separated by department and diseases, which facilitates access to specific questions and answers. Patients can obtain information on diseases, and can access patient tools and support for self-management [40]. Such a platform enabling uncomplicated access to health information is important in the management of chronic health conditions [31]. To simplify the analysis, in this study, we focused on patients with diabetes, which is considered one of the most common chronic diseases worldwide [41]. A large percentage of people with diabetes seek health information online [40]. These patients live with a common chronic disease and need to be able to self-manage and become an expert in their treatment [42]. We also selected to focus on hepatitis because many patients with hepatitis have chronic cases [43] and seek health information, especially surrounding treatment [44]. Therefore, questions were collected under the categories of diabetes and hepatitis, thereby excluding interference from other medical departments.

Users of the health Q&A website raise questions for themselves or for their friends and family members who are distressed by health problems. When they require an urgent reply, they may attract physicians by using “healthy coins,” which are exchanged with real money at a ratio of 1:1, as shown in Figure 2. Therefore, we classified the questions into free and rewarded questions. A predesigned Java-based Web crawler was used to obtain all questions under the category of diabetes and hepatitis in February 2018. The collected data are stored in a MySQL database. The website displays the most recent 4000 (200 pages multiplied by 20 questions per page) questions of each type. First, we obtained the URLs of questions under the two categories using page parsing and information extraction, and then collected the content of questions from these URLs; an example list of questions is shown in Figure 2 and the details of the first question in Figure 2 are shown in Figure 3. We acquired 4000 free questions and 4000 rewarded question under the topics of diabetes and hepatitis in January 2018.

After filtering for duplicate and invalid data by text preprocessing, the data comprised 3618 free and 3468 rewarded diabetes-related questions, and 3695 free and 2990 rewarded hepatitis-related questions. The collected data contained the content of each question, date the question was posted, number of answers received, and the age and gender of the patient who posted the question.
**Figure 1.** Homepage of the website “All questions will be answered” (accessed April 18, 2018).

![Homepage of the website “All questions will be answered”](image1)

**Figure 2.** Listed questions under the category of diabetes (accessed March 23, 2018).

![Listed questions under the category of diabetes](image2)
Figure 3. Example of a diabetes-related question (accessed March 23, 2018).

Statistical Analysis

Overall Design

The data collected were divided into two parts. The first part was the content, including the text posted by patients suffering from chronic illnesses, which was explored through content analysis. The second part involved statistical data, including age of the patient, number of responses received to each question, and value of the reward. The gender of the patient was also included in the statistical part as a categorical variable. The length of the question was calculated by the number of words in the question, which was also included in the statistical part.

To answer research question 1, content analysis was performed to explore the text element of the question. A coding framework was developed with two main parts. The first consisted of a description of the condition; if the patient provided a description about their condition using specific biological indicators, we could consider that the patient is capable of describing the condition accurately. The other part was related to the phrasing of the content of the question. The content could be phrased as a question or a statement [36]. If one or more questions were included in the content, then we could infer that the patient is capable of phrasing the content as a question. The coding framework also included the classification of question type to address research question 2.

Linear regression analysis was conducted to address research question 3, and to explore the effects of the value of the reward and the length of question on the number of answers received to each question. SPSS 22.0 software (SPSS Inc., Chicago, IL, USA) was used to conduct these analyses.

Content Analysis

Oh et al [45] developed a coding schema for content analysis of health-related questions. The two types of information they considered were the information provided and the information sought. Participants provided a short description of their health conditions and problems and then asked question(s) about prevention, symptoms, diagnoses, or treatment of their diseases in most cases [45]. Based on this framework, and the conventional categories of questions, we developed a coding framework with two main parts: (1) description of the condition (provided information), and (2) whether or not the content was phrased as a question and the content of the question (information sought).

A sample of diabetes-related questions is provided in Figure 2. The text underlined in red is a description of a current situation, and the questions raised are underlined in green. The question providers commonly first describe the situation of the patient, and then raise the problems experienced, followed by a request for suggestions.

Coding Framework

The coding process was conducted by two research assistants following a training session. The two research assistants independently coded a random selection of 10% (362/3618, 347/3468; 370/3695, 300/2990) of the total number of questions within the pilot framework. If the result of the coding was different or they encountered concepts beyond the previous coding scheme, then the two research assistants discussed adjustment until a consensus was reached. After the independent coding was completed, the final coding framework was designed, and high intercoder reliability was demonstrated (Cohen kappa=0.80, 95% CI 0.55-1.05), indicating acceptable credibility. All questions were then coded using the newly developed framework; the coding framework is presented in Figure 4.
**Descriptions**

The descriptions mainly contained information relating to the patients’ current situation. A code of 1 was assigned when the question provider described the situation and a code of 0 was assigned when no description was provided. In the description group, we coded the description in the second layer. A code of 1 was assigned when the provider used specific indicators such as blood sugar and blood pressure in a question about diabetes or the value of viral DNA in a question about hepatitis.

**Questions**

Code 1 was assigned when the content included one or more question and code 0 was assigned for no question provided, and only a statement. The questions in group 1 were coded into 10 types after pilot coding. The classification referred to the studies of Oh [45], Rutten et al [34], and Fletcher et al [46], including: (1) prevention and examination, (2) diagnosis-specific, (3) treatment-related, (4) diet, (5) fertility, (6) interpersonal/social problem, (7) surveillance and health problem, (8) coping problem, (9) sexuality problems, and (10) genetic susceptibility problems. Code 1 was assigned when a specific content category was present, and code 0 was assigned for a question not related to these categories.

**Linear Regression**

The dependent variable was the number of responses received per question, which was estimated by the quantity of answers patients received from physicians after they had posted a question request on the health Q&A website. There were two independent variables: the first was the value of the reward, which was estimated by the number of “health coins,” and the second was the length of the question, which was calculated by the number of words. The patients’ gender and age were also included as control variables. To test our hypotheses against the value of reward and length of question, we formulated the following linear regression equation for the two diseases.

\[
\text{Answer}_i = \alpha_0 + \alpha_1 \text{Male}_i + \alpha_2 \text{Age}_i + \alpha_3 \text{Reward}_i + \alpha_4 \text{Length}_i
\]

Where \(i=1,2,\ldots,n\) is the index of all patients raising questions, and \(\alpha_0\) to \(\alpha_4\) are the parameters to be estimated.

**Results**

**Content Analysis**

The coding results are shown in Figures 4 and 5. Most patients made a specific health request in terms of medical examination. Under the category of diabetes, the large majority of the free questions and reward questions contained a description of the patient’s condition. Under the category of hepatitis, the majority of free and rewarded questions included the condition of patients. Among the questions, just over half of diabetes or hepatitis question providers used one or more inspection indicators to describe the condition of patients, such as the blood sugar level. For example, in the questions shown in Figure 2, the man felt thirsty and experienced more frequent urination; he described his symptoms and reported his blood sugar level. Among all questions, 89.27% (3230/3618) and 94.77% (3502/3695) of free questions, and 85.17% (3147/3695) and 89.97% (2687/2990) of rewarded questions contained a specific request with interrogative sentences for the diabetes and hepatitis group, respectively. No specific information was provided in the remaining questions. For example, a patient raised the following question:

> Recently, I found that I had a high blood sugar level after a medical examination. I like to eat sweet food and rice, I rarely exercise in my daily life, and I pay little attention to my diet. I am worried that I will have diabetes one day.

The man only talks about his condition with declarative sentences, and no specific question is posed. We might infer that he wanted to know whether or not he is likely to experience diabetes in his lifetime or how to prevent it, but he did not ask a question directly.
Information on prevention, examination, diagnosis, and treatment was most frequently requested by patients under both disease categories. In particular, the main concern for patients with diabetes was related to treatment, whereas patients with hepatitis more frequently asked questions focused on diagnosis. Patients commonly raised more than one question in their request. For example, one patient posted the following request:

My mother is 61 years old, and a medical examination indicated that her fasting blood glucose is 8.5. This indicator is now regularly tested using a home glucose meter, her fasting plasma glucose is about 9.8, and the number raises to 10 in two hours after a meal. Does my mother have diabetes and how do I treat it?

Patients with diabetes also paid attention to problems relating to diet, genetic susceptibility, fertility, surveillance, and health. Those with hepatitis cared more about sexuality, interpersonal/social issues, coping, and fertility problems.

**Differences Between Free and Rewarded Questions**

Like many other expert-based Q&A websites, the “All questions will be answered” health Q&A website includes a pricing system. That is, patients may pay to receive answers to the questions they ask. We compared the information of questions that were answered freely with those that were rewarded using the Mann Whitney U test. Female patients were seen to be more likely to post questions in the health Q&A website than males. The length of questions was calculated by the number of words in each question [39]. The distributions of age and average length of question were significantly different in the two disease groups. Free questions attracted more answers than rewarded questions. Further details are provided in Table 1.
Table 1. Descriptive data and differences between free and rewarded questions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Diabetes</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender of patient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1673</td>
<td>1068</td>
<td>1514</td>
<td>996</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1945</td>
<td>2400</td>
<td>2181</td>
<td>1994</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value(^a)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of patient (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>98</td>
<td>89</td>
<td>92</td>
<td>91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>42.98</td>
<td>30.46</td>
<td>31.44</td>
<td>18.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>17.53</td>
<td>25.72</td>
<td>14.36</td>
<td>17.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value(^a)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of question (number of words)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>12</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>745</td>
<td>1772</td>
<td>430</td>
<td>3527</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>55.09</td>
<td>122.58</td>
<td>58.92</td>
<td>132.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>34.13</td>
<td>132.96</td>
<td>32.28</td>
<td>190.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value(^a)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of responses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>29</td>
<td>69</td>
<td>16</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>4.73</td>
<td>2.97</td>
<td>4.55</td>
<td>3.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>2.08</td>
<td>3.14</td>
<td>1.47</td>
<td>2.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value(^a)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value of reward (“healthy coins”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>N/A(^b)</td>
<td>2</td>
<td>N/A</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>N/A</td>
<td>310</td>
<td>N/A</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>N/A</td>
<td>22.59</td>
<td>N/A</td>
<td>24.43</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)P values are based on the Mann Whitney U test.
\(^b\)N/A: not applicable.

Linear Regression

Table 2 presents the results of the linear regression analysis based on ordinary least squares. Equations are presented in hierarchical order. First, the results are shown with only control variables in Model 1, and then the independent variables were added to Model 2. The adjusted \( R^2 \) and \( F \) values indicated a good overall fit. The coefficients for value of the reward were significant \((P<.001)\) and negative, and the length of questions was significant for diabetes \((P<.01)\) but not for hepatitis \((P=.64)\).
The platform should also provide guidance for users who cannot phrase their condition as a question overall. Nevertheless, some users cannot phrase their condition as a question about the problems they are experiencing. As a result, patients might require a platform to express their feelings. The less formal communication element of the health care provider websites, managers can divide the questions into minor groups and make the questions more targeted.

Discussion

Patients’ Abilities to Describe Their Illness and Phrase the Condition as a Question

Most of the patients were found to be capable of describing their personal condition. More than 40% of patients with diabetes and more than 50% of patients with hepatitis could describe their illness accurately by using indicators in their description. More than 85% of patients phrased their condition as a question overall.

Health literacy has received substantial attention [47,48] in the field of online health care. The ability to obtain, manage, and understand health information needs will help patients make more appropriate health choices in the future. To date, most health literacy studies have focused on the evaluation of health-related content or eHealth services [48], but the patient’s ability to seek appropriate information, especially when asking on a health Q&A website, is rarely investigated. Making an online request on a health Q&A website is different from a traditional offline face-to-face consultation. In a hospital setting, physicians can ask patients about their current condition and obtain crucial data for improved diagnosis and treatment. As this is a dynamic process, the physician can make adjustments during the interaction as needed. Most question providers followed this offline process and led with a description about their conditions. When they described the condition, they were also accustomed to using indicators, especially the blood sugar level as an important parameter for patients suffering from diabetes. In line with the old Chinese saying “prolonged illness made the patient a doctor,” most of the patients or their caregivers are able to consciously describe their condition and raise a question about the problems they are experiencing. Nevertheless, some users cannot phrase their condition as a question, such as the man who was afraid of getting diabetes, and these patients might require a platform to express their feelings. The less formal communication element of the health Q&A website may be more suitable for these types of patients. The platform should also provide guidance for users who cannot accurately express their question, and a questioning assistant tool might be helpful in this regard.

Differences Between Patients With Diabetes and Hepatitis

Patients always seek information related to a specific illness or disease [29], and different diseases lead to various health concerns. Patients with diabetes mainly sought answers about treatment, followed by diagnosis, whereas those with hepatitis were more concerned about diagnosis, followed by treatment. Medical treatment information has always been searched most frequently [30]. The differences could be attributed to the characteristics of the two diseases: diabetes is a chronic disease, whereas some types of hepatitis are infectious. Patients with chronic diseases would be most interested in trying to find a cure or prevent disease progression, whereas those with infectious diseases may experience pressure on their social life. For the susceptible population, prevention and diagnosis are considered crucial.

For patients with diabetes, questions related to diet attracted the most attention, which is consistent with the study of Kuske et al [35]; this phenomenon might be attributed to the high sugar in foods and drinks. Patients with hepatitis also paid attention to sexuality, interpersonal, and fertility problems. Given that many types of hepatitis are infectious, patients with chronic diseases would be most interested in trying to find a cure or prevent disease progression, whereas those with infectious diseases may experience pressure on their social life.

Health care website managers or physicians to understand patients’ information needs on health care. To improve the usefulness of health care provider websites, managers can divide the questions into minor groups and make the questions more targeted.

Table 2. Linear regression for number of questions.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Diabetes (N=3468)</th>
<th>Hepatitis (N=2990)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1 B (95%CI)</td>
<td>Model 2 B (95%CI)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.663 (2.499-2.827), t=31.765, P&lt;.001</td>
<td>3.288 (3.059-3.516), t=28.244, P&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.333 (0.092-0.574), t=2.709, P=.007</td>
<td>0.296 (0.057-0.536), t=2.429, P=.02</td>
</tr>
<tr>
<td>Age</td>
<td>0.007 (0.002-0.011), t=3.074, P=.002</td>
<td>0.007 (0.002-0.011), t=3.096, P=.002</td>
</tr>
<tr>
<td>Value of reward</td>
<td>—a</td>
<td>—0.016 (-0.20 to -0.011), t=–6.572, P&lt;.001</td>
</tr>
<tr>
<td>Length of questions</td>
<td>—</td>
<td>—0.001 (-0.002-0.000), t=–2.764, P=.006</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.007</td>
<td>0.023</td>
</tr>
<tr>
<td>F</td>
<td>12.773</td>
<td>21.156</td>
</tr>
</tbody>
</table>

*aNot applicable.*
Physicians can also be grouped into different types, allowing them to answer questions with which they are most familiar. Considering that treatment and diagnosis are frequently referred to, health care websites can also focus on these parts and offer educational articles about these topics.

Factors Influencing Answer Provision

When patients or caregivers put forward their questions on a health Q&A website, they want informed answers to allow them to make the right decision about their health. Patients can attract answers from physicians in two ways. One is to textually describe more aspects about their situation, and the other is to pay a fee for the response. Our results indicate that the length of question negatively affected the number of responses received only in the diabetes group, and this finding is partly consistent with the study of Morris et al [39]. The fact that the length of questions had no significant effect on the number of responses received in the hepatitis group may be attributed to the characteristics of the data, as the maximum value of the number of questions was very large (3527); therefore, these outliers may have affected the results. In the diabetes group, the length of question affected the number of questions negatively; however, the adjusted $R^2$ value was quite low compared with that of the hepatitis group. More significant factors in the model may lead to a smaller adjusted $R^2$ value, indicating that further studies are needed to verify the effect of the length of question. The coefficients were also relatively low, which may be attributed to the large sample size.

There are two possible reasons for the finding that long sentences may lead to fewer responses. First, when patients face a complicated problem, they need to use many words to make their description clear, which might make it difficult for the physicians to understand or answer the questions. Second, too many questions may be included, which require additional time and effort from physicians. Raising a question with an appropriate length of sentence is difficult. For health Q&A website users who want to get answers quickly, they should focus on refining their content and make their questions more specific. Providing a training program for patients may also be helpful for users to raise a proper, understandable question.

Some question providers pay a fee when they raise a question; however, the free questions generally received more answers than those that are rewarded. This result is in contrast to the finding of Rafaelli et al [38], who investigated economic and social motivators; hence, we must include additional factors in our further research. The amount of reward is negatively related to the number of answers. People who offer a reward are likely to make the question longer, thereby receiving fewer answers. The pricing mechanism is not clear enough for users of the website. They change their money into “health coins” at a ratio of 1:1, but whether or not these “health coins” are fairly given to the specific physicians is unknown. Therefore, the health Q&A website should provide more suitable motivation mechanisms to encourage physicians to participate on the website more frequently.

Limitations

This study has some limitations. First, the questions were only collected from one website, leading to limitations in the data source setting. The data collected might only reflect the needs of specific online users, and the conclusions may not apply to patients with other diseases or those that use other health care platforms. Future research should collect data from other platforms and make comparisons among different data sources. Second, because the proportion of free questions was higher than that of rewarded questions, the time periods were different in the two groups. Hence, the time factor may also have affected the results. Third, we may have missed some potential question types in our developed framework as some words may have more than one meaning in Chinese. Finally, the effect of descriptive variables on the willingness of physicians to answer questions should be further considered.

Conclusion

Health literacy requires many abilities in relation to health information and decision making. Our study provides insight into the ability of patients to make a suitable question request on expert health Q&A websites. The examination of patients’ health topics helps to provide a better understanding of the information needs relating to different diseases, and different health information should be made available to targeted patients based on their needs. A negative effect of the length of question and value of the reward on the number of responses received was identified. Patients do not need to pay a fee to receive a response to their questions and should aim to refine the length of their questions if they want more timely responses from specialists.
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Abstract

Background: Interprofessional team training is needed to improve nurse-physician communication skills that are lacking in clinical practice. Using simulations has proven to be an effective learning approach for team training. Yet, it has logistical constraints that call for the exploration of virtual environments in delivering team training.

Objective: This study aimed to evaluate a team training program using virtual reality vs conventional live simulations on medical and nursing students’ communication skill performances and teamwork attitudes.

Methods: In June 2018, the authors implemented nurse-physician communication team training using communication tools. A randomized controlled trial study was conducted with 120 undergraduate medical and nursing students who were randomly assigned to undertake team training using virtual reality or live simulations. The participants from both groups were tested on their communication performances through team-based simulation assessments. Their teamwork attitudes were evaluated using interprofessional attitude surveys that were administered before, immediately after, and 2 months after the study interventions.

Results: The team-based simulation assessment revealed no significant differences in the communication performance posttest scores ($P=.29$) between the virtual and simulation groups. Both groups reported significant increases in the interprofessional attitudes posttest scores from the baseline scores, with no significant differences found between the groups over the 3 time points.

Conclusions: Our study outcomes did not show an inferiority of team training using virtual reality when compared with live simulations, which supports the potential use of virtual reality to substitute conventional simulations for communication team training. Future studies can leverage the use of artificial intelligence technology in virtual reality to replace costly human-controlled facilitators to achieve better scalability and sustainability of team-based training in interprofessional education.

Trial Registration: ClinicalTrials.gov NCT04330924; https://clinicaltrials.gov/ct2/show/NCT04330924

(J Med Internet Res 2020;22(4):e17279) doi:10.2196/17279
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Introduction

The relationship between communication and patient safety has emphasized the importance of team training for health professional education [1]. Improved communication among health care teams has been associated with better quality in patient care and enhanced patient satisfaction [2]. In contrast, failures in communication have been found to be the cause of adverse patient events and negative health outcomes [3,4]. Effective communication remains a challenge between nurses
and physicians due to training differences and embedded workplace cultures [5,6]. In an earlier study on collaborative practices between nurses and junior physicians, the physicians reported insufficient information conveyed by ward nurses about changes in patients’ conditions, whereas the ward nurses reported a lack of direct communication from physicians about changes in patient treatment plans. The study thereby called for interprofessional education around effective communication strategies that focus on open communication, shared information, decision making, and mutual respect [7].

There is a general consensus among health care professionals and educators that interprofessional team training needs to commence at the preregistration level and continue into workplace practice [1,3]. An evidence-based review has called for educators to incorporate tools such as Identity, Situation, Background, Assessment, and Recommendation (ISBAR) for information exchange between health care providers into interprofessional team training [8]. These tools create a shared mental model—team members’ shared understanding of relevant knowledge—for teams to communicate and enable the exchange of information between team members to facilitate decision making. The integration of these tools into interprofessional education has shown to improve students’ perceptions of interprofessional collaboration and confidence in communicating effectively with other team members [9]. However, these evaluations were based on self-reporting questionnaires and may not reflect actual team performances. In addition, such teaching has been primarily within uni-professional groups of medical and nursing students as there were challenges in bringing them together to learn structured communication interprofessionally [8].

Simulation, which is commonly used as a teaching method for health care team training, provides experiential opportunities in patient-care situations for teams to work together, practice their roles, and develop a shared understanding of a team and its associated tasks [9]. According to Weaver [4], team training programs are most effective with integrated learning activities that use tools to support teamwork practices. Previous studies have provided evidence on the effectiveness of incorporating simulations with communication tools for improving medical and nursing students’ communication skills and teamwork attitudes [10,11]. However, these studies were limited, and few evaluated performance outcomes from the preregistration team training. In addition, logistical issues in organizing simulation training, including simulation facilities and scheduling, have proved to be challenging particularly among preregistration health care students whom are often trained in different institutions [10]. Simulations in a virtual environment can overcome time and space constraints and are gaining popularity among health care educators. Being accessible anytime and anywhere, virtual simulations provide the flexibility to be integrated into curricula and have the scalability to train large numbers of learners.

With advances in computer learning technology, virtual reality provides a viable platform for team-based simulation training that can address logistical challenges implicit in traditional simulation, such as physical location availability and scheduling for different groups of students [12]. We developed a computer-based virtual reality known as CREATIVE (Create Real-time Experience and Teamwork in Virtual Environment), where users can create physical and social presences using avatars in a 3D virtual hospital environment. CREATIVE was developed based on gaps identified from a systematic review on the use of multiuser virtual reality in health care education. The review called for the incorporation of theoretical models to inform the virtual learning process and the employment of more rigorous research including randomized controlled trials (RCT) to evaluate the impact of multiuser virtual reality on clinical performances. We applied theories including experiential learning and social constructivism to support the development and implementation of simulation learning in CREATIVE [12].

A pilot study was performed that showed the usability and feasibility of CREATIVE in supporting social interactions and collaborative practices among diverse groups of health care students [13]. Another study was conducted on CREATIVE that supported the integration of cognitive tools and virtual simulations to develop shared mental models for the delivery of optimal clinical teamwork [14]. In this study, by incorporating communication tools into a team training program, we aimed to evaluate the effectiveness of virtual reality in comparison with live simulations on medical and nursing students’ communication skill performances and teamwork attitudes.

**Methods**

**Study Designs and Participants**

We conducted a prospective RCT with a pretest-posttest study design after our study was approved by the institutional review board. We used social media to recruit volunteers who were undertaking their third or fourth year of medicine or nursing courses in a local university. This group of students was targeted as they had undertaken acute care management in their respective courses. We calculated the sample size based on a medium effect size of 0.50 for an independent sample t test [15]. Cohen’s (1992) [15] sample size table reported that a sample size of 64 participants per group (total participants=128) would be sufficient to achieve a predefined power of 0.80 at a 5% level of significance (2-sided) in detecting a medium effect size. Divided by health care courses taken and year of study, the participants were randomly assigned to a virtual or simulation group. They were grouped into interprofessional teams of 2 medical students and 2 nursing students to undertake the study intervention. Each team was facilitated by a simulation-trained faculty member and a simulated patient.

**Study Interventions**

The participants in the virtual and live simulation groups underwent 3 hours of team training on nurse-physician communication conducted in the university’s center for health care simulation. After obtaining written informed consent from participants, they were directed to a 20-minute computer-based lesson on communication skill strategies. We adapted the strategies from the Team Strategies and Tools to Enhance Performance and Patient Safety (TeamSTEPPS) curriculum, which included ISBAR; Concerned, Uncomfortable, and Safety (CUS); feedback to acknowledge; callout; and check back [16].
The participants in the virtual group remained in the computer laboratory to undertake the virtual reality simulation. Together with their teammate, a facilitator, and a simulated patient, they logged into the 3D virtual environment using their avatar roles. Figure 1 illustrates their viewpoints when interacting with one another and the virtual environment. The virtual groups were given an orientation in which they learned to navigate between tutorial room and ward settings, talk among themselves using headsets, and perform assessments on the patient avatar. The participants in the live simulation group were brought into a simulated ward setting for their simulations and received an orientation on the ward setup, the equipment, and a standardized patient.

Table 1 describes the tasks performed by the participants in virtual reality and live simulations. After an orientation, the participants and facilitators gathered in a physical or virtual tutorial room for a briefing on the learning objectives and activities. In both groups, the participants in each team were randomly paired up (1 medicine student and 1 nursing student) and took turns role-playing and observing to participate in two simulation scenarios. The first scenario simulated a morning round situation of a postoperative patient with sepsis conditions, while the second scenario involved the same patient whose condition had deteriorated into septic shock. The participants were given time to read the case history before commencing each scenario. Each scenario began with the nursing participant performing a nursing assessment on the patient, followed by communicating to the medical participant. In these scenarios, the nursing participants were expected to use communication strategies (e.g., ISBAR, CUS, check back) to communicate the assessment findings to the medical participants. The medical participants were expected to also perform physical assessments and apply communication strategies by acknowledging the nurse’s concerns and communicating treatment plans using the callout strategy. The clinical findings and responses displayed by both the patient avatar and the standardized patient were similar based on the prepared scripts. Each scenario lasted about 15 to 20 minutes and was followed up by a 30-minute debriefing. The debriefing was led by a facilitator using a facilitator guide that focused on the application of communication strategies.

Table 1. Tasks performed by the participants in virtual reality and live simulations.

<table>
<thead>
<tr>
<th>Task Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual Reality</td>
</tr>
<tr>
<td>Live Simulations</td>
</tr>
</tbody>
</table>

Figure 1. Viewpoints of different users. A: simulated patient’s view; B: facilitator’s view; C: medical student’s view; D: nursing student’s view.
Table 1. Comparison of tasks performed by the participants in virtual reality and live simulations.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Virtual Reality</th>
<th>Live Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation</td>
<td>The participants navigated in the virtual environment, tested their headsets for communication, and became orientated with clickable icons and objects.</td>
<td>The participants were orientated to the physical ward setting, the equipment, and a simulated patient.</td>
</tr>
<tr>
<td>Briefing</td>
<td>The participants were briefed in real time using headsets by a facilitator avatar in the virtual tutorial room.</td>
<td>The participants were briefed face-to-face by a live facilitator in the physical room setting.</td>
</tr>
<tr>
<td>Reading case history</td>
<td>The participants read the case scenario by clicking the laptop in the virtual tutorial room and the COW(^a) in the virtual ward.</td>
<td>The participants read the case scenario from a case file placed in the tutorial room and ward setting.</td>
</tr>
<tr>
<td>Patient assessment</td>
<td>The participants clicked on the body parts of the patient avatar and on monitoring machines.</td>
<td>The participants performed physical assessments on the live simulated patient and used monitoring machines.</td>
</tr>
<tr>
<td>Interventions and treatments</td>
<td>The participants clicked on the appropriate trolley or equipment.</td>
<td>The participants performed hands-on interventions or treatments.</td>
</tr>
<tr>
<td>Communication</td>
<td>The participants communicated with each other using headsets and clickable gestures.</td>
<td>The participants communicated with each other face-to-face.</td>
</tr>
<tr>
<td>Debriefing</td>
<td>The participants undertook a group debriefing in the virtual tutorial room with the facilitator avatar.</td>
<td>The participants undertook a face-to-face group debriefing in the physical room with the live facilitator.</td>
</tr>
</tbody>
</table>

\(^a\)COW: computer on wheels.

Data Collection and Instrument

We administered the Attitudes Toward Interprofessional Health Care Team (ATHCT) and Interprofessional Socialization and Valuing Scale (ISVS) questionnaires before (baseline), immediately after (posttest), and 2 months after (follow-up) the simulation training to measure teamwork attitudes. The ATHCT, a 14-item tool using a 5-point scale validated by King et al [17], was adopted to measure the participants’ attitudes toward working in interprofessional health care teams. We obtained a high internal consistency in this study, with a Cronbach alpha of .83. The ISVS, a 24-item questionnaire using a 7-point scale developed by King et al [18], was used to capture the participants’ beliefs, behaviors, and attitudes in interprofessional socialization. This study reported a high Cronbach alpha of .86.

After the study intervention, the participants from both groups were brought to a room for team-based simulation assessments. They were assigned to work in pairs (medical and nursing) based on their earlier simulation teams. The teams were given a case history to read and an orientation of the simulation room with a manikin setup. The test scenario began with the nursing student performing the nursing assessment and management of the manikin, which was displaying signs and symptoms of deterioration, and calling the doctor. Upon the medical participant’s arrival, they worked as a team to manage the deteriorating patient. The team-based simulation lasted about 15 minutes and the entire process was recorded. We sent the recorded videos for rating to a clinician and an academic staff member whom were blinded to the groupings. The assessors rated the team communication performances independently using a validated team communication scale. We developed the scale using a 7-item checklist with a 5-point scale and a global rating item based on observable team communication skills between the nurse and doctor. We sent the scale for content validation to an interprofessional team of 4 medicine and nursing academics and clinicians. We computed the interrater reliability across 2 raters who scored the video-recorded performances independently using the validated scale. A high intraclass correlation coefficient (ICC) of 0.96 (95% CI 0.93-0.97) was reported, indicating good interrater agreement.

Data Analysis

We applied descriptive statistics, chi-square tests, and \(t\) tests to analyze the demographic characteristics of the study population. We computed a paired sample \(t\) test to examine significant changes between the baseline and posttest performance scores and an independent sample \(t\) test to determine differences in the posttest scores between the groups. We performed a repeated measures analysis of variance (ANOVA) for the ATHCT and ISVS scores.

Results

Demographic Characteristics

Although we targeted 128 participants, only 120 participants completed the study. The majority were female (81, 67.5%), Chinese (105, 87.5%), and an average of 22.17 years of age (SD 2.07). There were no significant differences in the baseline characteristics, including age (\(P=.06\)), gender (\(P=.17\)), year of study (\(P=.85\)), and ethnicity (\(P=.94\)) between the virtual and simulation groups (Table 2). This supported the homogeneity of the participants between the 2 groups.
Table 2. Demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=120)</th>
<th>Virtual (N=60)</th>
<th>Simulation (N=60)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.17 (2.07)</td>
<td>21.82 (1.07)</td>
<td>22.53 (2.70)</td>
<td>.0622</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Male</td>
<td>39 (32.5)</td>
<td>16 (26.7)</td>
<td>23 (38.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>81 (67.5)</td>
<td>44 (73.3)</td>
<td>37 (61.7)</td>
<td></td>
</tr>
<tr>
<td>Course, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Medicine</td>
<td>60 (50.0)</td>
<td>30 (50.0)</td>
<td>30 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Nursing</td>
<td>60 (50.0)</td>
<td>30 (50.0)</td>
<td>30 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Year of study, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Third year</td>
<td>41 (34.2)</td>
<td>21 (35.0)</td>
<td>20 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Fourth year</td>
<td>79 (65.8)</td>
<td>39 (65.0)</td>
<td>40 (66.7)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>Chinese</td>
<td>105 (87.5)</td>
<td>53 (88.3)</td>
<td>52 (86.7)</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>9 (7.5)</td>
<td>4 (6.7)</td>
<td>5 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>6 (5.0)</td>
<td>3 (5.0)</td>
<td>3 (5.0)</td>
<td></td>
</tr>
</tbody>
</table>

Team Communication Performance

The team-based simulation assessment revealed no significant differences in the overall communication performance posttest scores ($F_{2,58}=1.46$, $P=.29$, $\eta^2=0.33$) between the virtual (mean 22.60, SD 5.31) and simulation groups (mean 23.97, SD 4.55). There were also no significant differences in the total checklist posttest scores ($F_{2,58}=3.654$, $P=.29$, $\eta^2=0.28$) and global posttest scores ($F_{2,58}=1.56$, $P=.29$, $\eta^2=0.33$) between the groups.

Teamwork Attitudes

At the baseline, there were no significant differences in the ATHCT ($P=.33$) and ISVS ($P=.45$) scores between the virtual and simulation groups, supporting the homogeneity of the participants between the groups. After the team training, there was a significant increase in the ATHCT and ISVS posttest scores from the baselines scores for both groups. There was also a significant increase in the follow-up ISVS scores from the baseline scores for the virtual group ($P=.047$) but not for the simulation group ($P=.14$). No significant differences between the baseline and follow-up ATHCT scores were found for both groups (Table 3).

Using repeated-measure ANOVA, there were no significant differences in the trend between the virtual and simulation groups for both the ATHCT ($P_{-interaction}=.58$, $\eta^2=0.005$) and ISVS ($P_{-interaction}=.61$, $\eta^2=0.004$) scores. There were also no significant differences in the ATHCT ($F_{2,118}=0.507$, $P=.48$, $\eta^2=0.004$) and ISVS ($F_{2,118}=0.335$, $P=.56$, $\eta^2=0.003$) scores over the 3 time points between the virtual and simulation groups.

Table 3. Comparison of teamwork attitude scores on Interprofessional Socialization and Valuing Scale and Attitudes Toward Interprofessional Health Care Team.

<table>
<thead>
<tr>
<th>Group</th>
<th>Baseline</th>
<th>Posttest</th>
<th>P value</th>
<th>Baseline</th>
<th>Follow-up test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISVS a (teamwork attitude score)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual, mean (SD)</td>
<td>131.78 (15.81)</td>
<td>142.92 (14.88)</td>
<td>&lt;.001</td>
<td>131.78 (15.81)</td>
<td>136.62 (6.43)</td>
<td>.047</td>
</tr>
<tr>
<td>Simulation, mean (SD)</td>
<td>134.03 (16.31)</td>
<td>143.95 (15.47)</td>
<td>&lt;.001</td>
<td>134.03 (16.31)</td>
<td>137.45 (15.90)</td>
<td>.14</td>
</tr>
<tr>
<td>T test (2-tailed)</td>
<td>0.45</td>
<td>0.71</td>
<td>N/A b</td>
<td>0.45</td>
<td>0.78</td>
<td>N/A</td>
</tr>
<tr>
<td>ATHCT c (teamwork attitude score)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual, mean (SD)</td>
<td>58.22 (5.78)</td>
<td>60.05 (5.41)</td>
<td>.004</td>
<td>58.22 (5.78)</td>
<td>58.27 (6.57)</td>
<td>.95</td>
</tr>
<tr>
<td>Simulation, mean (SD)</td>
<td>57.12 (6.58)</td>
<td>59.95 (6.65)</td>
<td>&lt;.001</td>
<td>57.12 (6.58)</td>
<td>57.17 (7.26)</td>
<td>.96</td>
</tr>
<tr>
<td>T test (2-tailed)</td>
<td>0.33</td>
<td>0.93</td>
<td>N/A</td>
<td>0.33</td>
<td>0.39</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aISVS: Interprofessional Socialization and Valuing Scale.

bN/A: not applicable.

cATHCT: Attitudes Toward Interprofessional Health Care Team.
Discussion

Principal Findings
The outcomes in this RCT study did not show the inferiority of computer-based virtual reality on teamwork attitudes and communication skill performances when compared with live simulations. These outcomes were consistent with earlier studies [19,20], providing more evidence to support its potential use in substituting conventional team-based simulations. In this virtual reality team training, we incorporated design elements that mimicked live simulations for the experiential learning and the ability to support multiusers, including students, a simulated patient, and a facilitator to come together for collaborative learning.

Despite the different learning mediums, both offered similar learning strategies, including experiential and collaborative learning, that allowed medical and nursing students to practice the use of communication tools through roleplay exercises and engage in reflective practices through interactions with one another and their facilitators [12]. These learning activities are underpinned by the theories of experiential learning and social constructivism. Kolb’s experiential learning theory supports the learning mechanism of roleplaying and debriefing, and the theory of social constructivism emphasizes social interactions underlying collaborative learning. Thus, we call upon educators and instructional designers to apply these theories to support the implementation of simulation learning in virtual reality learning environments [12].

We believe that teaching teamwork at the preregistration level is important but has limited impact on organization and patient outcomes. Our long-term evaluation of virtual reality on the retention of learning was limited to measuring changes in interprofessional attitudes 2 months after the intervention, with significant improvements in attitudes toward interprofessional socialization but not in attitudes toward interprofessional health care teams. Caution has to be taken on the validity of self-reported measures. Nonetheless, the opportunities to engage in social interactions in virtual reality could have improved students’ attitudes toward interprofessional socialization. Social interactions between the medical and nursing students were also facilitated using structured communication tools, which could have promoted open communication, shared information, and decision-making [11]. One advantage of virtual reality over live simulations was its ability to allow anonymous social interactions in its environment, which may cause less social anxiety and stress for students [13,21]. We believe that positive attitudes toward interprofessional socialization are important in building future collegial working relationships between nurses and physicians.

The lack of improvement in attitudes toward interprofessional health care teams after the study interventions for both virtual and simulation groups could be due to the influence of workplace realities faced by students during their clinical practicums, wherein issues of powers, structures, and systems may limit health care teams from collaborating effectively. This highlights the importance of addressing workplace systems and structures, including the implementation of workplace team training [22]. Future studies should investigate how virtual reality can contribute to postqualification workplace-based team training. This may include the use of virtual reality and workplace simulations as a blended learning approach to optimize interprofessional learning [23].

Although we did not compare the cost and resources of the virtual and simulation interventions, we recognized the challenges for sustainability and scalability. The existing virtual reality serves as a flexible and practical platform to bring everyone together, but its scalability is constrained by human-controlled avatars. The recruitment and training of people for the avatar role of a patient were found to be less convenient and costly. In addition, as a result of unequal cohort size across different health care courses (ie, nursing students vs medical students), it is unlikely that all health care students will form interprofessional teams. We plan to develop and integrate artificial intelligence (AI) in virtual reality to replace the roles of a simulated patient and even a medical doctor. With evolving AI technology, the goal is to design AI agents that can interact with users in a natural, humanlike way such as via natural language processing [24]. The AI can cohabit virtual worlds with people and facilitate deep engagement of learning that could potentially improve learning outcomes [25]. A recent systematic review on AI in medical education highlighted the potential use of AI in virtual reality and called for more evidence to justify its effectiveness [26]. Therefore, future studies can examine the effectiveness of AI-controlled agents compared to human-controlled avatars in virtual reality simulations.

This study used the topic of sepsis and septic shock for the application of TeamSTEPPS communication strategies as the curriculum’s content. However, the virtual platform was created with expandability in mind, allowing other medical conditions such as cardiac arrest and other teamwork curricula to be programmed and applied in the CREATIVE platform. We have collaborated with other local higher education institutions to develop geriatric-related cases using the CREATIVE platform to support teamwork in interprofessional rounding among diverse students of health care professions [11]. We hope to open up the possibility of international collaborative learning using this platform and to study its effectiveness.

Limitations
Although we tested the students’ team performances and attitudes using simulation-based assessments and validated tools, the quality of evidence was limited by an immediate posttest on team performance and self-reported attitude questionnaires. Future studies can provide more evidence on team performance by examining the baselines and retentions of team performances. The study intervention was carried out at a single location, the university’s simulation center, to capture the participants’ team performances using simulation-based assessments. Future implementation can occur across different physical locations, including access from home. Future studies can conduct experiments to gain insights into the learning process of users and identify potential usability issues across distant locations.
Conclusion

Interprofessional team training using simulations has proved to be logistically challenging to implement at the preregistration level due to difficulties in bringing together different groups of health care students. We implemented doctor-nurse communication team training by incorporating communication strategies from the TeamSTEPPS curriculum into computer-based virtual reality for undergraduate medical and nursing students. Our study outcomes did not show any difference between virtual and live simulations in terms of teamwork attitudes and communication skill performances, which supports the potential use of virtual reality to substitute conventional team-based simulation training. Further developments and evaluations can use AI technology to replace costly human-controlled avatars to achieve better scalability and sustainability of team-based training in interprofessional education. With its scalability and practicality, virtual reality serves as a promising learning strategy to prepare students to be part of a future collaborative workforce that can provide safe and quality patient care.
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Abstract

Virtual reality (VR) represents a key technology of the 21st century, attracting substantial interest from a wide range of scientific disciplines. With regard to clinical neuropsychology, a multitude of new VR applications are being developed to overcome the limitations of classical paradigms. Consequently, researchers increasingly face the challenge of systematically evaluating the characteristics and quality of VR applications to design the optimal paradigm for their specific research question and study population. However, the multifaceted character of contemporary VR is not adequately captured by the traditional quality criteria (ie, objectivity, reliability, validity), highlighting the need for an extended paradigm evaluation framework. To address this gap, we propose a multidimensional evaluation framework for VR applications in clinical neuropsychology, summarized as an easy-to-use checklist (VR-Check). This framework rests on 10 main evaluation dimensions encompassing cognitive domain specificity, ecological relevance, technical feasibility, user feasibility, user motivation, task adaptability, performance quantification, immersive capacities, training feasibility, and predictable pitfalls. We show how VR-Check enables systematic and comparative paradigm optimization by illustrating its application in an exemplary research project on the assessment of spatial cognition and executive functions with immersive VR. This application furthermore demonstrates how the framework allows researchers to identify across-domain trade-offs, makes deliberate design decisions explicit, and optimizes the allocation of study resources. Complementing recent approaches to standardize clinical VR studies, the VR-Check framework enables systematic and project-specific paradigm optimization for behavioral and cognitive research in neuropsychology.

(J Med Internet Res 2020;22(4):e16724) doi:10.2196/16724
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**Introduction**

Over the past few decades, virtual reality (VR) has emerged as one of the most rapidly advancing technologies of the 21st century, attracting substantial attention from a variety of scientific disciplines, including neuroscience. VR may be regarded as an umbrella term subsuming the real-time presentation of a computer-generated environment to a human user. Users perceive the environment through visual or multisensory stimulation and interact with it through reciprocal data exchange with the computer system, such that VR represents an advanced form of human-computer interaction [1]. VR can be broadly categorized into nonimmersive applications 2-dimensional (2D) screen presentations with interaction devices such as a keyboard or a joystick and immersive applications that are more complex and require the integration of computers with further devices such as head-mounted displays (HMDs), VR controllers, or body-tracking sensors. These immersive systems enable users to experience the virtual environment concealed from the outside world and interact with it based on head or body movements.

In the context of developing paradigms for clinical research, VR provides scientists with a unique combination of extensive design possibilities and strong experimental control. Consequently, VR-based approaches are increasingly being pursued in biomedical research and specifically with respect to investigating cognitive function with VR (Figure 1). As a result, a fast-growing number of neuropsychological VR paradigms are being developed [1-12], paralleled by decreasing costs of hardware components and the increasing availability of open-access software systems for creating new VR paradigms in a customized manner [13-16]. Although these advancements open up many opportunities to investigate the clinical potential of VR, they increasingly present researchers with the challenge of defining the optimal paradigm to answer the research question at hand and leverage the advantages of the technology. Screening the VR literature for suitable paradigms, for instance, how should one evaluate the strengths and weaknesses of a particular paradigm, weigh them against each other, and systematically compare quality across several candidate tasks? Similarly, when developing an experimental VR paradigm de novo, what task features are important to consider in the design process, which qualities should an ideal VR task possess, and are there trade-offs in these qualities on which a deliberate design decision must be made?

In this methodological viewpoint paper, we propose a pragmatic framework to address these questions and advance the development of VR-based research tools. To motivate our approach, we first review task evaluation based on the traditional psychometric quality criteria. We contrast these endeavors with the extensive degrees of freedom in state-of-the-art VR, illustrating that the traditional quality criteria alone are inadequate to capture the multifaceted nature of VR paradigms comprehensively. To overcome this gap, we propose a general and multidimensional evaluation framework for neuropsychological VR paradigms in the form of a checklist (VR-Check), and we illustrate the application of this framework in a concrete research project. In the following sections, we focus on VR paradigms for neuropsychological assessment, rather than rehabilitation or cognitive training paradigms. Whereas many of the VR-Check dimensions will be equally relevant to training and rehabilitation tools, we here avoid a conflation of diagnostic and therapeutic VR applications for clarity.
**Evaluation Criteria in Classical Neuropsychological Tasks**

Neuropsychological assessment tools have a long-standing history in clinical neuropsychology, with several tasks still widely in use more than half a century after their initial presentation (e.g., the Wisconsin Card Sorting Test [17,18], or the Stroop Test [19,20]). Early work before the advent of neuroimaging was primarily driven by the aim to measure closely defined cognitive constructs with a clear link to specific brain areas to answer diagnostic questions not otherwise solvable at the time [21]. These early tests were predominantly evaluated according to the traditional psychometric quality criteria [22]. In brief, test results had to be independent of the experimenter (objectivity), consistently reproducible over repeated measurements (reliability), and should measure the intended construct (validity quality demands that are still widely accepted in cognitive psychology today.

With the introduction of neuroimaging into routine diagnostics, however, the mandate for clinical neuropsychologists has changed. Rather than helping to identify the neuroetiology, neuropsychologists are now faced with requests to predict and rehabilitate everyday functions, calling for a new type of paradigm tailored to do so [21]. In consequence, the need for an additional evaluation criterion, which better captures the relationship of the neuropsychological paradigm to everyday functioning, has been discussed for some time [1,21,23-26]. This relationship has been subsumed under the label **ecological relevance** [1,23]. Although in itself still subject to conceptual refinements, ecological relevance is commonly understood to posit that tests should capture the cognitive demands of daily life as closely as possible, resulting in high face validity [27], increased sensitivity to neurorehabilitation, and improved predictive power for everyday functioning [26]. One landmark publication of a test following these principles is a 1991 paper introducing the Multiple Errands Test (MET) [28] to measure multitasking. The MET comprises a list of shopping-related errands to be performed as a real-life task (i.e., in a real shopping mall). Although the test features high ecological relevance, its limitations include reduced objectivity and reliability owing to unforeseeable variations in the real-world mall, high demand for resources to accompany patients in the environment, and not least safety issues and inapplicability to patients with more severe disabilities [29]. Although theoretically appealing, real-life tasks have therefore not entered routine neuropsychological assessment and are unlikely to do so due to the lack of control over the test environment. In sum, the
search for ecologically relevant, yet experimentally well-controlled tasks is still very much ongoing. In this aspect, VR has the potential to facilitate crucial progress in the field.

Overcoming the Limitations of Classical Tasks With Virtual Reality

Creating a virtual world offers many degrees of freedom: from the environment itself to the objects in that environment, and even the physics that govern the world. It is therefore possible to design environments that resemble the real world and its demands much more closely than routine paper-and-pencil tests. At the same time, VR preserves strong control over the experimental conditions (eg, the existence, type, and frequency of distractors, which are uncontrollable in real-life tasks such as the MET). Similarly, safety concerns of real-world tasks are attenuated by VR paradigms, as patients are not exposed to actual physical dangers (eg, Navarro et al [30] who used VR to test the act of crossing the street in stroke patients with neglect). Another advantage concerns the increased flexibility of the paradigm development itself: task modifications are implemented computationally, enabling a task design that specifically caters to the study population under question, the research question of interest, or an individual patient’s needs. This increased flexibility also illustrates a further limitation of many classical neuropsychological tasks: the lack of parallel versions. In virtual environments, in contrast, parallel task versions are much more easily created by computational modification. Furthermore, routine neuropsychological assessment is highly personnel dependent, requiring substantial resources in terms of patient assistance and monitoring. In addition, the evaluation of behavioral performance in classical assessment tasks usually requires time-consuming processing and examination of numeric data (eg, calculating scores), which then have to be visualized in a graph or table [1]. In real-life tasks such as the MET, acquisition and evaluation of performance data are even more challenging, as a trained professional has to attend to the patient continuously. VR-based assessment, in contrast, allows for the automatic generation of standardized test scores and reduces the demand for monitoring resources during an assessment. Performance evaluation can be augmented by intuitive feedback to the user (eg, playback), which may be especially beneficial for certain age groups or patient populations [5,8,31]. Finally, the personnel dependence of traditional approaches constitutes one factor limiting the widespread availability of high-quality neuropsychological care (eg, in more rural areas or in patients with restricted mobility). In contrast, VR systems can be employed in patients’ homes, offering a long-term perspective of improved ambulatory care and telerehabilitation.

Evaluation Criteria in Neuropsychological Virtual Reality Paradigms

These advantages of VR raise hopes to ameliorate some of the limitations inherent to classical neuropsychological paradigms. However, they also illustrate the multitude of features over which VR paradigms can vary. Currently, neuropsychological VR paradigms are still to be evaluated in the light of the traditional quality criteria, although the latter were initially developed for a fundamentally different kind of assessment, commonly based on paper-and-pencil tests. In general, the traditional psychometric quality criteria remain valid for newly developed tests, including VR paradigms. Nonetheless, along with the increased design possibilities of contemporary VR, new evaluation dimensions emerge above and beyond these classical criteria, highlighting the need for an extended evaluation framework to capture the multidimensional nature of VR applications more adequately. Below, we propose such an evaluation framework that allows for systematic and comparative optimization of VR paradigms in clinical neuropsychology.

VR-Check: Multidimensional Evaluation of Virtual Reality Paradigms

The framework rests on 10 evaluation dimensions, each comprising several subfeatures. These evaluation criteria are summarized in the form of a checklist (VR-Check; see below).

Domain Specificity

This evaluation dimension examines how closely the cognitive domain of interest is targeted by the candidate paradigm. This aspect is especially relevant to VR paradigms, as they differ markedly from classical tasks in both clinical and experimental paradigms: The former usually involves a paper-and-pencil test with task instruction, execution, and evaluation by a trained professional. The latter typically involves the well-controlled presentation of predefined stimuli on a 2D computer screen and the measurement of a predefined set of responses, commonly assessed by interaction devices such as a mouse or a keyboard. In both settings, stimulation is rather unisensory, and participants are limited in their ability to act outside the predefined test space. In contrast, VR allows for increased degrees of behavioral freedom, commonly including the liberty to explore the test environment. Compared with classical tasks in neuropsychology, VR furthermore permits a much higher level of self-initiated action and interactivity as well as the possibility of multisensory stimulation. Although this underscores one particular strength of the technology, these increased degrees of freedom may also recruit other cognitive domains than the one we would like to target. This can make it difficult to ascribe differences in task performance to differences in the cognitive domain under study. Therefore, a VR candidate paradigm should be evaluated on this aspect explicitly. More specifically, it is advisable to (1) consider evidence from existing literature that the candidate task will capture the cognitive domain under scrutiny (eg, are there studies relating the VR task to other assessments whose domain specificity is better established?) and (2) to vet the candidate task for potential domain confounds (eg, how strongly are visual attention or motor components implicated in solving the task?).

Ecological Relevance

VR enables researchers to simulate real-world scenarios while maintaining a high degree of experimental control. Increasing a task’s similarity to the actual challenges encountered by patients in the real world may facilitate diagnostic and
rehabilitative approaches that more adequately address the patients’ real-life deficits. This line of thought is commonly subsumed as the potential of VR to increase a task’s ecological validity [1,24,32]. As noted above, there is an ongoing debate on what this umbrella term should and should not include on a conceptual level and whether a more fine-grained approach, perhaps along the axes of representativeness and generalizability [26], would be beneficial. In opting for the term ecological relevance, we focus on the patient perspective of everyday functional demands. We thereby deliberately scrutinize potential cognitive deficits of a patient in the domain under study that are likely to translate into real-world outcomes, such as the ability to function in the real-life environment and perform a real-life action. A candidate task is thus evaluated based on how closely it reflects these demands as encountered by the study population of interest. In consequence, a judgment is made on how relevant the paradigm is to the user’s everyday life with respect to (1) the virtual environment in which the task is set, (2) the experimental stimuli to which the user is exposed, and (3) the activities performed to solve the task (ie, the user response).

Technical Feasibility

Although a candidate paradigm may possess a variety of desirable properties, one may encounter technical limitations when implementing the paradigm in VR. Technical feasibility is especially important to consider if the paradigm is designed de novo or if previously computerized versions of an existing task are not available or incompatible with state-of-the-art VR setups. We therefore evaluate whether the task can be sensibly implemented in VR in general and whether the implementation is compatible with a head-mounted display (HMD), with a 2D display device such as a tablet or a desktop computer, or both. Moreover, it is important to assess whether user interaction and navigation in the virtual world require further input devices such as VR controllers or a mouse, and if so, which input devices are technically feasible. Importantly, the technical feasibility of a candidate task may be constrained by project-specific factors such as the necessity of using a particular HMD model, a specific interaction device, or an examination room with spatial limitations.

User Feasibility

Candidate paradigms must further be evaluated in terms of feasibility for different user groups. First, is the candidate task expected to be feasible in healthy users, also considering potential differences across different age groups? Second, can one expect it to be viable in the patient population of interest, and are there possibilities to alleviate obstacles to maximize patient feasibility? Third, the task is evaluated on the complexity of the user interaction and navigation in the virtual world: How difficult is it to move and act in the virtual environment? How long will it take for healthy users and patients to learn how to carry out the task, and how intuitive are the controls? Furthermore, task duration and attentional demands might limit user feasibility. Therefore, it must be considered how long the task will take on average and whether the target user group can be expected to focus on the task sufficiently. Moreover, user feasibility may be hampered by VR-induced adverse symptoms and effects (VRISE), which are not only important for safety considerations but also because VRISE are likely to confound task performance [33]. One should therefore judge the paradigm on the likelihood of inducing VRISE such as VR-related kinetosis (cybersickness). Finally, it is important to evaluate any ethical concerns the task may implicate, such as the presentation of strong fear-inducing stimuli or safety considerations, as mentioned above (see also Madary and Metzinger for a detailed review of ethical considerations in VR [34]). Although these are relevant aspects to evaluate in any study population, the judgment on what is feasible in the target user group may certainly differ depending on population-specific factors such as health status or age.

In practice, the maximization of user feasibility is linked to development principles from human-computer interaction (HCI) and user experience (UX) research. This includes the application of ergonomic principles and human-centered design that maximizes accessibility and involves users and other stakeholders in an iterative development process [35,36]. Concerning virtual worlds, standard UX heuristics remain crucial [37], although some VR-specific components such as sense of control and multimodal interaction warrant additional consideration, as they have been shown to affect UX [38,39] and may be especially important in potential future multiuser scenarios and in users with neurological disorders [40].

User Motivation

Beyond mere feasibility, user motivation is crucial to ensure that participants will engage in the candidate task, especially in repeated application. To optimize user compliance, it is therefore advisable to evaluate the task with regard to factors that may facilitate user motivation. First, users may be intrinsically motivated to carry out the task due to high expected benefit or face validity of the paradigm. Second, the entertainment factor of the candidate task is judged. Next, one evaluates the possibility of a reward system, both within-session (eg, a virtual reward for successful task completion) and across-session (eg, a high-score system or advancing to higher levels). Furthermore, we examine the possibility of within- and across-session feedback on user performance. These features touch upon a gamification approach to cognitive assessment [41,42], and this represents one aspect in which VR is particularly capable of playing off its strengths against the classical neuropsychological assessments.

Task Adaptability

The ability to adapt the candidate paradigm carries important implications for both clinical and experimental settings. First, it is useful to consider how easily parallel versions of the candidate task can be created, which represents a major limitation of many classical neuropsychological tests. Not least, this aspect also constitutes a prerequisite for applying the paradigm repeatedly, for instance in a pre- and postintervention study design. Second, the task is judged on how well its difficulty can be (parametrically) adjusted. The required levels of difficulty may vary markedly between study populations (eg, patients vs healthy controls, younger vs older participants) or across multiple sessions in repeated within-participant applications. Therefore, the task is evaluated with respect to
experimental parameters that can be effectively manipulated to affect task performance systematically. In addition, it should be considered if task difficulty is adaptable enough to induce sufficient across-participant performance variance and avoid floor and ceiling effects.

**Performance Quantification**

A further important prerequisite for a suitable candidate paradigm concerns the ability to measure user performance in a quantitative way. One should therefore consider if outcome variables to quantify performance have been defined, or if they can be derived from the data obtained in VR. As behavior in virtual environments can be tracked digitally with high resolution in both time and space, VR offers increasingly multivariate and experimenter-independent performance parameters, facilitating more objective, data-driven, and automated analysis approaches. It is therefore evaluated to what extent the candidate paradigm allows for experimenter-independent performance evaluation.

Notably, task adaptability and automatic performance quantification in VR complement related advances in contemporary psychometrics. As VR paradigms are centered around user interactions with the virtual environment in real time, they offer the possibility of highly dynamic and individualized testing scenarios, enabling more precise and time-efficient assessments in accordance with the ideas of computerized adaptive testing [43,44]. Implementing such a reactive task design also facilitates the inclusion of large item pools with predefined difficulty of sufficient variance as well as real-time scoring (ie, immediate item evaluation) to automatically utilize the most informative items based on the participant's current performance and the assessment's goal.

**Immersive Capacities**

Another dimension not adequately captured by traditional test criteria concerns the capacity of VR systems to create the illusion of being located in the virtual world. There is an ongoing conceptual debate about the technical terms describing this phenomenon, specifically *immersion* and its relation to and disentanglement from the notion of *presence* [45-48]. For paradigm development, we follow Slater in the distinction that immersion describes a VR system's objective technical properties that support natural sensorimotor contingencies, whereas presence refers to the subjective illusion of *being there* in the environment as a subjective correlate of immersion [49-51]. Accordingly, one first evaluates the degree of immersion as specified by task factors and the VR system necessary to present this task. Second, the likelihood that the task (in its final implementation) will facilitate the illusion of being in the virtual environment is considered, and ideally, this judgment is informed by prior empirical evidence using presence questionnaires. This evaluation is important for two reasons: first, the degree to which participants feel present in the virtual environment may either have direct implications for the research question or represent a latent factor influencing task performance or user engagement, constituting a potential confound. Second, the state-of-the-art VR technology raises hopes that a higher degree of presence could be beneficial in diagnostic assessment, cognitive training outcome, or UX (with respect to the latter, see Brade et al [52] and Lorenz et al [53]). Indeed, there is some evidence that increased presence may have a positive impact on participants’ cognitive performance, for instance, regarding fact learning [54] or memory encoding [55], although potential benefits of increased presence in clinical assessment remain to be explored.

**Training Feasibility**

A further consideration concerns the feasibility of the candidate paradigm to serve as the basis for a training tool. In a one-time application setting (eg, purely diagnostic assessment), the paradigm needs to fulfill fewer requirements compared with a repeated-application setting (eg, implementation of a cognitive training tool). First, one should evaluate whether there are any practical obstacles to the repeated application of the paradigm. This concerns the logistics of the VR system used for the task: Can the task be administered in multiple sites or at home, or must the user be tested in a specialized laboratory, for instance, due to the necessity of specific interaction devices such as a VR treadmill or a cave automatic virtual environment (CAVE) [56]? Potential caveats in user feasibility may yield cumulative disadvantages in the training scenario (eg, mild risk of cybersickness may be acceptable in a one-time application but could decrease compliance when repeated with high frequency). Second, one determines if the necessary prerequisites of task adaptability are met (eg, the possibility to create parallel versions, effective manipulation of difficulty). Third, it is important to consider to what extent the paradigm offers the possibility of conveying cognitive strategies for compensatory training and how these could be implemented (eg, by leveraging the extensive cueing possibilities in VR [1]). Furthermore, the likelihood of transfer effects is examined and if there is any empirical indication of their expected quality regarding near vs far transfer.

**Predictable Pitfalls**

Furthermore, it is advisable to vet the candidate paradigm for predictable pitfalls. As in any clinical study, implementing a VR paradigm for cognitive assessment requires time, know-how, and monetary resources that must be weighed against potential knowledge gains and patient benefit. To optimize the potential of the research endeavor, one first evaluates how well the candidate paradigm adheres to the task requirements of the current research project and if the paradigm can be modified to maximize this adherence. Second, it is considered to what extent the application of the candidate paradigm constitutes a reasonable allocation of the study resources. Not least, scrutinizing potential pitfalls early on in the development process also serves as a quality check when designing a VR paradigm de novo.

**Application of the VR-Check Framework**

The following sections illustrate how systematic evaluation with the VR-Check framework can guide the decision-making process in defining a neuropsychological VR paradigm for a specific research project (see Figures 2 and 3).
Figure 2. Workflow of the VR-Check evaluation. Panel A summarizes the main general steps for paradigm optimization with the virtual reality check framework. Panel B shows how this workflow applies to an exemplary research project on the assessment of spatial cognition with immersive VR (see main text). Four candidate tasks were evaluated: the Starmaze (STM), the Virtual Memory Task (VMT), the Virtual Morris Water Maze (vMWM), and the Cognitive Map Task (CMT). See Figure 3 and the main text for details on the VR-Check evaluation. Panel C visualizes the result of the optimization procedure: the immersive Virtual Memory Task (imVMT). The screenshot displays a third-person view of a user memorizing the locations of everyday objects on the table. HMD: head-mounted display; VR: virtual reality.
Evaluation Workflow

First, the properties required of the VR paradigm are defined. Of note, these task requirements are necessarily project specific, such that the relative weight of the various evaluation dimensions will naturally differ across projects. Furthermore, to facilitate a comparative evaluation of tasks across the VR-Check features, a semi-quantitative rating is applied to evaluate if a particular feature applies to the candidate task to a high, medium, or low degree, or if there is insufficient information to make an informed judgment (e.g., asking *How high is the degree of ecological relevance of the virtual environment in paradigm X to the study population of interest?*). Researchers are thus able to systematically go through the list of features and judge each candidate paradigm according to the description above. For the de novo development of VR paradigms, the same process is applied to competing ideas or
prototypes, yielding an explicit account of which task features need to be maximized.

**Example Project: Task Requirements and Candidate Paradigms**

Here, the results of this evaluation procedure are presented for an exemplary research project emanating from our consortium. It is important to note that the following outcomes do not represent a judgment on the value of the paradigms *per se*, but the outcomes rather provide an illustration of the evaluation process itself and how it can inform project-specific paradigm optimization.

The goal of the exemplary research project was to apply immersive VR for the neuropsychological assessment of spatial cognition and executive functions. Suitable tasks were required to (1) be relevant to participants’ everyday life, (2) be feasible in a wide range of neurological patient populations, (3) inform the development of a subsequent cognitive training tool, (4) be implemented with an HMD, and (5) allow for natural user interaction based on body-tracking devices and gesture recognition. The technical setup for implementing the task included an Oculus Rift headset (Oculus, Facebook Technologies, LLC, Menlo Park, CA), a Leap Motion controller (Leap Motion, Inc, San Francisco, CA) for hand-tracking, and a Microsoft Kinect sensor (for Windows; Microsoft Corporation, One Microsoft Way, Redmond, WA) to support body tracking. Software implementation rested on the Unity game engine (version 2019.2.11f1; Unity Technologies, San Francisco, CA) and Blender graphics suite (version 2.79; Blender, Amsterdam, the Netherlands) for VR development, a custom-built communication middleware, and a custom Web interface for data management.

Candidate paradigms were identified by literature screening of existing VR tasks and in-house paradigms from January to May 2018. All candidate tasks were assessed along the VR-Check dimensions by an interdisciplinary research consortium, including 3 cognitive neuroscientists, 2 physicians, and 4 clinical neuropsychologists. None of the team members was involved in the creation of the considered tasks or had any conflict of interest. Each paradigm was presented to the group by varying team members, followed by subsequent rating. If missing information or divergences in the individual ratings were identified, these issues were addressed in the subsequent session. A consensus was reached on all ratings through group discussion. Potential ties were to be resolved by the senior scientists, although no ties occurred for the considered paradigms. Figure 3 visualizes the ratings for a subset of four promising candidate tasks in each cognitive domain. The description below is limited to a brief account of the most decisive aspects; interested readers are referred to Multimedia Appendix 1 for a detailed point-by-point description of the systematic evaluation.

**Example Project: Spatial Cognition**

With respect to spatial cognition, the evaluation process is illustrated in the following candidate tasks: (1) the *Starmaze* (STM) [57-59], a VR adaptation of a rodent paradigm [60] to differentiate egocentric from allocentric navigation strategies, in which the user navigates through a point-symmetric star-shaped labyrinth to find a target; (2) the *Virtual Memory Task* (VMT) [32], a computerized spatial memory task similar to an existing real-life task [61], in which participants are required to memorize locations of everyday objects on a table; (3) the *Virtual Morris Water Maze* (vMWM) [62,63], a VR adaptation of the classical place navigation task originating from rodent research [64], in which participants learn to navigate to a concealed platform; and (4) the *Cognitive Map Task* (CMT) [65,66], a spatial learning paradigm in which participants have to construe, maintain, and retrieve a cognitive map of a virtual town by learning and finding landmarks.

On the basis of the assessment along the VR-Check dimensions, the STM and the vMWM although certainly highly appropriate paradigms for other research questions were judged to be less favorable for our purposes due to limited ecological relevance, task adaptability, and training potential. In contrast, the VMT emerged as the paradigm that most closely adhered to our task requirements, made explicit through point-by-point assessment along the VR-Check dimensions: besides high ecological relevance to our target population, favorable user feasibility, and excellent adaptability, it avoids some of the caveats of other candidate paradigms (such as high navigation complexity or the risk of adverse effects) and demands comparatively moderate implementation efforts, rendering it the optimal allocation of our study resources. Nonetheless, the VMT is limited to an assessment of spatial memory capacities due to the comparatively narrow domain target. In terms of assessing navigational abilities, the CMT was evaluated to be the most suitable starting point for the development of an immersive paradigm because of favorable ecological relevance, user feasibility and motivation, and high training potential. Notwithstanding, our evaluation process also identified potential improvements of the CMT that have to be addressed in the development process, such as a more fine-grained adaptation of difficulty.

**Example Project: Executive Functions**

Executive functions is an umbrella term for a multifaceted construct, including several interconnected high-level cognitive abilities that serve ongoing, goal-directed actions [67]. Subdomains include planning, problem solving, monitoring, working memory, inhibition, and task switching, and despite ongoing terminological disambiguations, there is relative agreement on the complexity and superordinate coordination role of executive functions and their importance regarding human adaptive behavior [67-70]. For a comprehensive review of executive functions paradigms in VR, see Parsons [25] and Valladares-Rodriguez et al [71]. As mentioned above, we exemplify evaluation outcomes in 4 candidate paradigms: (1) a *Ride in a Virtual Town* (RVT) [72], a prospective memory task featuring a car drive using real car components as interaction devices while completing a list of errands; (2) the *Virtual Action Planning-Supermarket* (VAP-S) [31], a grocery shopping task; (3) the *Look For A Match* (LFAM) task [73], an adaptation of the Wisconsin Card Sorting Task to a virtual beach environment; (4) the *Jansari assessment of Executive Functions* (JEF) [74], a multistep office task requiring multitasking to prepare a meeting on time.
Resulting from the VR-Check evaluation, some inconsistencies with our task requirements were identified for the LFAM (limited ecological relevance to our target populations, drawbacks in user motivation), the RVT (risk of adverse effects, incompatibilities with our interaction requirements, ecological relevance limited to drivers, ethical concerns about loss of driving capability in patient population, limited training feasibility), as well as the JEF (user feasibility limited to higher-functioning populations, ecological relevance restricted to a subgroup of our target population, incompatibilities with our immersive system factors, limited training feasibility due to caveats in task adaptability). The VAP-S, in contrast, was evaluated to be highly consistent with the project’s task requirements regarding user feasibility, technical requirements, ecological relevance, and training potential, while demanding reasonable implementation efforts. The VAP-S was therefore esteemed the most favorable basis for the development of an immersive executive functions paradigm. Nonetheless, the systematic evaluation also highlighted potential caveats of the paradigm (limited domain specificity, technical solution required for large-scale multidirectional locomotion), which can thus be explicitly optimized in the implementation process.

**Discussion**

To leverage the potential of VR in neuropsychology, researchers are increasingly challenged with optimizing the experimental paradigm to address the study question at hand. The body of literature on biomedical VR applications is growing fast, and the importance of cognitive research within this field is steadily increasing (Figure 1), supported by the increasing availability of VR hardware and software systems. With these developments, the need arises for a new methodological framework on systematic paradigm evaluation. This gap is aggravated further by the inability of the traditional quality criteria to capture the multifaceted nature of contemporary VR. With this work, we aim to address this gap with a multidimensional evaluation protocol for VR applications in neuropsychology, summarized as an easy-to-use checklist (VR-Check, Figure 3).

**Paradigm Optimization and Across-Domain Trade-Offs**

The systematic evaluation approach of the VR-Check framework raises the general question of what constitutes an ideal VR paradigm for neuropsychological research. Surely, if we defined an entertaining, highly adaptable, easy-to-play, easy-to-implement, highly immersive task that is viable for any user group, targets a well-circumscribed cognitive domain, adequately captures cognitive deficits relevant to everyday functioning as measured objectively by experimenter-independent performance outcomes, and which can be applied repeatedly to induce systematic improvement in both the tested and further cognitive domains, such a paradigm would be welcomed by researchers and clinicians alike.

However, as a corollary of the multidimensional nature of VR, such an endeavor is unrealistic for two principled reasons: first, what is desired of the task is tightly linked to the research question of interest. In consequence, there is no general profile of objectively desirable properties. Although minimal requirements regarding user feasibility or technical implementation must be met by any clinical paradigm, the relative importance of the various domains will differ markedly over research applications and target populations. Indeed, the VR-Check framework serves precisely the purpose of prioritizing which domains are more important than others to address a given research question. This flexibility toward the study purpose enables researchers to weigh the different dimensions against each other and maximize the adherence to their project-specific requirements.

Second, the VR-Check framework illustrates a qualitative difference with respect to the interaction among evaluation criteria in that some are logically congruous, whereas others imply reciprocal incongruities. For instance, a paradigm featuring high training feasibility must also fulfill a variety of requirements concerning technical feasibility, user feasibility, and task adaptability and is more likely to be judged favorably in terms of user motivation because these dimensions, to some extent, inform the evaluation of training feasibility. In contrast, other comparisons yield across-domain trade-offs. Specifically, this concerns the relationship between cognitive domain specificity and ecological relevance. In the attempt to target a specific cognitive domain with high precision, the recruitment of other cognitive domains must be minimized. However, this is rarely the case in everyday functioning, when a multitude of cognitive domains are engaged simultaneously. A VR paradigm featuring high ecological relevance will therefore necessarily concede some domain specificity by recruiting other domains than the one intended. Inversely, a VR paradigm featuring high domain specificity permits only limited relevance to cognitive functioning in real life because of an artificially narrow cognitive target. As a result of this incongruousness, a deliberate decision must be made on the trade-off between domain specificity and ecological relevance.

A similar point arises with respect to the relationship between ecological relevance and experimental control. Although both task and environment are highly controllable in VR, the increased degrees of behavioral freedom can result in less controlled participant behavior as compared with classical neuropsychological assessments. This behavioral freedom comes with an increased number of error sources not related to the cognitive task itself, such as visual attention, motor control, or navigational demands. In the research context, we can increase experimental control by restricting what the participant can and cannot do in VR. However, this again entails decreased relevance to everyday functioning, as real-life behavior offers similarly many degrees of freedom and also encompasses a multitude of error sources.

In summary, the properties required of a VR paradigm are dependent on the research question at hand, and there are inevitable across-dimension trade-offs in paradigm design. This aspect necessitate deliberate design decisions to permit the project-specific optimization of the VR paradigm. The VR-Check framework guides this optimization process because it allows for a systematic account of how well a paradigm adheres to the project-specific requirements and because it makes these design decisions explicit.
Toward Improved Standardization of Clinical Virtual Reality Applications

Although the assets of VR for clinical research have been examined before, previous approaches have predominantly addressed general favorable properties of the technology [1-3,5,6] or focused on specific aspects of VR application such as avoiding VR-related adverse effects [33,75], improving UX [36,38] or ethical adversities [34]. Other studies have suggested design considerations derived from specific VR applications [76], focused on rehabilitative tools [77], or dealt with clinical study design for VR-based therapies [78].

The VR-Check framework complements these studies, as it specifically targets the project-specific optimization of the paradigm (rather than the study) design and explicitly addresses cognitive and behavioral research, and because it provides researchers with a general and easy-to-use evaluation tool. However, even though the application of the framework was highly informative in the exemplary research project, some limitations of this work deserve mentioning. First, the application of the framework was limited to the assessment of spatial cognition and executive functions, such that further research is necessary to corroborate its utility with respect to other research questions. Moreover, current evaluation outcomes are limited to semiquantitative assessment and consensus ratings, warranting further work to solidify more quantitative approaches and assess the rates of agreement across individual raters. Furthermore, it should be noted that paradigms that have been applied more often in literature might lead researchers to evaluate them more favorably simply because existing evidence makes these paradigms easier to judge. However, the fact that a paradigm may be more established in the literature does not necessarily imply that it is better suited for the study question at hand. Finally, we focused here on the design optimization of VR paradigms for neuropsychological assessment. Nonetheless, the value of therapeutic VR applications is becoming increasingly apparent [78-80], and there is an important interplay between assessment and rehabilitation, especially with regard to devising individualized therapies that cater to the patient’s specific deficits (precision medicine). Although many of the VR-Check dimensions appear relevant to clinical VR tasks in general (eg, technical and user feasibility, adaptability, or outcome quantification), future work must investigate if the protocol is also applicable to VR tools for cognitive training and rehabilitation, or to what extent the framework must be modified to enable paradigm optimization for these applications.

Even with these limitations in mind, the VR-Check framework represents a first step toward the standardized optimization of VR paradigms in clinical neuropsychology. The potential of contemporary VR is contrasted by a relative scarcity of consensus on what should be regarded as best practice when applying VR in clinical research. With respect to paradigm development, the VR-Check framework can inform this discussion. Even with optimal paradigm design, however, proof of clinical utility ultimately requires high-quality empirical evidence such as randomized controlled trials (RCTs). In this context, the newly established Virtual Reality Committee of Outcomes Research Experts (VR-CORE) has recently suggested a framework for the development and validation of VR-based therapies [78]. This framework features 3 study phases (VR1-VR3) similar to the phase I-III model of pharmacological intervention studies. Although the authors’ approach focuses explicitly on VR treatments, their systematic methodological framework is similar in spirit to our suggestions, and the two approaches complement each other (paradigm design optimization and study design optimization). For instance, the authors’ call for human-centered design in early VR treatment study phases (VR1) is matched by our explicit focus on the patient perspective in the domains of technical feasibility, user feasibility, user motivation, and ecological relevance. The intermediate trial phase (VR2) is concerned with initial feasibility testing and can thus be regarded as the study design counterpart to the paradigm design feasibility dimensions of the VR-Check framework. The later VR-CORE phase (VR3) concerns RCTs to examine VR treatment efficacy vs a control condition. As such, the extension of the VR3 phase to neuropsychological assessment tasks seems natural: where a VR treatment must show intervention efficacy, a VR assessment task must show discriminatory or predictive power in empirical evaluation.

As methodological guidelines such as the VR-CORE recommendations and the VR-Check framework are further developed, they may ultimately synergize in pursuit of a more rigorous, systematic, and well-informed protocol for the development of clinical VR applications.
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Abstract

Background: Current medical professions involve an extensive knowledge of the latest validated scientific data to implement disease diagnosis, therapeutic strategies, and patient care. Although clinicians can refer to a growing number and type of information sources to keep current with new scientific achievements, there are still various concerns about medical information validity, quality, and applicability into clinical practice. Novel strategies are required to identify physicians’ real-life needs with the final aim to improve modern medical information delivery.

Objective: Our research used an innovative tool to collect real-time physician queries in order to investigate information needs and seeking behavior of Italian neurologists treating patients with multiple sclerosis (MS) and migraine.

Methods: The study was designed as an exploratory mixed methods (ie, qualitative and quantitative) study involving 15 consecutive days of observation. A total of 50 neurologists (n=25 MS and n=25 migraine specialists) were recruited. Data were collected using an instant messaging mobile app designed for this research. At each information-seeking event, moderators triggered a computer-assisted personal interview including both semistructured interview and close-ended questions. Interactions and physician queries collected using the mobile app were coded into emerging themes by content analysis.

Results: Neurologist queries were relevant to the following major themes: therapy management (36/50, 71%) and drug-related information (34/50, 67%), followed by diagnostic strategies and procedures (21/50, 42%). Quantitative analysis indicated online resources were preferentially used by clinicians (48/50, 96%) compared with offline sources (24/50, 47%). A multichannel approach, in which both online and offline sources were consulted to meet the same need, was adopted in 33% (65/198) of information-seeking events. Neurologists more likely retrieved information from online relative to offline channels (F=1.7; P=.01). MS specialists were 53% more likely to engage in one information-seeking event compared with migraine neurologists (risk ratio 1.54; 95% CI 1.16-2.05). MS specialists tended to be more interested in patient-related content than migraine clinicians (28% [7/25] vs 10% [2/25], P=.06), who conversely more likely sought information concerning therapy management (85% [21/25] vs 60% [15/25], P=.05). Compared with MS clinicians, migraine specialists had a harder time finding the required information, either looking at online or offline channels (F=12.5; P=.01) and less frequently used offline channels (30% [8/25] vs 60% [15/25] of information-seeking events, P=.02). When multiple sources needed to be consulted to retrieve an information item, a reduced satisfaction rate was observed both among migraine and MS specialists (single source vs multiple sources P=.003).

Conclusions: This study provides a detailed description of real-life seeking behavior, educational needs, and information sources adopted by Italian MS and migraine neurologists. Neurologist information needs and seeking behavior reflect the specific characteristics of the specialty area in which they operate. These findings suggest identification of time- and context-specific needs of clinicians is required to design an effective medical information strategy.

(J Med Internet Res 2020;22(4):e14979) doi:10.2196/14979
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Introduction

Modern health care professionals need to consult increasing amounts of scientific content to keep current on medical science advances [1]. It has been reported that experienced physicians use as many as 2 million pieces of information to manage their patients [2]. Moreover, the recent introduction of the precision medicine (PM) model requires a deeper understanding of properties and side effects of available drugs as treatments must be tailored to the individual patient [3]. In this landscape, physicians may feel overwhelmed by the steadily expanding flow of scientific literature [4]. The massive diffusion of online scientific resources enabling health care professionals a multichannel engagement make the selection, integration, and translation of medical information into clinical practice even more complex [5]. Paradoxically, the growth of scientific evidence and access to multiple information sources do not necessarily meet clinician needs and quality standards [6,7].

Whereas continuing medical education is a prominent (and often mandatory) source of medical knowledge for most physicians [8], it has been shown that such programs do not often fulfill physician needs and may fail to translate into improved clinical practice patterns [9]. Indeed, the time from educational activity to real-life information needs may not allow this information to efficiently answer questions arising directly at the point of care [6,10]. In contrast, online information sources, including the open-access resource Wikipedia and social networks, have increasingly been used by physicians to quickly retrieve medical information [6,11-15]. Therefore, effective strategies for modern medical education and information delivery should be based on extensive evaluation of physicians' real-life content needs and should likewise be prone to continuous adaptation to meet expectations in an ever-changing landscape [16].

Medical Information departments of pharmaceutical companies often deliver up-to-date, balanced, and evidence-based information on a peer-to-peer basis, answering unsolicited medical requests through different channels [16,17]. A recent survey showed that most companies in the health care sector provide some medical information [18]. Whereas reliance on industry or sponsored resources is well established in the US market, little is known on use rates for European countries and specifically for Italy.

In this study, we investigated the information needs and seeking behavior of Italian neurologists treating patients with multiple sclerosis (MS) and migraine in order to inform the content and layout of Medical Information services in our department. MS and migraine therapeutic management have evolved rather differently over the last few years. In fact, in the field of MS there were important advances, with increasing disease-modifying therapies becoming available for both progressive and relapsing-remitting MS treatment [19]. Therefore, numerous scientific educational activities and relevant online resources have been provided by pharmaceutical companies, scientific societies, and patient associations to promote MS neurologists' continuing education [19,20]. Conversely, accurate migraine diagnosis and subclassification are still challenging due to the lack of objective gold standard diagnostic criteria [21-23]. As a consequence, neurologists treating patients with migraine must cope with the lack of robust guidelines and shortage of authoritative sources of information and educational activities [24].

Information-seeking behavior is a complex phenomenon that is contextually shaped by personal needs, learning styles, available resources, and affective components among other factors [13,25,26]. While many general theories of information seeking have been proposed, we adopted a pragmatic theoretical approach to optimize knowledge gathering for the specific purpose of developing a working app for professional content delivery to clinical physicians. For this reason we refer to the sense-making approach developed since 1972 for the study of the human use of information systems; it entails the investigation of specific situations (which define the context in which a discontinuity emerges and gives rise to information needs) and information gaps (identifying the uncertainty around a specific content) so that specific instruments can be designed for content delivery [27]. The sense-making approach proposes that the moment of communication is best described by focusing on the how the actor describes the circumstances when the information gap emerges, the content of the information gap, and its attempt to bridge this gap. Therefore, at a specific moment in time and space, an individual who self-defines as facing a gap of a particular kind may use communicating tactics of a particular kind. In a different moment facing a different gap they may use a different tactic.

This research describes the real-life seeking behavior, educational needs, and information sources of Italian MS and migraine neurologists. To the best of our knowledge, these aspects have never been explored before in this context. Our data provide an initial, exploratory step in understanding the specific information needs of neurologists and give insights on the motivation, response, and gaps in the landscape of information available for this group of users. These results could be used to design novel Medical Information strategies aimed to deliver personalized, accurate, consistent, and timely information with an omnichannel approach, allowing health care professionals to make informed decisions that can improve patient care.

Methods

Study Sample and Data Collection

To evaluate physician eligibility, a screener questionnaire was administered to 72 clinicians working in different health centers and hospitals throughout the Italian territory. Based on the screener results, we enrolled 50 neurologists, of whom 25 were MS specialists and 25 migraine specialists. Recruitment was
planned to equally represent physicians from all Italian geographical macroregions in each specialty area.

The research was designed as an exploratory mixed methods (ie, qualitative and quantitative) study and involved 15 consecutive days of study. The observation was conducted through the Physician Line app, an instant messaging software app consisting in an instant messaging phone app based on WhatsApp that allowed physicians to share and describe the information needs experienced during their daily clinical practice and information sources used to retrieve the information needed. Participants were instructed on the Physician Line app functionalities by means of a kick-off video presentation. To improve response rate, respondents were rewarded with a cash incentive. Two expert researchers in the field of qualitative research (BG and MA) were able to initiate an interaction every time a physician sent a text message in the Physician Line app. Therefore, there was a direct interaction between physicians and moderators during the interview conducted by these means. In fact, each information-seeking event triggered a computer-assisted interview, during which a semistructured interview and two close-ended questions were administered to the physicians through the Physician Line app. The semistructured interview included 5 items capturing physician motivations and behavioral patterns (Multimedia Appendix 1).

At the end of the semistructured interview, physicians were asked to rate how frequently they could retrieve appropriate content when needed and how satisfied they were about the information obtained. Ratings occurred on 5-point (from 0=not at all to 4=absolutely yes) and 4-point (from 0=not at all to 3=completely satisfied) Likert scales, respectively (Multimedia Appendix 1).

Ethics Approval and Consent to Participate

Due to the nature of the research, no ethics committee approval was required (Italian law Decreto 8 febbraio 2013 n. 34). In fact, the study did not involve patients or lay citizens and no health intervention had been administered to participants. This study was conducted in compliance with the European Union General Data Protection Regulation 2016/679 and in line with well-established regulatory practices and procedures governing marketing research, including the Market Research Society code of conduct (2019 revision) and the Italian Code of Professional Ethics (curated by ASSIRM 2016 revision).

Physicians actively chose to participate in the study. Records collected by Doxa Pharma Srl include data retention policies, data privacy statements, permission to take part in a data collection exercise, and agreement to the processing of personal data. The interview questions were not aimed at investigating sensitive issues like religious or political beliefs or sexual orientation. Doxa Pharma Srl ensured respect of confidentiality of collected information and pseudonymization of individual answers before primary data abstraction and analysis.

Qualitative Analysis

Physician queries and their interactions with the moderators collected with the Physician Line app were subsequently evaluated by content analysis. Following the sense-making approach, we predefined an ontology of information seeking entailing the concept of an information-seeking event described by a set of domains including situations, gaps, and tactics, namely motivation and triggers, context, information gap content, information sources, and information search strategy. An information-seeking event was defined as any action carried out by a physician in order to meet an information need (ie, consulting online sources, discussing with colleagues or sales representatives, reading a scientific article).

Each moderator abstracted relevant themes from the Physician Line app transcript with a mixed deductive-inductive content analysis of the material transcripts. Moderators precoded the transcript by highlighting codable words, sentences, or paragraphs. An initial distinction was made to discriminate motivation and triggers of information seeking and query content. The transcript was then open-coded by assigning descriptive labels to transcripts excerpts under these first two categories. Both motivation and triggers and content were further coded as follows. After consolidating redundant codes, a matrix was generated by including all codes emerging from the discussion. The codes were inductively grouped into broader categories by observing similarities of content and meaning. When disagreement occurred among coders, the item was discussed until a common taxonomy was achieved.

In a second stage, each information-seeking event was coded (for each specific motivation and content) concerning source, context, and event time (based on recording metadata). Coding of information sources was based on a predefined coding scheme (the list of codable sources is reported in Multimedia Appendix 2).

After the second stage coding, each information-seeking event was described as a vector of motivation and trigger, source, context, and event time descriptors. This information was entered in a fully codified database used for further quantitative analysis. In this context, full codification of information-seeking behavior refers to the exhaustive representation of constructs implied by the sense-making approach to describe an information-seeking event, and no additional constructs were reported.

Statistical Analysis

We computed the absolute and relative frequency for categorical variables and means and standard deviation for continuous variables. Frequency of information-seeking events was calculated considering the total number of information-seeking events over the study period, and it was expressed by person-time incidence rate (number of information-seeking events/10 person-day). We computed confidence intervals for information-seeking event rates based on the Poisson distribution. Furthermore, we used 2-way analysis of variance to evaluate differences in information retrieval and satisfaction scores across medical specialty and information channel used. Finally, differences in proportion of content type searches across specialties were assessed by Fisher exact or chi-square tests where appropriate. Analysis was conducted with SAS 9.4 (SAS Institute Inc).
Results

Participants
Participants worked in different settings, encompassing small private centers and large public organizations integrating multiple operative units aimed at providing health care for a wide catchment area. Physician characteristics are reported in Table 1.

Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Migraine specialists (n=25)</th>
<th>Multiple sclerosis specialists (n=25)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>47.5 (7.4)</td>
<td>50.2 (16.1)</td>
<td>.44</td>
</tr>
<tr>
<td>Sex, male, n (%)</td>
<td>12 (48.0)</td>
<td>9 (34.6)</td>
<td>.39</td>
</tr>
<tr>
<td>Geographical distribution, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern regions</td>
<td>10 (40.0)</td>
<td>11 (44.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Central regions</td>
<td>7 (28.0)</td>
<td>5 (20.0)</td>
<td></td>
</tr>
<tr>
<td>Southern regions</td>
<td>8 (32.0)</td>
<td>9 (36.0)</td>
<td></td>
</tr>
</tbody>
</table>

Use of the instant messaging phone app Physician Line allowed real-time collection of relevant data without affecting the clinicians' daily working routine; the tool was well accepted and provided physicians the opportunity to conveniently communicate with moderators.

Qualitative Analysis

Content
Physician queries concerned 8 categories relevant to marketed and investigational drugs, clinical management, disease epidemiology and physiopathology, pharmaceutical companies and their activities, diagnostic procedures, patient-related topics, congress and educational opportunities, and other minor categories. Overall, 37 items could be consistently coded and classified in these 8 categories (Multimedia Appendix 3).

Motivations and Triggers of Information Seeking
We identified different neurologist motivations to engage in information seeking which were sorted into 2 categories. The first category included exogenous motivations (ie, triggers), external events triggering research for further information. Such events can be tentatively classified into passive and active. Specifically, passive triggers were defined as any activating content from newsletters, websites, marketing activities, or institutional or scientific communications which motivated further information seeking in the absence of a specific, preexisting information need.

One patient asked me about <Drug_name>. She has found the list of investigational drugs on Wikipedia and learned that the drug was under review by the FDA. She entered a secondary progressive course and she was worried about the clinical worsening of the disease. [N2]

Conversely, active triggers were deemed to involve questions raised by patients and colleagues; emerge as noteworthy themes while the physician was actively engaged in seminars, grand round discussions, informal discussions; or were raised by clinical problems emerging in the course of a medical encounter.

We also found that the need for professional growth and general scientific update rather than immediate, contingent problem-solving issues may represent a strong motivational driver for information-seeking among neurologists. In contrast to exogenous triggers, we called such experiences endogenous motivation.

Nowadays we, as physicians, must keep current on new drugs and scientific developments. Our field is growing in complexity with new insights into disease pathology and novel therapeutic options. For this reason, I browse PubMed on a weekly basis. [N3]

Information Seeking Circumstances: Sources, Context, and Time
Physicians used both online and offline resources (a complete list is provided in Multimedia Appendix 2). Online resources were generally considered quick and easy to access, whereas offline resources were deemed to offer more chance for in-depth learning. Among online channels, the most cited search engines were Google and scientific literature repositories such as PubMed or Embase, which were preferred when looking for reliable, accurate, impartial, and complete information.

I wanted to have an overview of new drugs for MS. I did a search on PubMed by keywords and selected a few systematic reviews and editorials by reading the abstract. I will try to download the full-text in the afternoon, when I have more time. [N5]

Online resources, like PubMed, were considered more convenient when accessible through mobile apps. One limitation in the use of professional scientific literature was the lack of institutional subscription to professional scientific journals since most published research requires the payment of access fees. Nonprofessional search engines such as Google were exploited for initial exploratory search or when quick answer to simple questions were needed. This was particularly true when active triggers motivated the initiation of information-seeking behavior and small pieces of information were quickly required to complement clinical decision-making or make sense of a
question raised in the course of medical interactions or educational events.

During a visit I needed some info about dosing regimens for a patient with liver disease. I searched Google and easily found the leaflet of the drug online. [N6]

Whereas the use of PubMed or other indexed repositories of scientific literature inherently leads to consultation of authoritative scholarly articles, the use of general public search engines such as Google requires an additional selection process on the part of physicians. Physicians reported use of institutional and noninstitutional websites, portals specializing in scientific dissemination, medical content websites, social media and blogs, and professional or patient discussion forums depending on the type and content of the piece of information searched for. Despite this extensive and multifaceted use, responders pointed out the difficulty of evaluating validity and reliability of online contents retrieved by such means. For this reason, in some cases portals of governmental institutions and scientific societies were used to find guidelines and specific authoritative grey literature material.

I received notice of definitive approval of <Drug_name>. I consulted ECTRIMS library to learn more about the drug. [N7]

Offline resources included books, seminars, roundtables, workshops, educational events, and practical training. By their very nature such offline materials and events were considered authoritative sources and were used to satisfy needs related to professional development, gain an in-depth understanding of a disease, and learn new complex skills. A list of offline resources mentioned is reported in Multimedia Appendix 2.

Congresses are great opportunities to expand my network, have a grasp of current developments in the field, and improve my understanding of the disease and new drugs. [N7]

Quantitative Analysis

Frequency and Distribution of Information-Seeking Events

Over the 15 days of study, a total of 198 information-seeking events were collected corresponding to 2.64 information-seeking events/10 person-days (95% CI 2.29-3.28). More specifically, 120 information-seeking events (61%; 3.69 events/10 person-days; 95% CI 3.06-4.40) were sent by MS specialists, while 78 (39%; 2.4 events/10 person-days; 95% CI 1.91-2.98) were sent by migraine neurologists. Hence, MS specialists were 53% more likely to engage in one information-seeking event compared with migraine specialists (risk ratio 1.54; 95% CI 1.16-2.05). Each information-seeking event included an average of 1.98 different information searches (95% CI 1.79-2.18), for a total of 392 needs recorded.

Distribution of the Expressed Information Need Categories

Overall, the majority of physician expressed at least one need concerning therapy management (36/50, 71%), followed by drug-related content (34/50, 67%), diagnostic strategies and procedures (21/50, 42%), disease-related content (16/50, 31%), congresses and educational opportunities (14/50, 27%), patient-related content (10/50, 20%) and other/miscellaneous including administrative issues, pharmacoeconomics (2/50, 4%), pharmaceutical companies (2/50, 4%), topical issues (1/50, 2%), and unclassified content (5/50, 10%). Distribution of major information needs was slightly different across specialties (Figure 1). Migraine specialists tended to seek information concerning therapy management more often than MS specialists (85% [21/25] vs 60% [15/25], P=.05); on the other hand, MS specialists tended to be more interested in patient-related content compared with migraine specialists (28% [7/25] vs 8% [2/25], P=.06).

Figure 1. Distribution of neurologists’ major information needs. Information needs expressed by neurologists treating multiple sclerosis (n=25) and migraine (n=25) were grouped into 9 major categories by content analysis. Bars denote the share of physicians (%) reporting information seeking for each major category. *Disease epidemiology and physiopathology. MS: multiple sclerosis.
**Information Sources**

As shown in Figure 2A, online resources were used by the majority of clinicians (48/50, 96%), while offline resources were less often consulted (24/50, 47%). Figure 2B shows details on sources used across specialties. Migraine specialists used offline channels less frequently compared with MS neurologists (30% [8/25] vs 60% [15/25], \(P=.02\)).

Overall, an initial adoption of a Web search query did not exclude subsequent use of offline channels and vice versa; indeed, online and offline channels were frequently used in combination (33% [65/198] of the information seeking events), adopting a multichannel approach. Of interest, migraine specialists more likely engaged a multichannel search than MS specialists (43% [34/78] vs 27% [32/120] of the information-seeking events, \(P=.03\)). An explanation of this behavior can be found in the analysis of Physician Line app data, which revealed that multichannel search was adopted for complex issues needing articulated responses or when the desired information was not available in a single authoritative source. Especially in the migraine field, this implied adopting an iterative tree-like search strategy, in which answers to the original questions raised further information needs that triggered further information-seeking behaviors.

We found tentative evidence that different sources of information were selected to satisfy different information needs (Multimedia Appendix 4). For example, PubMed and other professional repositories of the scientific literature were used more often than public search engines when physicians were looking for information about disease epidemiology and physiopathology (39% [18/46] vs 11% [5/46], \(P=.02\)) and diagnostic procedures (21% [7/34] vs 12% [4/34], \(P=.16\)). Conversely, public search engines tended to be used more frequently than professional scientific repositories to find out about congresses (9% [2/23] vs 0 [0/23], \(P=.07\)) and patient-related topics (31% [5/16] vs 19% [3/16], \(P=.07\)). Finally, professional and general search engines were equally used to look for information about drugs (18% [17/96] vs 19% [18/96]) and “clinical management” (20% [34/169] vs 19% [32/169]). Websites of scientific societies or institutions were more likely searched to retrieve information about congresses (8/23, 35%), disease epidemiology and physiopathology (6/46, 13%), and diagnostic procedures (6/34, 18%) compared with other themes (2% [3/169] for “clinical management”; 1% [1/96] for “drugs,” \(P=.01\)).
**Figure 2.** Distribution of information sources used by neurologists for information seeking. A. Channels used by neurologists (n=50) for information seeking. B. Source utilization across specialties (MS specialists, N=25, and migraine specialists, n=25). Bars denote the share of physicians (%) using each specific source for information seeking. MS: multiple sclerosis.

**Information Retrieval Rating**

Data collected with the Physician Line app indicate that the information needed was available in at least one resource for most physicians. Average information retrieval rating was 3.27 (SD 0.99) indicating that physicians most often retrieved the information they needed. In very few instances, clinicians reported they did not find the information needed (7% [26/392] of information needs, **Figure 3A**). Additionally, physicians more likely retrieved information from online versus offline channels (**Figure 3B, F=1.7; P=.01**). Migraine specialists had a harder time finding answers to their questions compared with MS neurologists, either looking at online or offline channels (**Figure 3B, omnibus test, F=12.5; P=.01**).
Figure 3. Information retrieval. A. Distribution of information retrieval ratings by information channel type and medical specialty (MS specialists, n=25, and migraine specialists, n=25). Physicians were asked to rate if they could retrieve the needed information. Diagrams show percentage of information-seeking events for each rating score of the 5-point Likert scale used (from 0=not at all to 4=absolutely yes); B. Differences in average information retrieval scores across specialty area and information channel and medical specialty. *P* values refer to 2-way analysis of variance. MS: multiple sclerosis.
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<table>
<thead>
<tr>
<th></th>
<th>Online</th>
<th>Offline</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>not at all</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>partially no</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>undecided/neutral</td>
<td>33</td>
<td>37</td>
</tr>
<tr>
<td>partially yes</td>
<td>57</td>
<td>88</td>
</tr>
<tr>
<td>absolutely yes</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

B

Satisfaction About Information Quality

Physicians reported they were generally satisfied with the information retrieved (Figure 4A and 4B). Differences across channels and specialties in satisfaction ratings were similar to those observed for information retrieval ratings (Figure 4B, omnibus test, *F*=49.0; *P*=.01). In particular, migraine specialists were significantly less satisfied about offline channels compared with MS neurologists (*P*=.02). Conversely, satisfaction about information retrieved through online channels was similar in both specialty groups (*P*=.69). Finally, we observed reduced satisfaction when multiple sources were interrogated for a given information need (Figure 5, omnibus test: *F*=7.18, *P*=.001; single source vs multiple sources: *F*=12.02, *P*=.003). Such difference was observed among MS (*P*=.006) and migraine specialists (*P*=.005).
Figure 4. Neurologist satisfaction about information quality. A. Distribution of satisfaction ratings for retrieved information by information channel type and medical specialty (MS specialists, n=25, and migraine specialists, n=25). Physicians were asked to rate how satisfied they were about the retrieved information. Diagrams show percentage of information-seeking events for each score of the 4-point Likert scale used (from 0=not at all to 4=very satisfied); B. Differences in average satisfaction scores by information channel and medical specialty. P values refer to 2-way analysis of variance. MS: multiple sclerosis.
Figure 5. Neurologist satisfaction when using single or multiple sources. Average satisfaction ratings by medical specialty (MS specialists, n=25, and migraine specialists, n=25) and information sources adopted for each information-seeking event. P values refer to 2-way analysis of variance. MS: multiple sclerosis.

Discussion

Principal Findings

This research used an instant messaging phone app to investigate real-life needs, learning triggers, and information sources of Italian neurologists treating patients with either MS or migraine. This exploratory study provides a first time preliminary profiling of neurologists that could be useful for subsequent development of personalized approaches to medical education.

An interesting finding of this study is that seeking behavior is different between MS and migraine specialists, suggesting that the specific clinical scenario of specialization determines a distinctive pattern of interests, information needs, issues to be addressed, and preferred information sources. There are significant differences between current therapeutic management of MS and migraine, mainly due to the recent advances in the treatment strategies for MS. Our data on information needs and seeking behavior of neurologists seem to reflect the differences occurring in the therapeutic area in which physicians operate. Indeed, compared with MS specialists, migraine neurologists were less prone to engage in information-seeking behavior and, when they did look for medical information, they more frequently asked questions about therapy management rather than other topics. Furthermore, migraine physicians often needed to consult multiple information channels to find answers and more frequently relied on the use of public search engines rather than professional scientific repositories. Finally, satisfaction of migraine neurologists with offline channels (eg, including seminars, discussion with pharmaceutical sales representatives, congresses) was significantly lower than that of MS specialists.

A deeper analysis of resource use according to information needs indicates that neurologists have developed need- and time-specific research patterns that depend on the type and content of the piece of information searched for. Indeed, when starting new information seeking, physicians choose the most effective search process as well as the most suitable information source to answer that particular question. This requires neurologists to estimate the properties, reliability, weaknesses, and strength of each available channel. Moreover, the choice to use online or offline channels or a combination also depends on the environment in which the information need occurs (ie, during a patient encounter, at home, during a discussion with colleagues). For example, consistent with previous research [10,12,28], in our study group public search engines were exploited for initial exploratory researches or to rapidly meet simple information needs. This was particularly true when small pieces of information were needed to quickly answer simple questions raised in the course of medical interactions or educational events. In other words, it appears that these online contents are used when physicians need a prompt transfer of medical information into clinical practice. However, due to the difficulty in assessing the validity of the overwhelming amount of general public search engines or free online encyclopedia, physicians subsequently referred to more authoritative scientific resources, including PubMed or other indexed repositories of scientific literature and offline channels. On the other hand, to address complex issues needing articulated responses, a multichannel tree-like search process was generally adopted, in which both online and offline sources were used. The integrative use of online and offline channels often occurred when a single channel failed to meet a specific information need, as in the case of migraine specialists.
The complexity around information seeking and learning modalities recently gave rise to the principles of personalized education (PE). Like the emerging framework of PM [3,29,30], PE posits that the offer of educational services should reflect the specific content, timing, conciseness, ergonomics, and use channel needs at the point of use rather than the one-size-fits-all approach adopted so far [13,31,32]. In other words, PE involves identification of specific context-by-user information needs, optimization of educational activities, and design of user-centered learning [33,34]. In this context, medical information departments have the possibility to provide reliable medical content in a timely manner answering specific inquiries from specialists. However, in contrast with evidence from North American data [18], our findings show that the use of websites sponsored by pharmaceutical companies was marginal. On the other hand, recourse to pharmaceutical sales representatives was a prominent information source among offline channels, representing an important credibility asset for medical information services. In light of these data, customization of Medical Information services on the basis of specific needs, information gaps, and information-seeking behaviors for different therapeutic areas is both a challenge and an opportunity for pharmaceutical companies.

Strengths and Limitations

This study was based on the use of the Physician Line app, a novel data collection tool that enables real-life observation and sharing of the information needs experienced by physicians. This unique feature allows granular, simultaneous data collection, thus minimizing recall bias. Therefore, the Physician Line app offers the opportunity to obtain results similar to those provided by ethnographic research, in which moderators interact with participants in their real-life environment. Moreover, this tool allows the identification of time- and context-specific information needs. Taken together, these observations indicate that the Physician Line app may represent a valuable strategy for identifying the educational needs and information search strategies of healthcare professionals.

Some limitation of this research also needs to be acknowledged. First, the exploratory design involves a small sample size and a short observation period. Further, we lacked potentially important personal and contextual data that could bring further insight into information-seeking profiles among MS and migraine specialists.

Conclusion

Our research shows that Italian neurologists practicing in different therapeutic areas experience different information needs, adopt different seeking behaviors, and refer to different information sources during their clinical practice and/or professional development. These findings suggest that an effective information delivery approach requires customization of both the information to be provided and the communication methods to be adopted, which must be tailored to the specific situations, needs, and requirements of healthcare professionals.

Based on this, identification of time- and context-specific needs as well as physician’ profiling appear to be essential steps to design personalized information delivery and medical education strategies for neurologists involved in different subspecialty therapeutic areas. This requires novel instruments enabling us to thoroughly assess physicians’ real-life information needs. This proof-of-concept study investigated the suitability of the Physician Line app as a tool to collect relevant data without affecting clinicians’ daily working routine and providing, at the same time, the opportunity for interaction between physicians and moderators. Based on these preliminary results, the Physician Line app appears to be a valuable tool enabling identification of specific context-by-user information needs, optimization of educational activities, and design of user-centered learning, in accordance with PE principles. Further research should be designed to evaluate the potential of this novel instrument for data collection in a larger sample population. Delivery of personalized, accurate, consistent, and timely information to physicians is essential to improve patient care.
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Abstract

Background: Understanding how older patients with chronic illnesses use the internet to obtain health information is relevant for the design of digital interventions aimed at improving the health and well-being of adults aged 65 years and older; this cohort represents the sickest, most expensive, and fastest-growing segment of the US population.

Objective: The objective of our study was to describe online health information–seeking behavior among older patients with chronic illnesses and to compare the characteristics of patients who report using the internet to obtain health information with those who do not.

Methods: The study population included 72,806 women aged 65 years and older enrolled in the Women’s Health Initiative (WHI), a national cohort study, who completed a 2014 supplemental questionnaire assessing everyday technology use and internet use for researching health conditions. Comparisons were made between participants with and without a history of chronic illness and between users and nonusers of online sources for health information. Multivariate logistic regression was used to estimate odds ratios (ORs) and 95% CIs.

Results: Of the total, 59% (42,887/72,806) of older women used the internet for health information. Compared with women who did not use the internet to obtain health information, those who used the internet were younger (median age: 76 vs 81 years), more likely to be non-Hispanic white (90% [38,481/42,887] vs 87% [26,017/29,919]), earned a higher income (over $US 50,000: 55% [23,410/42,887] vs 33% [9991/29,919]), achieved a higher educational level (more than high school: 87% [37,493/42,887] vs 75% [22,377/29,919]), and were more likely to live with a partner (52% [22,457/42,887] vs 36% [10,759/29,919]) (all P<.001). Women with Alzheimer disease were least likely to report online health information–seeking compared to those without the disease (OR 0.41, 95% CI 0.38-0.43). In contrast, women with a recent diagnosis of cancer, within the previous 2 years (OR 1.23, 95% CI 1.11-1.36) or 2-5 years ago (OR 1.09, 95% CI 1.00-1.19), were most likely to use the internet for health information.

Conclusions: Nearly 6 in 10 older women participating in the WHI reported using the internet to obtain health information. Patients recently diagnosed with cancer are more likely to be looking for health information online, even after adjustment for age, suggesting that these patients may have a greater need for digital health resources.
Introduction

Digital health technology has been proposed as a potential tool to improve the quality, cost, and safety of health care for older patients [1]. Despite the widespread availability of health information on the internet and recent increases in internet use among older adults in the United States [1,2], there is limited data regarding internet usage among older adults with chronic illnesses for seeking health information [3]. Understanding how older patients with chronic illnesses obtain information is relevant for the design of educational materials and strategies aimed at improving awareness and empowering older adults.

Most of what we know about older adults’ use of technology comes from prior research that did not examine online health information-seeking behavior by the presence of particular health conditions. Research by the Pew Research Center shows that older adults remain largely disconnected from the digital world, with one-third of adults aged ≥65 years never having used the internet, and roughly half (49%) without internet services at home [2]. Moreover, a recently published analysis of the National Health and Aging Trends Study [1] showed that the use of everyday technology in older adults (aged ≥65 years) was below that of the general population. For instance, only 16% of older adults obtained health information using health technology, compared to up to 60% in younger populations.

However, most patients in this cohort considered themselves to be in excellent or very good health. Interestingly, older adults with more comorbidities and those taking more medications were more likely to use digital health technologies [1]. In another study that evaluated patients hospitalized with acute coronary syndrome, 31% of which included older adults (aged ≥65 years), 57% of whom looked online for health information, with no difference by history of type 2 diabetes, hyperlipidemia, hypertension, cardiovascular disease, or cancer [3]. There was also no difference by age groups. In addition, few qualitative studies [4,5] have been conducted to explore the challenges patients with multiple chronic conditions face when using technology for health-related purposes. These prior studies have limited generalizability, and it remains unclear whether existing technological tools are meeting the needs of patients with high levels of illness burden.

Our objective was to assess the frequency of online health information-seeking among patients with chronic illnesses compared to patients without chronic conditions and to examine characteristics associated with online health information-seeking.

Methods

Study Design, Data Collection, and Study Population

We examined online health information-seeking among a subset of older participants in the Women’s Health Initiative (WHI). The WHI study included 61,808 postmenopausal women, aged 50-79 years, enrolled at 40 US clinical centers between 1993 and 1998. Women participated in randomized clinical trials with three overlapping components (n=68,132) or an observational study (n=93,676) [6,7]. Follow-up of participants is ongoing, and the study was approved by the institutional review boards of all participating institutions. All participants provided written informed consent. Research study staff involved in data collection were trained, certified, and recertified annually to carry out specific data collection procedures.

For this study, we included 72,806 postmenopausal women (representing 92% of all active participants) aged ≥65 years, who participated in the WHI cohort study and completed a 2014 supplemental survey on technology and internet use for researching health conditions. This study examined deidentified data. As the current analysis does not meet the criteria for research on human subjects, it did not require approval from an institutional review board.

Measures

In 2014, as part of the WHI Extension Study Supplemental Questionnaire (Form 156), participants were asked about their use of mobile phones, other mobile devices, and computers to access the internet (Yes or No). Additionally, they were asked whether they used the internet to search for health information (“Do you use the Internet to look for health information?”; responses were Yes or No). Multimedia Appendix 1 presents a complete list of technology questions included in the WHI survey [8]. Age, race or ethnicity, annual household income, and smoking status, and medical conditions were self-reported at baseline.

Statistical Analysis

We examined the characteristics of participants who reported using the internet to obtain health information compared to those who did not use chi-square tests for categorical variables and the Wilcoxon signed-rank test for continuous variables. We considered 2-sided P values <.05 to be significant. Multivariate logistic regression was used to estimate odds ratios (ORs) and 95% CIs of online health information-seeking among women with and without chronic illness. We performed all analyses using SAS software (SAS Institute Inc).

Results

Of the total participants, 59% (42,887/72,806) reported using the internet to obtain health information. Compared with women who did not use the internet to obtain health information, those who used the internet were younger (median age: 76 vs 81 years); more likely to be non-Hispanic white (90% [38,481/42,887] vs 87% [26,017/29,919]); earned a higher income (over US$ 50,000: 55% [23,410/42,887] vs 33% [9991/29,919]); achieved a higher educational level (more than high school: 87% [37,493/42,887] vs 75% [22,377/29,919]); were more likely to be non-smokers (94% [40,203/42,997] vs 91% [27,108/29,919]); and were more likely to use other technology including mobile phones (93% [39,670/42,887] vs 76% [22,662/29,919]), computers (96% [41,042/42,887] vs 47% [14,097/29,919]), text messaging (47% [20,343/42,887] vs 22% [6442/29,919]), email (94% [40,485/42,887] vs 41% [12,153/29,919]), and smartphones (46% [19,843/42,887] vs 15% [4470/29,919]) (all P<.001; Table 1). Women who used the internet to obtain health information were more likely to live with a partner (52% [22,457/42,887] vs 36% [10,759/29,919]) but were less likely to live alone (34%...
Women with a history of many specific health conditions were less likely to report online health information-seeking (Figure 1). For example, compared to those without a disease, patients with a disease were less likely to use the internet for health information if they had a diagnosis of Alzheimer disease (OR 0.41, 95% CI 0.38-0.43), stroke (OR 0.62, 95% CI 0.58-0.68), colon cancer (OR 0.79, 95% CI 0.69-0.89), cardiovascular disease (OR 0.80, 95% CI 0.75-0.84), myocardial infarction (OR 0.81, 95% CI 0.75-0.88), diabetes (OR 0.83, 95% CI 0.80-0.87), and depression (OR 0.91, 95% CI 0.86-0.96). The only health condition associated with a higher likelihood of online health information-seeking was a recent cancer diagnosis; women diagnosed with cancer within the previous 2 years or 2-5 years were more likely to seek health information online.

Table 1. Characteristics of older women participating in the Women’s Health Initiative in relation to online health information-seeking.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Used the internet for health information (n=42,887)</th>
<th>Did not use the internet for health information (n=29,919)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at enrollment (years), median (IQR)</td>
<td>59 (55-63)</td>
<td>64 (59-68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age at time of survey (years), median (IQR)</td>
<td>76 (73-80)</td>
<td>81 (76-85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age group at time of survey (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74 years</td>
<td>17,495 (41)</td>
<td>5461 (18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>75-84 years</td>
<td>21,034 (49)</td>
<td>15,633 (52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥85 years</td>
<td>4358 (10)</td>
<td>8825 (30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>38,481 (90)</td>
<td>26,017 (87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Annual household income (US $), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>2228 (5)</td>
<td>4324 (15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20,000-50,000</td>
<td>15,260 (36)</td>
<td>13,898 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>23,410 (55)</td>
<td>9991 (33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school or less</td>
<td>5103 (12)</td>
<td>7357 (25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>More than high school</td>
<td>37,493 (87)</td>
<td>22,377 (75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Living situation, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lives with partner</td>
<td>22,457 (52)</td>
<td>10,759 (36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lives alone</td>
<td>14,415 (34)</td>
<td>12,383 (41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lives with other (child, relative, etc)</td>
<td>1890 (4)</td>
<td>1646 (6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Receives special services</td>
<td>4550 (11)</td>
<td>4863 (16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Resides in a place with special services</td>
<td>715 (2)</td>
<td>1515 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stayed in a nursing home in the past year</td>
<td>691 (2)</td>
<td>830 (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>40,203 (94)</td>
<td>27,108 (91)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoker</td>
<td>746 (2)</td>
<td>723 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Media/internet use characteristics, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Owns a mobile phone</td>
<td>39,670 (93)</td>
<td>22,662 (76)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uses a computer</td>
<td>41,042 (96)</td>
<td>14,097 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Receives text messages on a mobile phone</td>
<td>20,343 (47)</td>
<td>6442 (22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uses email</td>
<td>40,485 (94)</td>
<td>12,153 (41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uses the internet (for any purpose)</td>
<td>40,934 (95)</td>
<td>10,974 (37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uses a smartphone</td>
<td>19,843 (46)</td>
<td>4470 (15)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
than women without a history of cancer (OR 1.23, 95% CI 1.11-1.36 and OR 1.09, 95% CI 1.00-1.19, respectively). There were no differences in online health information-seeking among those with osteoarthritis, chronic obstructive pulmonary disease, and breast cancer.

Figure 1. Online health information-seeking behavior in relation to chronic illness status among older women. Diagnosis might have happened at any time prior to the survey. COPD: chronic obstructive pulmonary disease; CVD: cardiovascular disease; MI: myocardial infarction. *All factors were adjusted for the current age group, race, income, and education. **Cancer sites included in the survey: anal, adrenal, appendix, the base of the tongue, biliary, bladder, bone, brain, breast, cerebrospinal, cervical, colon, endocrine, esophagus, eye, gallbladder, genital, gum, hypopharynx, kidney, larynx, leukemia, liver, lung, lymphoma, myeloma, mouth floor, nasopharynx oropharynx, other digestive, ovary, palate, pancreas, parotid, peritoneum, renal pelvis, respiratory, salivary, sinus, stomach, thymus, thyroid, tongue, tonsil, trachea, ureter, urinary, vagina, vulva, and other cancers.

Discussion

Findings

Nearly 6 in 10 postmenopausal women participating in the WHI reported using the internet to obtain health information. Variables associated with less internet usage for health information were older age, nonwhite race, high school education or less, and an income of US $50,000 or less. Although women with several specific health conditions were less likely to engage in online health information-seeking, those who were diagnosed with cancer in the past 5 years were more likely to look to the internet for health information [9].

There are several important implications of this study. First, a large proportion of older adults are using the internet to seek health information. Our findings add to the existing literature [3] by expanding our understanding of technology use in older adults. A recently published analysis of the National Health and Aging Trends Study (NHATS) showed that the use of everyday technology in older adults was below that of the general population, where only 16% of older adults obtained health information using health technology compared to up to 60% in younger populations [1,10]. However, most NHATS patients considered themselves to be in excellent or very good health. Interestingly, older adults with more comorbidities and those taking more medications were more likely to use digital health technologies in the current study. Our findings differ likely because most of the patients who participated in the WHI have chronic health conditions, unlike prior studies of the older adult population.

Second, disparities in online health information-seeking exist among patients who are ethnic minorities and of a lower socioeconomic status. Consistent with prior studies, our findings add to the evidence that digital health is not reaching all seniors equally [1,3,11-14]. Although recent studies have shown that the gap between those who have access to digital technology and those who do not has become increasingly narrow over time [15], digital health interventions are not reaching a proportion of older patients, and this disparity in access and seeking behavior of online health information may contribute to worsening disparities in health outcomes.

Third, the timing and type of chronic illness may play an important role in the online health information-seeking behavior of older patients. Specifically, patients recently diagnosed with cancer within the last 5 years are more likely to be looking for health information online, even after adjustment for age, suggesting that these patients may have a greater need for digital health resources. This is consistent with findings in the literature. One study has shown that information seeking was reported most frequently by cancer survivors than by the general population [16]. In contrast to previous studies that comprise most of the current literature on the use of digital health technology among older adults, the high proportion of patients with a cancer diagnosis in the WHI provides a unique opportunity to evaluate the use of online health...
information-seeking among older adults with cancer. Our findings suggest that time since diagnosis of cancer is an important factor in the use of the internet for health among older adults. We also found a relationship between cancer type and online information-seeking behaviors, with patients with colorectal cancer being significantly less likely to use the internet for health information. This mirrors findings from previous studies [16] and may be explained by the fact that the median age at diagnosis of colon cancer in women is 72 years [17], compared with 62 years for women with breast cancer [18].

Limitations
There are limitations to this study. The WHI participants included only postmenopausal women, thus findings may not be applicable to older men. Further studies are needed to better understand online health information-seeking behaviors in relation to chronic illness among older men. Moreover, the experiences of women in the WHI may not be representative of all older women with chronic health conditions. A prior study has shown that women who participated in the WHI observational study may be healthier than same-age women in the United States [19]. Nevertheless, the diversity of participants’ backgrounds suggests that our findings may be generalizable to a wider population of older women with chronic health conditions. A further limitation is that our findings are based on responses in 2014. Access to and use of digital tools may have become more widespread since participants were surveyed, as a result of continuous technological advancement. Furthermore, we were not able to report the specific reasons why participants did not use the internet to look for health information. It is possible that some women may be interested in looking for health information online but cannot do so due to a lack of access to the internet. It also may be possible that some women benefit from health information available on the internet through their family members or friends [20,21]. Finally, we are only able to report on older adults’ access to and use of the internet to search for health information. We acknowledge that this only reflects one aspect of health information-seeking behavior, and further studies are needed to better understand behaviors such as uses of online portals, online prescribing, and telemedicine.

Conclusions
Understanding the use of digital health technology among older adults with chronic illnesses and whether they obtain health-related information utilizing the internet are essential pieces of information for designing effective and widespread digital health interventions. Our results show that a significant proportion of older women may not be adequately reached by online information, and thus, there is still a need for more traditional forms of media for the dissemination of health information. This is one of the first studies, to our knowledge, to describe the prevalence of online health information-seeking in older adults with chronic illnesses. Our results provide important information regarding online health information-seeking among older women, particularly those with chronic conditions, and could inform the development of health messaging tailored for this population.

Acknowledgments
MSS has received funding support from NIH K12 (K12CA001727), NIA R03 (R03AG064377), the Waisman Innovation Fund, Circle 1500, and the HOPE Foundation. ESPDC received support from a 2016 Long Term International Fellowship from the Conquer Cancer Foundation of the American Society of Clinical Oncology. Preliminary data from this study were presented as a poster abstract at the International Society of Geriatric Oncology 2018 Annual Meeting in Amsterdam, Netherlands.

Authors’ Contributions
MSS had full access to all of the study data and takes responsibility for the integrity of the data and the accuracy of the data analysis. MSS, ESPDC, and RTC were involved in study conceptualization and design; MSS, ESPDC, RAN, JL, DSL, MEW, EDP, and RTC were involved in data acquisition, analysis, or interpretation; MSS, RAN, and JL drafted the manuscript; MSS, ESPDC, RAN, JL, DSL, MEW, EDP, and RTC performed critical revision of the manuscript for important intellectual content; RAN completed statistical analysis; and MSS and RTC supervised the study.

Conflicts of Interest
MSS reports research funding from the National Institute of Aging (NIA R03AG064377), the National Cancer Institute (NCI K12CA001727), the Waisman Innovation Fund, Circle 1500, the HOPE Foundation, Seattle Genetics, Novartis, and Eli Lilly. EDP was a stakeholder for Pfizer, and reports grant funding from Pfizer, the Merck Foundation, the Breast Cancer Research Foundation, Foxconn Technology Group, Susan G Komen, and the One Family Foundation. All other authors have no conflicts of interest to declare.

Multimedia Appendix 1
A complete list of technology questions included in the Women’s Health Initiative survey.

References

http://www.jmir.org/2020/4/e15906/


16. Sedrak et al. JOURNAL OF MEDICAL INTERNET RESEARCH


Abbreviations

NHATS: National Health and Aging Trends Study
OR: odds ratio
©Mina S Sedrak, Enrique Soto-Perez-De-Celis, Rebecca A Nelson, Jennifer Liu, Molly E Waring, Dorothy S Lane, Electra D Paskett, Rowan T Chlebowsk. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 09.04.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Comparing Medical Term Usage Patterns of Professionals and Search Engine and Community Question Answering Service Users in Japan: Log Analysis

Kazuya Taira¹, MHS; Taichi Murayama², MA; Sumio Fujita³; Mikiko Ito¹, PhD; Kei Kamide⁴, PhD; Eiji Aramaki², PhD

¹Department of Public Health Nursing, Shiga University of Medical Science, Otsu, Shiga, Japan
²Social Computing Laboratory, Nara Institute of Science and Technology, Ikoma, Japan
³Yahoo Japan Corporation, Tokyo, Japan
⁴Division of Health Science, Osaka University, Osaka, Japan

Abstract

Background: Despite increasing opportunities for acquiring health information online, discussion of the specific words used in searches has been limited.

Objective: The aim of this study was to clarify the medical information gap between medical professionals and the general public in Japan through health information-seeking activities on the internet.

Methods: Search and posting data were analyzed from one of the most popular domestic search engines in Japan (Yahoo! JAPAN Search) and the most popular Japanese community question answering service (Yahoo! Chiebukuro). We compared the frequency of 100 clinical words appearing in the clinical case reports of medical professionals (clinical frequency) with their frequency in Yahoo! JAPAN Search (search frequency) logs and questions posted to Yahoo! Chiebukuro (question frequency). The Spearman correlation coefficient was used to quantify association patterns among the three information sources. Additionally, user information (gender and age) in the search frequency associated with each registered user was extracted.

Results: Significant correlations were observed between clinical and search frequencies (r=0.29, P=.003), clinical and question frequencies (r=0.34, P=.001), and search and question frequencies (r=0.57, P<.001). Low-frequency words in clinical frequency (eg, “hypothyroidism,” “ulcerative colitis”) highly ranked in search frequency. Similarly, “pain,” “slight fever,” and “numbness” were highly ranked only in question frequency. The weighted average of ages was 34.5 (SD 2.7) years, and the weighted average of gender (man −1, woman +1) was 0.1 (SD 0.1) in search frequency. Some words were specifically extracted from the search frequency of certain age groups, including “abdominal pain” (10-20 years), “plasma cells” and “inflammatory findings” (20-30 years), “DM” (diabetes mellitus; 30-40 years), “abnormal shadow” and “inflammatory findings” (40-50 years), “hypertension” and “abnormal shadow” (50-60 years), and “lung cancer” and “gastric cancer” (60-70 years).

Conclusions: Search and question frequencies showed similar tendencies, whereas search and clinical frequencies showed discrepancy. Low-clinical frequency words related to diseases such as “hypothyroidism” and “ulcerative colitis” had high search frequencies, whereas those related to symptoms such as “pain,” “slight fever,” and “numbness” had high question frequencies. Moreover, high search frequency words included designated intractable diseases such as “ulcerative colitis,” which has an incidence of less than 0.1% in the Japanese population. Therefore, it is generally worthwhile to pay attention not only to major diseases but also to minor diseases that users frequently seek information on, and more words will need to be analyzed in the future. Some characteristic words for certain age groups were observed (eg, 20-40 years: “cancer”; 40-60 years: diagnoses and diseases identified in health examinations; 60-70 years: diseases with late adulthood onset and “death”). Overall, this analysis demonstrates that
medical professionals as information providers should be aware of clinical frequency, and medical information gaps between professionals and the general public should be bridged.

(J Med Internet Res 2020;22(4):e13369) doi:10.2196/13369
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Introduction
Since the 1990s, the popularization of the internet and personal information devices such as personal computers, smartphones, and tablets has become widespread. Further, opportunities to acquire health information from the web have been increasing. A study examining changes in the basic attributes of information users on the internet in Sweden in 2010 and 2013 showed that the range of users is widening to include younger generations and women [1]. In the United States, 59% of adults were reported to acquire their health information from the internet in 2013 [2]. A survey conducted by the Ministry of Internal Affairs and Communications in Japan in 2015 showed that approximately 80% of people acquired health information via the internet, regardless of gender or age [3]. Moreover, there are many difficulties faced by general users in the process of seeking health information and determining its reliability. In fact, misleading information from the internet could result in serious health hazards [4]. Despite these limitations, health information services have been reported to reduce costs such as medical expenses, to improve production efficiency, and to bring benefits beyond investment [5-7]. The World Health Organization recommended the promotion of such services to member countries from the viewpoint of the quality and safety of medical care, and the possibility of improving access to medical information [8,9].

Taking measures such as the proper management of health information on the web, which is more widely used by the general population, as well as the improvement of services in hospitals and facilities can help promote the management of chronic diseases [10], improve patients’ self-efficacy [11], and support treatment decisions [12]; further, the cost effectiveness for improving the health condition of citizens will be high.

In Japan, eHealth Net developed by the Ministry of Health, Labour and Welfare [13], and the websites of Japanese local governments, national research institutes, and academic societies provide reliable health information. Because professionals create the content of these websites, people believe in the validity and current relevance of the information provided and deem the information to have a reliable level of quality. However, it is difficult to find the necessary information from a wide variety of websites where information is segmented according to expertise. In some countries, the government (or its subsidiary organizations) provides comprehensive services, such as the National Health Service in the United Kingdom and MedlinePlus in the United States; however, there is currently no such health service counterpart in Japan.

Conversely, community question answering (CQA) services can directly answer users’ questions, and websites with user-generated content such as NAVER [14] are very convenient because they can provide information (gathered for easy skimming) on a given topic; however, the trustworthiness of the provided information cannot be guaranteed due to the lack of expertise of the content providers. To address this issue, there is a movement to ensure the reliability of health information provided on such websites created by the private sector through certification systems such as the Health on the Net Foundation Code of Conduct [15].

It is important to evaluate websites that provide medical information, as the general public tends to be confused by technical terms in their search for reliable websites and information with regard to not only understanding available information but also formulating search queries. For example, searching for “my skin itches” may not lead one to the correct website, which might instead be found by searching for “pruritus cutaneous.” It is also necessary for experts who disseminate information to understand these differences when organizing information on websites.

A related study reported that there are not many medical or health-related search queries on the Web, and that the total number of such queries is decreasing compared to the rise in e-commerce search terms [11]. However, another report indicated that health queries account for 4.5% of all searches on two search engines, and that at least 6.75 million health searches are conducted daily [16], indicating that people access a significant amount of health information online.

Further, studies on the quality of health-information websites analyzing search engine rankings and page view statistics demonstrated that English-language Wikipedia is a useful online resource among websites that provide health information [9]. The tools developed to evaluate health information on the internet have also been examined; however, it is still unclear whether or not they are useful because the reliability and validity of many existing tools have not been determined [10].

In addition, studies analyzing people’s search process and search logs have reported that they are unable to find the health or medical information they were seeking and have difficulty in formulating effective queries [17,18]. One study that analyzed logs on the Japanese CQA service Yahoo! Chiebukuro reported that people find it difficult to ask questions, and that they are more likely to be interested in information on various health or disease stages and in the content posted by people with similar experiences [12]. In the search process, symptoms and disease names are searched for alternately, and users tend to experience a sense of anxiety during this process [19-21]. Moreover, adverse health effects may result from self-diagnosis and self-treatment [13,22]; therefore, it is crucial to develop a web.
environment that does not cause excessive anxiety and health hazards.

Studies comparing search queries between medical professionals and the general public have shown that health care expertise affects users' query selection and assessment of website quality [23]; furthermore, medical professionals use search engines more often, and spend more time in searching and formulating longer queries [24,25]. Thus, leveraging the search behavior of medical professionals to reformulate queries by general users can help improve their search results [26].

Although the above-mentioned studies attempted to improve users’ search results to help the general public access more relevant medical information [23,26,27], it is also important for medical professionals to understand users’ medical information needs in order for them to provide not only reliable but also accessible medical information on the internet.

Therefore, the aim of the current study was to clarify the difference in the frequently used words by medical professionals and by general internet users; for this purpose, we used data from one of the largest Japanese search engines and a CQA service primarily involving Japanese-speaking users. The results of this study will be useful in identifying the unmet needs of general internet users and in helping health professionals provide medical information tailored to general users.

**Methods**

We analyzed the query/question logs of the search engine “Yahoo! JAPAN Search” and the CQA service “Yahoo! Chiebukuro” (the Japanese counterpart of Yahoo! Answers), which were provided by the Yahoo Japan Corporation. Data were acquired from the earliest available date for each service up to August 2018: September 2013 to August 2018 for “Yahoo! JAPAN Search” and November 2005 to August 2018 for “Yahoo! Chiebukuro.”

We compared the frequency of 100 clinical words appearing in a clinical case search log by medical professionals (clinical frequency) with their frequency in the search logs of Yahoo! JAPAN Search (search frequency) and in the posted questions of Yahoo! Chiebukuro (question frequency). The top 100 words were used for each word frequency category, as this is frequently used by medical staff [28]. The frequency of words in the ~45,000 case reports of the Japan Science Foundation was used for calculating the word use frequency of medical professionals. We analyzed electronic medical records and discharge summaries written by medical professionals from cooperating hospitals, and extracted 100 frequently used words from the MANBYO Dictionary [29], containing not only disease names specified by international standards such as the ICD 10 Standard Disease Name Master (V 4.04 Revised April 1, 2018) but also symptoms and diseases were extracted from about 290,000 documents, including approximately 363,000 frequently occurring words related to symptoms and diseases merged with words in the ICD 10. These words are hereafter referred to as “clinical frequency 100 words” [28].

To assess the validity of limiting the study to 100 clinical words, we employed three medical and nursing professionals to assist in determining the 100 clinical words. The 100 most frequent clinical words included both generally common words such as “fever,” “diabetes,” and “hypertension,” and medical specialty words such as “multiple myeloma” and “dermatomyositis.” Therefore, in clarifying the medical information gap between medical professionals and the general public, we concluded that the use of 100 words was appropriate from the viewpoint of visibility.

We counted the frequency of the clinical frequency 100 words in the query logs of “Yahoo! JAPAN Search” (hereafter referred to as “search frequency 100 words”) and about 16 million questions posted in the category of “Health, Beauty, and Fashion” of “Yahoo! Chiebukuro” (hereafter referred to as “question frequency 100 words”). In calculating the question frequency 100 words, a morphological analysis was performed on the character information data with MeCab using the Mecab-ipadic-Neologd dictionary [30], and the occurrence frequency was counted. Thereafter, the Spearman correlation coefficient was used to analyze the association patterns among the three frequencies.

We also performed a qualitative analysis of words with a low ranking in the clinical frequency 100 words (particularly the top 10 words) but a high ranking in the search and question frequency categories. That is, words that were not frequently used by medical staff but are often searched on the web.

In addition, for the search frequency 100 words, the retrieval history associated with registered user information was extracted, and descriptive statistics by gender and age were confirmed. For aggregation by gender and age, the weighted average was calculated, and words that were out of the range of an average value with 2 SD were extracted as unique words for each age and gender:

\[
\text{Gender: } \sigma_{k=1}^{100} [-1 \times \text{Man}_{N_k} + 1 \times \text{Woman}_{N_k}/\text{Man}_{N_k} + \text{Woman}_{N_k}/100, \text{where } N_k \text{ is the number of searches.}
\]

\[
\text{Age: } \sigma_{k=1}^{100} (10\text{SN}_{N_k} \times 10 + 20\text{SN}_{N_k} \times 20 + 30\text{SN}_{N_k} \times 30 + 40\text{SN}_{N_k} \times 40 + 50\text{SN}_{N_k} \times 50 + 60\text{SN}_{N_k} \times 60)/[10\text{SN}_{N_k} + 30\text{SN}_{N_k} + 40\text{SN}_{N_k} + 50\text{SN}_{N_k} + 60\text{SN}_{N_k}]/100, \text{where } \text{SN}_{N_k} \text{ is the number of searches according to } K \text{ decade of age.}
\]

The data analyzed in this study were based on the sum of search results for each of the following devices: personal computer, tablet, and smartphone. The analysis was performed using Python ver. 3.6.5 (Python Software Foundation [31]).

**Results**

According to StatCounter Global Stats [32], “Yahoo! JAPAN Search” accounted for 28.06% (range 15.82%-40.49%) of the Japanese search engine share in all devices (personal computer, tablet, and smartphone) from 2009 to 2018. Globally, this share is 3.28% (range 1.61%-6.01%) on average. Therefore, most users of this search engine are Japanese, and it was thus considered to be a useful source for understanding the general search situation in Japan.
The results of the correlation analysis of the clinical frequency 100 words, search frequency 100 words, and question frequency 100 words are shown in Table 1, and the respective plot diagrams are shown in Figures 1-3 (also see Multimedia Appendix 1). Note that in Figures 1-3, only words in all uppercase letters were searched for using the Latin alphabet, not in Japanese, and boldface words indicate the top 10 words with regard to clinical frequency.

**Figure 1.** Rank plot of clinical and search frequencies in the search engine.
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**Figure 2.** Rank plot of clinical and question frequencies in the community question answering service.
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There was a weak correlation between clinical frequency 100 words and search frequency 100 words (Table 1). Qualitative analysis showed that diseases that are the main cause of death in Japan and the lifestyle diseases that cause them such as diabetes, hypertension, headache, anemia, abdominal pain, heart failure, and cerebral infarction ranked highly for both frequencies. By contrast, words for the evaluation of a patient’s condition that are often used by medical professionals, such as ascites retention, hypercalcemia, poor control, and back pain, had a low ranking in both clinical and search frequency 100 words. Words with a low ranking in clinical frequency 100 words and high ranking in search frequency 100 words—that is, the frequency of use by medical staff is relatively low but the question frequency in “Yahoo! Chiebukuro” is high—included pain, slight fever, numbness, ulcerative colitis, and renal failure.

A weak correlation was also found between clinical frequency 100 words and question frequency 100 words (Table 1). Qualitative analysis showed that words related to symptoms such as headache, abdominal pain, diarrhea, vomiting, anemia, diabetes, and fever were among the top-ranked words for both categories, whereas words such as ascites retention, hypercalcemia, poor control, abnormal shadow, and dermatomyositis ranked lower. Words that were ranked lower in clinical frequency 100 words and higher in question frequency 100 words—that is, the frequency of use by medical staff is relatively low but the question frequency in “Yahoo! Chiebukuro” is high—included pain, slight fever, numbness, ulcerative colitis, and renal failure.

Finally, a moderate correlation was found between search frequency 100 words and question frequency 100 words (Table 1). The top words in both frequencies were headaches, lower back pain, diarrhea, abdominal pain, anemia, and diabetes, whereas the words that ranked lower in both frequencies were hyponatremia, cell invasion, dyspnea on exertion, high anemia, lower edema, inflammatory findings, and poor control. Furthermore, among the words with a large divergence between search and question frequency 100 words, those with a high ranking in question frequency 100 words were subjective symptoms, pain, numbness, and wandering, while those with a high ranking in search frequency 100 words were DM (diabetes

---

**Table 1.** Correlation coefficients of the search rank of each platform.

<table>
<thead>
<tr>
<th>Frequency type</th>
<th>Clinical Frequency</th>
<th>Search Frequency</th>
<th>Question Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical Frequency</td>
<td>1.000</td>
<td>0.290, <em>P</em>=.003</td>
<td>0.337, <em>P</em>=.001</td>
</tr>
<tr>
<td>Search Frequency (Search Engine)</td>
<td>___a</td>
<td>1.000</td>
<td>0.569, <em>P</em>&lt;.001</td>
</tr>
<tr>
<td>Question Frequency (CQA b service)</td>
<td>—</td>
<td>—</td>
<td>1.000</td>
</tr>
</tbody>
</table>

aNot applicable.
bCQA: community question answering.
mellitus), DIC (disseminated intravascular coagulation), and SLE (systemic lupus erythematosus).

Considering the top 10 words in bold type in Figures 1-3, the same trend was observed as found for the top 100 words. The words used by medical professionals when managing patients’ medical conditions, such as conscious disturbance, inflammatory response, and dyspnea, were found less frequently in both search and question frequencies.

The search ratio by gender for search frequency 100 words was 44.4% (SD 8.7%) for men and 54.6% (SD 9.2%) for women; thus, the search rate was higher for women. Likewise, the weighted average according to gender (men coded as −1 and women coded as +1) was 0.1 (SD 0.1), showing a tendency toward greater searching by women (Table 2). Moreover, the search ratios by age were 2.9% (SD 1.5%) in the 10-20 years age group, 24.3% (SD 8.6%) in the 20-30 age group, 26.0% (SD 4.9%) in the 30-40 age group, 24.6% (SD 5.2%) in the 40-50 age group, 13.9% (SD 4.1%) in the 50-60 age group, and 7.3% (SD 3.4%) in the 60-70 age group; thus, those in the 20-50 age group had the highest search rates. The weighted average was 34.5 (SD 2.7) years (Table 2).

To extract words specific to each gender or age, we searched for words whose weighted average value was larger or smaller than the mean (2 SD), which are summarized in Table 3 and Table 4, respectively.

Table 2. The number of search words by weighted average (WA) by gender and age.

<table>
<thead>
<tr>
<th>WA by gender&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Number of search words</th>
</tr>
</thead>
<tbody>
<tr>
<td>WA&lt;−0.3</td>
<td>2</td>
</tr>
<tr>
<td>−0.3≤WA&lt;−0.2</td>
<td>2</td>
</tr>
<tr>
<td>−0.2≤WA&lt;−0.1</td>
<td>5</td>
</tr>
<tr>
<td>−0.1≤WA&lt;0</td>
<td>14</td>
</tr>
<tr>
<td>0≤WA&lt;0.1</td>
<td>22</td>
</tr>
<tr>
<td>0.1≤WA&lt;0.2</td>
<td>28</td>
</tr>
<tr>
<td>0.2≤WA&lt;0.3</td>
<td>18</td>
</tr>
<tr>
<td>0.3≤WA&lt;0.4</td>
<td>7</td>
</tr>
<tr>
<td>WA≥0.4</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WA by age (years)</th>
<th>Number of search words</th>
</tr>
</thead>
<tbody>
<tr>
<td>WA&lt;28</td>
<td>1</td>
</tr>
<tr>
<td>28≤WA&lt;30</td>
<td>2</td>
</tr>
<tr>
<td>30≤WA&lt;32</td>
<td>19</td>
</tr>
<tr>
<td>32≤WA&lt;34</td>
<td>23</td>
</tr>
<tr>
<td>34≤WA&lt;36</td>
<td>26</td>
</tr>
<tr>
<td>36≤WA&lt;38</td>
<td>14</td>
</tr>
<tr>
<td>38≤WA&lt;40</td>
<td>13</td>
</tr>
<tr>
<td>WA≥40</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>Man, −1; Woman, +1.

Table 3. Search rate by gender and gender-specific queries.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Mean (SD)</th>
<th>High Frequency</th>
<th>Low Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>44.4 (8.7)</td>
<td>RA&lt;sup&gt;a&lt;/sup&gt;, DM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>None</td>
</tr>
<tr>
<td>Women</td>
<td>54.6 (9.2)</td>
<td>None</td>
<td>RA, DM</td>
</tr>
</tbody>
</table>

<sup>a</sup>RA: rheumatoid arthritis.

<sup>b</sup>DM: diabetes mellitus.
focus of searches is on symptoms rather than diseases [20], while others suggesting that the main focus is on diseases rather than symptoms [25]; however, differences may arise depending on whether the search is done on a search engine or through a question on a CQA service.

In addition, words with high search frequencies and question frequencies included designated intractable diseases such as “ulcerative colitis”, with an incidence of less than 0.1% in Japan. Thus, information on diseases that affect a large population of patients is not necessarily high, and factors such as the age at which the disease is likely to develop, severity of the symptoms, prognosis in terms of survival, and presence or absence of a treatment method may also be relevant. Despite the fact that ulcerative colitis is designated as an intractable disease, it does not directly influence survival, and even if remission is achieved, a complete cure is not possible. In fact, the specific questions posted in Japanese on Yahoo! Chiebukuro included the following: “Can you play soccer with ulcerative colitis?,” “Can I become a firefighter or a police officer even if I have ulcerative colitis?,” “Can’t ulcerative colitis be cured completely? It is not a remission but a complete cure,” “Ulcerative colitis doesn’t cause death, does it?? My parent has the disease. I’m very worried. Someone please answer m (*　 _) m! [conventional notation for a bowing gesture].”

General users seek to obtain health information from the internet for various purposes, such as interacting with people who have the same experience [33], looking for advice [34], and understanding the diagnosis [20]. As represented by the words “ulcerative colitis” and “hypothyroidism,” people who are not completely cured but are in remission may be more likely to have such purposes, but because of the low risk to life, such diseases and purposes may be given a lower priority by medical professionals as medical information providers. Since there is generally less information available for minor diseases, it is important to value user-oriented information needs and not only information based on major diseases or professional judgment.

Regarding gender in search frequency 100 words, abbreviations used by medical professionals such as “RA” and “DM” ranked

**Discussion**

**Principal Findings**

We found a moderate correlation between search and question frequency 100 words, whereas clinical frequency 100 words was only weakly correlated with the other two frequencies. Therefore, the words that are frequently used by medical professionals may differ from words used by general users in search engines or when consulting CQA services. In addition, although the content searched in the search engine and in the CQA service was similar, they also showed unique characteristics.

In qualitative analysis, diabetes and hypertension were recognized as words with a high ranking in all frequency categories. Regarding differences, search frequency 100 words showed a slightly higher frequency for disease names such as heart failure and cerebral infarction, and question frequency 100 words showed a slightly higher frequency for more symptomatic names such as headache, diarrhea, and vomiting.

The characteristics of words that are less frequently used by medical professionals but are frequently searched on the internet by general users differed in both search frequency 100 words and question frequency 100 words. For example, in search frequency 100 words, diseases such as hypothyroidism (rank 8) and ulcerative colitis (rank 7) were common, whereas in question frequency 100 words, symptoms such as pain (rank 1), slight fever (rank 9), and numbness (rank 13) were more typical. Related to this finding, Zhang [12] claimed that questions in the CQA service correspond to the disease stage of the user. The results of the present study suggest that, based on the characteristics of the CQA service, people with specific concrete worries and consultation needs more frequently use the CQA service than searching by queries. Therefore, we consider that the top words in search frequency 100 words are conceptual, whereas the top words used in question frequency 100 words are related to more specific symptoms. Studies on the query logs of both experts and the general public have reported conflicting results, with some indicating that the main

**Table 4.** Search rate by age and age-specific queries.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Mean (SD)</th>
<th>High Frequency</th>
<th>Low Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-20</td>
<td>2.9 (1.5)</td>
<td>dyspnea, stomachache, subjective symptoms, plasma cell</td>
<td>None</td>
</tr>
<tr>
<td>20-30</td>
<td>24.3 (8.6)</td>
<td>plasma cell, inflammatory findings, hypoxemia, cell invasion, dyspnea on exertion</td>
<td>None</td>
</tr>
<tr>
<td>30-40</td>
<td>26.0 (4.9)</td>
<td>diabetes mellitus, jaundice</td>
<td>high blood pressure</td>
</tr>
<tr>
<td>40-50</td>
<td>24.6 (5.2)</td>
<td>abnormal shadow</td>
<td>plasma cell, inflammatory findings, hypercalcemia</td>
</tr>
<tr>
<td>50-60</td>
<td>13.9 (4.1)</td>
<td>rheumatoid arthritis, high blood pressure, abnormal shadow</td>
<td>inflammatory findings</td>
</tr>
<tr>
<td>60-70</td>
<td>7.3 (3.4)</td>
<td>interstitial pneumonia, lung cancer, stomach cancer, high blood pressure, atrial fibrillation, <em>Streptococcus pneumoniae</em> infection</td>
<td>None</td>
</tr>
</tbody>
</table>

Reported conflicting results, with some indicating that the main
at the top of gender-specific words. However, when the details of the search related to these words and the words that were searched together were examined, other words with similar spelling such as “JRA” (Japan Racing Associations), “ZARA” (a fashion brand name), and “DMM” (a company name) were also found. Therefore, careful interpretation of alphabetical abbreviations is necessary. Nevertheless, there were no specific queries according to gender, but the overall proportion of females searching was high. These results are consistent with previous studies [35]. In Japan, the proportion of men participating in child rearing and nursing care has also increased, but as women still carry out many of these traditional roles, it was predicted that women are not only searching for themselves but also for their family’s health-related problems. Regarding age in search frequency 100 words, for people in their 40s and 50s who are expected to have an increasing number of diagnoses of diseases by medical examination, words such as abnormal shadow and hypertension were highly ranked, whereas words such as stomach and lung cancer, atrial fibrillation, interstitial pneumonia, and pneumococcus ranked higher for those in their 60s. Therefore, there may be a connection between diseases whose prevalence increases with age and health information needs. However, it was somewhat difficult to interpret words such as plasma cells, cell wetness, hypoxemia, and exercise dyspnea, which were extracted as specific words by users in their 20s and 30s. More detailed examination of the searches related to these words and the words that were searched together showed that “nursing” was searched together with these words or long sentences, such as case examples used as tasks for nursing students, which suggested that many searches by nursing students were likely included in this category. However, these words are all related to “cancer” as well as cancer treatment of the adolescent and young adult generation in Japan in recent years. Therefore, we believe that further analysis is necessary to determine the detailed trends of the search tendency of each age group.

**Strengths and Limitations**

This study has several limitations. First, since the analysis was limited to the top 100 clinical frequency words, infrequent words used in search engines and CQA services were also included, which may have confounded the correlation analysis between the three word frequencies. Clinical frequency 100 words are centered on general medical terms and do not include words used by medical personnel in psychiatry, dermatology, obstetrics, and gynecology. Second, the log data analyzed in this study are biased toward Japanese users and cannot be generalized globally, and the relationship between the incidence of disease and the information needs of the general population has not been fully explained; thus, further research is needed. Nevertheless, this study is significant in that the findings reveal that the frequency of some words differed between clinical and search/question frequencies. Further, compared to search engines, CQA data contained more words about symptoms than diseases. Although no clear causal relationship can be established, the number of diseases may be high, at least depending on the nature of the disease. In addition, more women were found to search for medical information on the internet. Lastly, our analysis highlights that the medical information needs differ according to age group.

**Conclusion**

In conclusion, when providing medical information on the internet in Japan, medical professionals as information providers should be aware of clinical frequency, and medical information gaps between professionals and the general public should be bridged. Moreover, such information should take into account users’ age and gender, as well as the delivery format of the website and CQA service.
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Abstract

Background: Fatalities rarely occur in dental offices. Implications for clinicians may be deduced from scientific publications and internet reports about deaths in dental offices.

Objective: Data involving deaths in dental facilities were analyzed using Google as well as the PubMed database. By comparing both sources, we examined how internet data may enhance knowledge about deaths in dental offices obtained from scientific medical publications, which causes of death are published online, and how associated life-threatening emergencies may be prevented.

Methods: To retrieve relevant information, we searched Google for country-specific incidents of death in dental practices using the following keywords: “death at the dentist,” “death in dental practice,” and “dying at the dentist.” For PubMed searches, the following keywords were used: “dentistry and mortality,” “death and dental treatment,” “dentistry and fatal outcome,” and “death and dentistry.” Deaths associated with dental treatment in a dental facility, attributable causes of death, and documented ages of the deceased were included in our analysis. Deaths occurring in maxillofacial surgery or pre-existing diseases involved in the death (e.g., cancer and abscesses) were excluded. A total of 128 cases from online publications and 71 cases from PubMed publications that met the inclusion criteria were analyzed using chi-square statistics after exclusion of duplicates.

Results: The comparison between the fatalities from internet (n=117) and PubMed (n=71) publications revealed that more casualties affecting minors appeared online than in PubMed literature (online 68/117, 58.1%; PubMed 20/71, 28%; P < .001). In PubMed articles, 10 fatalities in patients older than 70 years of age were described, while online sources published 5 fatalities (P = .02). Most deaths, both from internet publications and PubMed literature, could be assigned to the category anesthesia, medication, or sedation (online 80/117, 68.4%; PubMed 25/71, 35%; P < .001). Deaths assigned to the categories infection and cardiovascular system appeared more often in the PubMed literature (infection: online 10/117, 8.5%; PubMed 15/71, 21%; P = .01; cardiovascular system: online 5/117, 4.3%; PubMed 15/71, 21%; P < .001). Furthermore, sedative drugs were involved in a larger proportion of fatal incidents listed online compared to in PubMed (online 41/117, 35.0%; PubMed: 14/71, 20%, P = .03). In the United States, more deaths occurred under sedation (44/96, 46%) compared to those in the other countries (Germany and Austria 1/17, 6%, P = .002; United Kingdom 1/14, 7%, P = .006).

Conclusions: Online and PubMed databases may increase awareness of life-threatening risks for patients during dental treatment. Negative aspects of anesthesia and sedation, as well as the number of deaths of young patients, were underestimated when reviewing PubMed literature only. Medical history of patients, medication dosages, and vital function monitoring are significant issues for practitioners. A high-impact finding from online reports was the underestimation of risks when performing sedation.
Introduction

Fortunately, complications with a fatal outcome rarely occur in dental offices. In the United Kingdom, for example, one dental-related death occurs per 464-758 dentist years [1]. Fatalities may occur not only in elderly and multimorbid patients but also in younger patients, especially in connection to more extensive surgical procedures [2]. The probability that one will experience a medical emergency in a dental setting is remarkably higher: in the United Kingdom, 9 to 11 emergencies occur over a period of 40 years as a dentist [1]. In Saxony, Germany, a study was conducted to find out how often medical emergencies occur in the practice of dentistry; more than 50% of the respondents reported 1 to 3 medical emergencies having occurred within a year and 36% reported the occurrence of up to 10 emergencies [3]. However, it is not possible to determine the fatality risk of life-threatening emergencies happening in dental facilities.

Furthermore, it cannot be determined if fatalities occurred coincidentally or if the dentists’ treatments contributed to the fatal events. Despite the low incidence of fatalities in dental facilities, it is important to analyze the causes of death in order to gain knowledge about how these life-threatening emergencies could be prevented. Publications in scientific medical journals may contribute to awareness about medical emergencies occurring in dental facilities. However, it is assumed that additional information could be extracted from internet reports, which could enhance the knowledge about the background and pathogenesis of fatal events. Additional management strategies could be developed when considering information being published on the internet about medical emergencies having resulted in deaths. At best, dentists would avoid pursuing a life-threatening course of treatment, for example, by not performing interventions defined as at-risk procedures.

In 2017, Reuter et al [4] performed a systematic review examining deaths that were related to dental procedures. They reviewed various specialized literature libraries without date restrictions and extracted data from North America, Europe, Asia, and South America about causes and affected patients. A total of 148 fatalities, with an average patient age of 34.6 years, were investigated. In scientific medical literature, as well as on the internet, deaths in dental facilities associated with sedation or general anesthesia have been reported; however, other causes have also been reported [4-32].

The Google Trends database can display the search volume of a keyword, for instance, “dental.” Some differences in search volumes can be found for the keywords “dental” and “death” when comparing searches of these words in relation to the total counts of global searches using this database in the United States, the United Kingdom, and in German-speaking countries. However, because of a lack of data, probably due to a low number of searches, there are no statistics available regarding the search term “death dental office” in these respective countries. The term “dental” is searched for twice as often as the term “death” in the United States, the United Kingdom, and in Switzerland; in Germany and Austria, the term “death” is searched for even more seldomly in relation to the term “dental” (see Multimedia Appendix 1).

The importance of the internet in daily life is increasing. Patients use the internet not only to obtain information but also to exchange experiences and to rate doctors. In a study from 2017, it was demonstrated that the number of doctor ratings were increasing [5]. For clinicians, the internet offers additional resources and scientific insights into problems and trends that might be helpful in their daily work as well as for the prevention of diseases. Forums, for example, may deal with patient fears and could be helpful for clinicians as well; they may benefit from patients’ and laypersons’ points of view and adjust their treatments accordingly.

To the best of our knowledge, there is no overview of deaths in dental offices that has been published on the internet. Hence, we performed a qualitative and quantitative analysis of online publications and medical literature covering fatalities in dental offices in German-speaking countries, France, the United Kingdom, and the United States. In addition to the causes of death, patient groups were analyzed.

This study aims to examine content regarding death in dental treatment facilities that has been published on the internet and retrieved by the Google search engine and compare these findings with content extracted from the scientific medical literature.

The specific research topics of the study are as follows:
1. Which causes of death in dental offices are published on the internet?
2. How can the internet as a database enhance knowledge from scientific medical publications regarding deaths in dental offices?
3. What implications for clinicians can be deduced from internet reports and scientific publications about the reasons for deaths in dental offices?

Methods

Searches Using the Google Search Engine

Between December 21, 2016, and May 3, 2017, we performed a country-specific Google search for deaths in dental facilities.
For the German language, where we used the URL top-level domains .de, .at, and .ch, German equivalents of the keywords “death at the dentist,” “death in dental practice,” and “dying at the dentist” were used. The terms “death at dentist,” “death in dental office,” and “dying at the dentist” were used for the English language, where the URL top-level domains .uk and .com were used. The term “death at dentist” was searched in the French language, where the URL top-level domain .fr was used.

An article related to a fatality was included when it had not been published in a medical specialist journal. Additionally, internet pages containing a collection of deaths in a dentist’s or a physician’s office were included. The internet was additionally searched for related content on May 31, 2018, and on October 31, 2018.

Selection of Websites

Articles were included if a patient’s death had been associated with a dental treatment in a dental facility. Furthermore, the age of the casualty and the cause of death had to be indicated, as well as information about the type of anesthesia if the fatality was anesthesia related. In case of a severe pre-existing disease related to the oral cavity (e.g., existing abscesses, infections, or tumor diseases), the case was excluded. Deaths related to oral and maxillofacial surgery were also excluded.

Systematization of Articles Found Using Google

The systematization regarding the use of anesthesia was done as follows. Anesthesia was assigned to the category general anesthesia when “general anesthesia” or an intubation had been mentioned or when only the term “anesthesia” had been used by the author, even if local anesthesia had been used additionally. The category sedation was chosen when the terms “sedation,” “sedating drugs,” “sedate,” “tranquilization,” or “nitrous oxide” had been used.

Where there was a lack of information regarding anesthesia, an article only qualified for inclusion if the type of anesthesia had had no influence on the death or the information was unnecessary for the allocation of the cause of death. Cases with general anesthesia or sedation were evaluated with relation to the presence of an anesthesiologist. Furthermore, the anesthesia used was examined with relation to the administration of nitrous oxide. Table 1 lists the categories of the causes of death.

The patients were divided into the following age groups: 0-5 years, 6-17 years, 18-30 years, 31-55 years, 56-70 years, and >70 years. Imprecise age information was rounded; for instance, early 30s was rounded to 32 and mid-70s to 75.

Table 1. Categories of causes of death.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anesthesia, medication, or sedation</td>
<td>Overdose, anaphylaxis, hypoxia, interactions, or any other recognizable cause</td>
</tr>
<tr>
<td>Airway or respiratory system</td>
<td>Suffocation, aspiration, false intubation, or laryngeal edema</td>
</tr>
<tr>
<td>Bleeding or coagulation</td>
<td>High blood loss, bleeding, or disseminated intravascular coagulation</td>
</tr>
<tr>
<td>Cardiovascular system</td>
<td>Heart attack, cardiac arrest, aneurysm, or air embolism</td>
</tr>
<tr>
<td>Infection</td>
<td>Bacterial, viral, or fungal infection; endocarditis, pneumonia, fasciitis, or mucormycosis</td>
</tr>
<tr>
<td>Others</td>
<td>Causative, but not temporary; temporary, but not causative</td>
</tr>
</tbody>
</table>

Searches in PubMed

On May 11, 2017, a systematic literature search was performed in PubMed. We searched for the following Medical Subject Headings keywords: Dentistry AND Mortality OR Death AND Dental Treatment OR Dentistry AND Fatal Outcome OR Death AND Dentistry. Through filters, the search was limited to a period of the last 30 years and the term “humans.” PubMed was additionally searched on May 31, 2018, and on October 31, 2018.

Selection and Systematization of Relevant Articles From PubMed

The inclusion criteria described in the above sections applied to online literature as well. Editorials, letters, and duplicates were excluded. Articles from Europe, North America, and Australia were included. The systematization was completed analogously to the online database.

Comparison of Selected Publications by Chi-Square Statistics

Eventually, all included deaths from online publications were summarized and compared to the included deaths found in PubMed publications. After carefully reviewing all the cases, duplicates or possible duplicates were excluded before the evaluation of the results using chi-square statistics; the statistical software XLSTAT, version 2018 (Addinsoft), was used for analysis. For further statistical analysis and to definitively exclude duplicate cases, the deaths were assessed by year of occurrence and additionally divided into two groups: cases that occurred before 1995 and cases that occurred after 1994.

Results

Online Publications

Online Results in Total

A total of 18 casualties were found in Germany and 2 were found in Austria. Groups of deaths in the two countries were summarized as deaths in German-speaking countries. In Switzerland, no deaths were reported on the internet. A total of
120 deaths were reported from the United States, 15 from the United Kingdom, and 1 from France. After excluding 28 cases, there were a total of 128 casualties reported from online publications (see Figure 1).

**Online Results for Germany and Austria**

A total of 3 casualties were excluded from the 20 found in Germany and Austria. The mean age of the 17 remaining casualties was 19.3 years (SD 21.9; median 10 years). The dominating age group was 0-5 years and included 8 fatalities (8/17, 47%). A total of 2 of the deceased (2/17, 12%) were in the 6-17-year age group, whereas the age groups 18-30 years and 31-55 years had 3 patients in each (3/17, 18%). Of the 17 deceased, 1 (6%) was older than 70 years of age and the age group 56-70 years was not represented. A total of 11 patients out of 17 were female (65%) and 6 were male (35%).

The most common cause of death could be attributed to the category *anesthesia, medication, or sedation* (14/17, 82%), followed by *bleeding or coagulation* (2/17, 12%) and *infection* (1/17, 6%). For a breakdown of the number of casualties due to *anesthesia, medication, or sedation* by age, see Multimedia Appendix 2.

Prior to their death, 13 out of 17 casualties (76%) had been treated under general anesthesia. In 1 case each out of 17 (6%), sedation or local anesthesia had been administered, and in 2 cases (12%) no details were given.

**Online Results for the United Kingdom**

The mean age of the 14 deceased patients was 30.5 years (SD 22.1; median 28.5 years). The dominating age groups were 6-17 years and 31-55 years, with 4 cases out of 14 (29%) each, whereas 2 patients (14%) in the age group 0-5 years died. The age group 18-30 years was represented with 1 case out of 14 (7%). Of the 14 deceased, 3 (21%) were in the 56-70-year age group, and the over-70-year age group was not affected at all. Half of the deceased were male (7/14, 50%) and half were female (7/14, 50%).

In the United Kingdom, the cause of death was attributed to the *anesthesia, medication, or sedation* category in 9 of the 14 cases (64%), to *bleeding or coagulation* in 3 cases (21%), and to *infection* and *others* in 1 (7%) case each. In the *others* category, a case of a small girl who had been starving to death after a traumatic visit to the dentist was described. For a breakdown of the number of deaths due to *anesthesia, medication, or sedation* by age, see Multimedia Appendix 3.

**Online Results for the United States**

The mean age of the deceased patients was 22.6 years (SD 21.6; median 17 years). More than every second deceased patient was a minor: 25 out of 96 (26%) were in the 0-5-year age group, 29 (30%) were in the 6-17-year age group, 18 (19%) were in the 18-30-year age group, and 12 (13%) were in the 31-55-year age group. In the age group 56-70 years, 7 patients (7%) died, and 5 (5%) of the deceased were older than 70 years. Out of 96 deceased patients, 54 (56%) were male and 42 (44%) were female.

In the United States, 61 of 96 casualties (64%) were assigned to the *anesthesia, medication, or sedation* category. Out of 96 cases, 51 (53%) were related to anesthesia (ie, general anesthesia, sedation, or local anesthesia) and the other 10 cases (10%) were attributed to medication given before or after general anesthesia had been administered in 6 of the 14 cases (43%), sedation in 1 case (7%), and local anesthesia in 5 cases (36%). In addition, 2 patients (14%) did not receive any anesthesia at all.

General anesthesia had been administered in 6 of the 14 cases (43%), sedation in 1 case (7%), and local anesthesia in 5 cases (36%). In addition, 2 patients (14%) did not receive any anesthesia at all.

In the United States, 61 of 96 casualties (64%) were assigned to the *anesthesia, medication, or sedation* category. Out of 96 cases, 51 (53%) were related to anesthesia (ie, general anesthesia, sedation, or local anesthesia) and the other 10 cases (10%) were attributed to medication given before or after general anesthesia had been administered in 6 of the 14 cases (43%), sedation in 1 case (7%), and local anesthesia in 5 cases (36%). In addition, 2 patients (14%) did not receive any anesthesia at all.

In the United States, 61 of 96 casualties (64%) were assigned to the *anesthesia, medication, or sedation* category. Out of 96 cases, 51 (53%) were related to anesthesia (ie, general anesthesia, sedation, or local anesthesia) and the other 10 cases (10%) were attributed to medication given before or after general anesthesia had been administered in 6 of the 14 cases (43%), sedation in 1 case (7%), and local anesthesia in 5 cases (36%). In addition, 2 patients (14%) did not receive any anesthesia at all.

In the United States, 61 of 96 casualties (64%) were assigned to the *anesthesia, medication, or sedation* category. Out of 96 cases, 51 (53%) were related to anesthesia (ie, general anesthesia, sedation, or local anesthesia) and the other 10 cases (10%) were attributed to medication given before or after general anesthesia had been administered in 6 of the 14 cases (43%), sedation in 1 case (7%), and local anesthesia in 5 cases (36%). In addition, 2 patients (14%) did not receive any anesthesia at all.
treatment (eg, pain medication and antibiotics). For a breakdown of the number of deaths due to anesthesia, medication, or sedation by age, see Multimedia Appendix 4. A total of 15 out of 96 (16%) deaths were assigned to the airway or respiratory system category, 8 cases (8%) to the cardiovascular system, 9 (9%) to infection, and 2 (2%) to others, which included 1 that was defined as a "natural cause of death" and 1 (1%) that was attributed to an asthma attack. Out of 96 cases, 1 (1%) was assigned to the bleeding or coagulation category.

In 29 out of 96 cases (30%), no information about the administered anesthesia had been reported. Most of the casualties had undergone sedation (44/96, 46%), and 16 patients (17%) had been treated under general anesthesia. In 7 cases (7%), only local anesthesia had been used.

From the United States, papers including 11 cases that had received nitrous oxide had been published. In 10 of these cases, the cause of death was assigned to anesthesia, medication, or sedation; these are subdivided in Table 2.

Table 2. Dental practice casualties involving nitrous oxide assigned to the anesthesia, medication, or sedation category from online publications in the United States.

<table>
<thead>
<tr>
<th>Sedative agents</th>
<th>Casualties (n=10), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrous oxide with local anesthesia</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Nitrous oxide reported to be causative</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Nitrous oxide with sedative drugs or general anesthesia</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Nitrous oxide reported to be causative</td>
<td>2 (20)</td>
</tr>
</tbody>
</table>

In the 11th case where nitrous oxide was used, the cause of death was assigned to the airway or respiratory system category. This case had also been reported in the PubMed literature; the little girl had died after having aspirated a cotton roll. In only 1 of the 11 cases (9%), an anesthesiologist had been on site, and in 1 case (9%) there was no information regarding an anesthesiologist standing by.

In Table 3, all fatalities under general anesthesia and sedation were listed regarding the presence of an anesthesiologist or anesthetist. In the cases without a supervising anesthesiologist, a second dentist or even the treating dentist himself or herself had acted as anesthesiologist. It is unclear whether the respective dentists had completed an advanced training course prior to the procedures.

Table 3. Fatalities in dental practices under general anesthesia and sedation with respect to the presence of an anesthesiologist or anesthetist, based on data from online publications in the United States.

<table>
<thead>
<tr>
<th>Setting of fatalities</th>
<th>Anesthesiologist present, n (%)</th>
<th>Anesthetist present, n (%)</th>
<th>No anesthesiologist or anesthetist present, n (%)</th>
<th>No information, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatalities where general anesthesia or sedation were used (n=60)</td>
<td>6 (10)</td>
<td>1 (2)</td>
<td>33 (55)</td>
<td>20 (33)</td>
</tr>
<tr>
<td>Fatalities where general anesthesia or sedation were used and cause of death was assigned to anesthesia, medication, or sedation category (n=47)</td>
<td>6 (13)</td>
<td>1 (2)</td>
<td>26 (55)</td>
<td>14 (30)</td>
</tr>
</tbody>
</table>

**Online Results for France**

Only 1 casualty occurred in France. The deceased was a 7-year-old boy who had aspirated a protective cover for the x-ray film and had suffocated in the dental office. Consequently, the death was classified as airway or respiratory system. No anesthesia had been administered to the patient.

**PubMed Publications**

**PubMed Publications in Total**

We found 886 publications from our PubMed search. The flowchart in Figure 2 describes the process of exclusion and inclusion of publications. A total of 733 publications were excluded based on the title, 95 were excluded based on the abstract, and 58 publications underwent a full-text review. Finally, 37 publications reporting a total of 71 fatalities were included in the study. A total of 20 publications were case reports [9,10,12,13,18,20,22,24-26,28-37], 5 were retrospective studies [6,14,21], and 12 were case studies [7,8,11,17,19,23,26,38-42].
PubMed Results

The mean age of the 71 deceased from the PubMed literature was 37.9 years (SD 26.4; median 32 years) and included 43 (61%) male and 27 (38%) female patients. In 1 case (1%), the author had not specified a gender. The dominating age groups were 56-70 years and minors up to 5 years of age, with 15 cases (21%) each. The age group between 6 and 17 years was represented by 5 cases (7%), and the age group between 18 and 30 years was represented by 14 cases (20%). Of the 71 deceased, 12 (17%) died between 31 and 55 years of age and 10 (14%) were older than 70 years of age.

According to the PubMed literature, 25 cases out of 71 (35%) were assigned to the anesthesia, medication, or sedation category. A total of 24 cases (34%) were related to anesthesia (ie, general anesthesia, sedation, or local anesthesia), while the 25th patient died due to an anaphylactic shock originating from the dental impression material. The infection and the cardiovascular system categories were represented by 15 cases (21%) each, the airway or respiratory system category by 12 cases (17%), and the bleeding or coagulation category by 4 cases (6%). For a breakdown of the number of deaths due to anesthesia, medication, or sedation by age, see Multimedia Appendix 5.

The most common cause of death was from general anesthesia (22/71, 31%), followed by local anesthesia and sedation with 14 cases each (20%). Only 1 casualty (1%) had occurred completely without anesthesia. In the remaining 20 cases (28%), the author had not provided any information about the anesthesia administered.

Out of 71 fatalities, the 36 cases (51%) where general anesthesia or sedation had been used were examined with respect to the presence of an anesthesiologist or anesthetist (see Table 4).

Table 4. Fatalities in dental practices with general anesthesia and sedation with respect to the presence of an anesthesiologist or anesthetist, based on data from PubMed publications.

<table>
<thead>
<tr>
<th>Setting of fatalities</th>
<th>Anesthesiologist present, n (%)</th>
<th>Anesthetist, n (%)</th>
<th>No anesthesiologist or anesthetist present, n (%)</th>
<th>No information, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatalities where general anesthesia or sedation were used</td>
<td>3 (8)</td>
<td>6 (17)</td>
<td>5 (14)</td>
<td>22 (61)</td>
</tr>
<tr>
<td>Fatalities where general anesthesia or sedation were used and cause of death was assigned to anesthesia, medication, or sedation category (n=19)</td>
<td>3 (16)</td>
<td>2 (10)</td>
<td>4 (21)</td>
<td>10 (53)</td>
</tr>
</tbody>
</table>

In PubMed, 11 fatalities where nitrous oxide had been used were described. In 8 of these cases (73%), the cause of death was classified as anesthesia, medication, or sedation. However, it was not obvious that nitrous oxide was the cause of death in any of the cases; only the involvement of nitrous oxide was mentioned. The other 3 cases (27%) involving nitrous oxide...
were assigned to the airway or respiratory system category. Those patients had died because of aspiration of a cotton roll, bronchospasm, or laryngeal edema. In Table 5, the PubMed data are compared with online results.

Table 5. Age and sex of casualties, cause of death, and anesthesia used in dental facilities found in online publications from three country groups compared with the PubMed literature.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Germany and Austria (n=17), n (%)</th>
<th>United Kingdom (n=14), n (%)</th>
<th>United States (n=96), n (%)</th>
<th>PubMed (N=71), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>8 (47)</td>
<td>2 (14)</td>
<td>25 (26)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>6-17</td>
<td>2 (12)</td>
<td>4 (29)</td>
<td>29 (30)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>18-30</td>
<td>3 (18)</td>
<td>1 (7)</td>
<td>18 (19)</td>
<td>14 (20)</td>
</tr>
<tr>
<td>31-55</td>
<td>3 (18)</td>
<td>4 (29)</td>
<td>12 (13)</td>
<td>12 (17)</td>
</tr>
<tr>
<td>56-70</td>
<td>0 (0)</td>
<td>3 (21)</td>
<td>7 (7)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>5 (5)</td>
<td>10 (14)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (65)</td>
<td>7 (50)</td>
<td>42 (44)</td>
<td>27 (38)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (35)</td>
<td>7 (50)</td>
<td>54 (56)</td>
<td>43 (61)</td>
</tr>
<tr>
<td>Not specified</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Cause of death</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anesthesia, medication, or sedation</td>
<td>14 (82)</td>
<td>9 (64)</td>
<td>61 (64)</td>
<td>25 (35)</td>
</tr>
<tr>
<td>Bleeding or coagulation</td>
<td>2 (12)</td>
<td>3 (21)</td>
<td>1 (1)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Infection</td>
<td>1 (6)</td>
<td>1 (7)</td>
<td>9 (9)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Others</td>
<td>0 (0)</td>
<td>1 (7)</td>
<td>2 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Cardiovascular system</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>8 (8)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Airway or respiratory system</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>15 (16)</td>
<td>12 (17)</td>
</tr>
<tr>
<td>Anesthesia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General anesthesia</td>
<td>13 (76)</td>
<td>6 (43)</td>
<td>16 (17)</td>
<td>22 (31)</td>
</tr>
<tr>
<td>Sedation</td>
<td>1 (6)</td>
<td>1 (7)</td>
<td>44 (46)</td>
<td>14 (20)</td>
</tr>
<tr>
<td>Local anesthesia</td>
<td>1 (6)</td>
<td>5 (36)</td>
<td>7 (7)</td>
<td>14 (20)</td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
<td>2 (14)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>No information</td>
<td>2 (12)</td>
<td>0 (0)</td>
<td>29 (30)</td>
<td>20 (28)</td>
</tr>
</tbody>
</table>

Comparison of PubMed Literature With Summarized Online Publications

Age
The mean age of the deceased patients in online publications was 22.9 years (SD 21.6; median 17 years) compared with 37.9 years (SD 26.4; median 32 years) in PubMed articles. For a compilation of the age distribution, see Multimedia Appendix 6.

Cause of Death
The anesthesia, medication, or sedation category dominated the online and the PubMed publications (see Table 5); however, the proportions in PubMed were only about half as high compared to online publications. Whereas bleeding or coagulation problems did not show a large difference, infection, cardiovascular system, and airway or respiratory system problems were overly represented in PubMed (see Figure 3).
Figure 3. Percentage of casualties for each cause of death in dental facilities using data from online publications and PubMed. Possible duplicates were not excluded. A/M/S: anesthesia, medication, or sedation; B/C: bleeding or coagulation; I: infection; O: others; Ca: cardiovascular system; Aw/R: airway or respiratory system.

Anesthesia
Whereas local anesthesia as the reason for fatal incidents showed a higher proportion in PubMed publications, sedation was more strongly represented in online reports. No large differences in general anesthesia fatality rates were found. For a breakdown of the types of anesthesia used, see Multimedia Appendix 7.

Anesthesia and Age
The analysis of PubMed articles showed higher proportions of both sedation and local anesthesia leading to fatalities among patients 5 years of age and younger compared to online publications. However, the proportion of sedation leading to fatalities dominated the 6-17-year-old and 31-years-and-older age groups in online media. General anesthesia showed higher percentages in online publications among the 6-17-year-old and 56-70-year-old age groups and higher percentages in PubMed articles among the 18-30-year-old and 31-55-year-old age groups (see Figure 4).

Comparison by Chi-Square Statistics
Selection of Publications to Compare
Out of 128 deaths found in online publications, 11 cases (8.6%) were excluded for statistical analysis, as these were also found in the PubMed literature. Therefore, 117 cases from online publications were compared with 71 cases from the PubMed literature using chi-square statistics. When comparing the three country groups—Germany and Austria, the United Kingdom, and the United States—all cases were included.

Age
A higher proportion of fatalities in the 17-years-and-younger age group was found in online publications (68/117, 58.1%) compared to PubMed articles (20/71, 28%). However, among the group of patients older than 70 years, fatal outcomes were found in 14% (10/71) of PubMed publications compared to 4.3% (5/117) of online publications (see Table 6).
Table 6. Comparison of fatalities reported in online and PubMed publications with respect to the age of deceased patients.

<table>
<thead>
<tr>
<th>Patient age group</th>
<th>Number of fatalities, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Online (N=117)</td>
<td>PubMed (N=71)</td>
</tr>
<tr>
<td>Over and under 18 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18 years</td>
<td>68 (58.1)</td>
<td>20 (28)</td>
</tr>
<tr>
<td>≥18 years</td>
<td>49 (41.9)</td>
<td>51 (72)</td>
</tr>
<tr>
<td>Over and under 70 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤70 years</td>
<td>112 (95.7)</td>
<td>61 (86)</td>
</tr>
<tr>
<td>&gt;70 years</td>
<td>5 (4.3)</td>
<td>10 (14)</td>
</tr>
</tbody>
</table>

Causes of Death

Fatalities in the anesthesia, medication, or sedation category dominated online, whereas infection and cardiovascular system rates were higher in PubMed. No differences between online and PubMed publications were found when airway or respiratory system and bleeding or coagulation categories were compared (see Table 7).

Table 7. Comparison of fatalities reported in online and PubMed publications with respect to causes of death.

<table>
<thead>
<tr>
<th>Cause of death</th>
<th>Number of fatalities, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Online (N=117)</td>
<td>PubMed (N=71)</td>
</tr>
<tr>
<td>Anesthesia, medication, or sedation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>80 (68.4)</td>
<td>25 (35)</td>
</tr>
<tr>
<td>No</td>
<td>37 (31.6)</td>
<td>46 (65)</td>
</tr>
<tr>
<td>Infection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (8.5)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>No</td>
<td>107 (91.5)</td>
<td>56 (79)</td>
</tr>
<tr>
<td>Cardiovascular system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (4.3)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>No</td>
<td>112 (95.7)</td>
<td>56 (79)</td>
</tr>
<tr>
<td>Airway or respiratory system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (11.1)</td>
<td>12 (17)</td>
</tr>
<tr>
<td>No</td>
<td>104 (88.9)</td>
<td>59 (83)</td>
</tr>
<tr>
<td>Bleeding or coagulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (5.1)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>No</td>
<td>111 (94.9)</td>
<td>67 (94)</td>
</tr>
</tbody>
</table>

Comparison Regarding the Use of Sedation

The number of fatalities attributed to sedation were higher in online reports covering the US population compared to data from other countries (see Table 8). The proportion of sedation as the reason for fatal outcomes was higher in the online reports (41/117, 35.0%) compared to articles from PubMed (14/71, 20%) (see Table 9).
## Table 8. Comparison of fatalities in dental facilities as a result of sedation reported in online publications with respect to country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Fatalities resulting from sedation, n (%)</th>
<th>Fatalities not resulting from sedation, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany and Austria (n=17)</td>
<td>1 (6)</td>
<td>16 (94)</td>
<td>N/A*</td>
</tr>
<tr>
<td>United Kingdom (n=14)</td>
<td>1 (7)</td>
<td>13 (93)</td>
<td>N/A</td>
</tr>
<tr>
<td>United States (n=96)</td>
<td>44 (46)</td>
<td>52 (54)</td>
<td>N/A</td>
</tr>
<tr>
<td>Germany and Austria vs United Kingdom</td>
<td>N/A</td>
<td>N/A</td>
<td>.89</td>
</tr>
<tr>
<td>Germany and Austria vs United States</td>
<td>N/A</td>
<td>N/A</td>
<td>.002</td>
</tr>
<tr>
<td>United Kingdom vs United States</td>
<td>N/A</td>
<td>N/A</td>
<td>.006</td>
</tr>
</tbody>
</table>

* N/A: not applicable.

## Table 9. Comparison of fatalities in dental facilities as a result of sedation in online and PubMed publications.

<table>
<thead>
<tr>
<th>Publication source</th>
<th>Fatalities resulting from sedation, n (%)</th>
<th>Fatalities not resulting from sedation, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online (N=117)</td>
<td>41 (35.0)</td>
<td>76 (65.0)</td>
<td>.03</td>
</tr>
<tr>
<td>PubMed (N=71)</td>
<td>14 (20)</td>
<td>57 (80)</td>
<td></td>
</tr>
</tbody>
</table>

**Comparison Before 1995 and After 1994**

To fully exclude duplicates, the online cases after 1994 were compared with the PubMed cases before 1995. As shown in Table 10, there is no difference between the respective time frames regarding PubMed or when the numbers in the categories leading to fatalities were compared.

Whereas data identifying anesthesia, medication, or sedation as contributing factors dominated in online reports after 1994 compared to publications listed in PubMed before 1995, sedation-related casualty proportions in both of the examined databases were not different (see Table 11).

## Table 10. Comparison of fatalities in dental facilities described in PubMed before 1995 and after 1994 with respect to deaths assigned to the anesthesia, medication, or sedation and sedation-only categories.

<table>
<thead>
<tr>
<th>Cause of death</th>
<th>Fatalities reported in PubMed, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before 1995 (n=23)</td>
<td>After 1994 (n=48)</td>
</tr>
<tr>
<td>Anesthesia, medication, or sedation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (39)</td>
<td>16 (33)</td>
</tr>
<tr>
<td>No</td>
<td>14 (61)</td>
<td>32 (67)</td>
</tr>
<tr>
<td>Sedation only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (22)</td>
<td>9 (19)</td>
</tr>
<tr>
<td>No</td>
<td>18 (78)</td>
<td>39 (81)</td>
</tr>
</tbody>
</table>

## Table 11. Comparison of fatalities in dental facilities described in PubMed before 1995 and online after 1994 with respect to deaths assigned to the anesthesia, medication, or sedation and sedation-only categories.

<table>
<thead>
<tr>
<th>Cause of death</th>
<th>Fatalities reported, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PubMed before 1995 (n=23)</td>
<td>Online after 1994 (n=108)</td>
</tr>
<tr>
<td>Anesthesia, medication, or sedation</td>
<td>9 (39)</td>
<td>74 (68.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>14 (61)</td>
<td>34 (31.5)</td>
</tr>
<tr>
<td>Sedation only</td>
<td>5 (22)</td>
<td>37 (34.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>18 (78)</td>
<td>71 (65.7)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings and Implications

Overview

The main finding of this study was that reports regarding causes of death in dental offices published on the internet enhance knowledge about the respective fatalities compared to extracting data from PubMed only. Fatalities associated with medication, general anesthesia, and sedation would have been underrepresented if only examining fatalities published in PubMed without considering cases reported on the internet. The same applies to the fatality rates of minors having died related to a dental treatment. In comparison to Reuter et al [4], the PubMed literature review conducted in this study was restricted to the last 30 years and to publications from Europe, North America, and Australia. Therefore, a lower number of death cases were obtained in this study’s PubMed search. This procedure was applied in order to use the same criteria in both the PubMed and online searches and to enable a reasonable comparison of the results. Reuter et al’s publication [4], as well as this study, revealed a fatality value of 21% for the category cardiovascular system; in addition, as a main result, it can be concluded that in both works most fatalities were assigned to the category anesthesia, medication, or sedation.

Age

The differing mean age in online publications (mean 22.9 years, SD 21.6; median 17 years) and in the PubMed literature (mean 37.9 years, SD 26.4; median 32 years) can possibly be explained by an increased awareness by the public when younger people die as a result of dental treatment.

On the other hand, the authors of the PubMed articles evaluated available data using a scientific approach. This may explain the higher average age in scientific literature as reflecting a more even age distribution.

Cause of Death

Overview

Death categories in PubMed articles were more evenly distributed compared to online publications. In both the online publications and in the PubMed literature, the most common cause of death could be assigned to the anesthesia, medication, or sedation category; the percentage in online publications was 65.6% (84/128), which is almost twice as high as in the PubMed articles (25/71, 35%).

Presumably, articles describing deaths associated with anesthesia or sedation (ie, anesthesia, medication, or sedation category) may induce a compassionate effect in a normal reader and are, therefore, more suitable for headlines, especially when the group of patients is under 18 years of age, which was overly represented.

Furthermore, it is noticeable that only 11 out of 128 (8.6%) of the fatalities reported in online publications occurred after infection, whereas 21% (15/71) of infection-related fatalities were found in PubMed articles. This could be explained by symptoms of infection having developed with delay after dental treatment. Compared with a death directly related to the administration of anesthesia or sedation for dental treatment, delayed infection may be less suitable as an online headline.

In addition, a clear difference between online publications (8/128, 6.0%) and PubMed articles (15/71, 21%) in the category cardiovascular system was found. This difference may have resulted from the higher average age of the patients in the PubMed articles. Furthermore, it is assumed that deaths in the cardiovascular system category were not associated with dental treatments, especially by medical laypersons.

Anesthesia, Medication, or Sedation

In the case of deaths attributed to the category anesthesia, medication, or sedation, omissions in the use of adequate equipment or medication overdose had predominantly been responsible for the death of the patient. Furthermore, medication side effects or undiscovered diseases had sometimes been attributed to the fatal outcome. Regarding these causes of death, dentists’ adequate knowledge of the equipment, medication, and respective complications is rated as a major issue. Whether anesthesiologists have been underinformed or have been ignoring related health or safety issues in the respective cases remains unclear.

Data from the 1960s until now already show an impact of anesthesia, medication, or sedation procedures on fatalities in dental facilities. However, some bias may arise regarding substances historically available that are no longer in use in many countries, such as halothane [4]. Enhanced knowledge about fatalities in dental facilities covering the last 30 years has been obtained from additional information derived from internet reports compared to PubMed literature alone within this time frame. Although some historical medication identified as a cause of death in previous publications is no longer available, performing sedation or even general anesthesia in certain dental facilities without the assistance of an anesthesiologist is still considered dangerous.

Frequently, online publication analysis revealed that both dentists and dental staff had had no or insufficient knowledge of lifesaving procedural management. Regular emergency management and cardiopulmonary resuscitation training is advisable [43]. Emergency management of the respective complications would not be necessary if at-risk interventions, such as deep sedation or even general anesthesia, by dentists could be avoided, since these complications would not even occur. Dentists should probably be discouraged from performing these procedures. Awareness of the actual status of these procedures in the dental office as well as knowledge of the definition of deep sedation and general anesthesia may be of major concern.

Bleeding or Coagulation

Deaths attributed to the category bleeding or coagulation may have occurred because of underestimation of the bleeding risk. Although a coagulation disorder or the use of anticoagulants was known, surgical procedures had often been performed without consulting the patient’s physician or without using adequate hemostyptic medical devices. In online publications, cases had also been reported in which patients had not returned...
to the dental office despite recurrent bleeding and had then bled to death, for example, during sleep. It is quite possible that patients may underestimate a rebleeding episode and, therefore, avoid another consultation with the dentist. In particular, because of an increasing number of patients taking anticoagulant medication, the importance of an accurate survey of the patient’s history and consultation with the patient’s physician, as well as sufficient instructions for the patient after a surgical procedure, is highlighted [44]. Furthermore, an accurate assessment of a patient’s bleeding risk enables the dentist to be prepared for intra- or postoperative bleeding (eg, with topical hemostatic agents or mechanical techniques) [45].

Other causes of death in this category are unknown diseases, for example, liver-related diseases, which may also influence the coagulation system. Unfortunately, these risks cannot be completely ruled out, even if the patient is carefully examined and the surgery performed properly.

**Infection**

In the PubMed literature, in particular, a considerable number of deaths that were categorized as *infection* and deaths because of endocarditis were described. While 7 cases were found in PubMed, only 1 case was reported in online publications, where a patient had died because of endocarditis. In 4 of these cases, it was stated that the treating dentist had not administered antibiotic prophylaxis before the treatment. In the other 3 cases, this information could not be clearly tracked from the publication. With an incidence of 3-7 cases per 100,000 people, infectious endocarditis is a rare but serious disease with a mortality rate of 20%-25% [46-50].

Dentists need to be aware of the indications for administering antibiotic prophylaxis. The recommendations to administer antibiotic prophylaxis to patients at risk before dental treatment have recently undergone certain modifications [51]. To prevent infectious endocarditis, dentists should consult the patient’s physician or cardiologist when treatment of at-risk patients is planned.

**Cardiovascular System**

In both the online publications and the PubMed literature, deaths assigned to the *cardiovascular system* category were described. As reported earlier [4], in this study, cases were occasionally found in which a relationship to the anesthesia or medication used could not be completely ruled out. Nevertheless, as in other categories, a detailed survey of the patient’s history is essential and, if necessary, a consultation with the patient’s physician or cardiologist would be recommended. A fatal cardiovascular incident can occur anywhere; in a dental office, a distinction is made between cases that would have occurred independently from dental treatment and cases triggered by the treatment (eg, stress and local anesthesia) [43]. Air embolism is a very rare complication but has been described during drilling procedures for dental implant placement. Therefore, air-operated handpieces are obsolete for this procedure, and the equipment recommended by the manufacturer of the implants should be used [52].

**Airway or Respiratory System**

In online publications, about half of the deaths in the *airway or respiratory system* category had been caused by aspiration of foreign bodies (eg, tooth, cotton roll, swabs, and instruments) or stomach contents. However, swelling (eg, abscess and hematoma) with airway occlusion, as well as 1 case of suffocation having resulted from the patient’s position during treatment, has been described as well. In the PubMed publications, mainly hereditary angioedema had been responsible for the described fatalities. As it can be triggered even by oral manipulation during dental treatment, a patient’s lack of knowledge even after having been informed about the diagnosis years ago may have contributed to the occurrence. Since the onset of swelling may be delayed more than 24 hours after a dental procedure, the dentist may not even be involved in emergency management. Therefore, a survey of the patient’s history should involve questions about these respective issues. In cases with a positive history, dental treatment should only be performed after consultation with the primary care physician [23,53].

Aspiration of foreign bodies may be prevented using protective membranes, such as rubber dams, especially in endodontic treatments [54]. However, this does not protect against aspiration of extracted teeth, cotton rolls, or gauze positioned in the throat in cases of general anesthesia and endotracheal intubation.

**Anesthesia and Sedation**

**Overview**

Anesthesia and sedation are considered priority topics in both this and other studies [4], therefore, they are discussed in more detail in this section. While the proportions of general anesthesia related to the respective deaths were almost equal in online publications (35/128, 27.3%) and in the PubMed literature (22/71, 31%), differences were noted in the use of sedation and local anesthetics. Under sedation, the percentage of deaths in online publications (46/128, 35.9%) was almost twice as high as those in the PubMed articles (14/71, 20%). Compared with general anesthesia, sedation of dental patients might be perceived as a harmless procedure.

The primary concern of the authors of online publications had probably not been to draw attention to the underestimation of risks by dental sedation. However, the additional knowledge extracted from the internet reports in this study may contribute significantly to the awareness of these risks in the dental community.

**Local Anesthesia**

In online publications, 10.2% (13/128) of the described deaths had been attributed to local anesthetic treatment compared with 20% (14/71) in the PubMed literature. It is unclear whether the deaths caused by this type of anesthesia are underreported on the internet.

The importance for including cases with supposedly less-harmful local anesthetic for the professional world is emphasized to draw attention to the risks and to define measures of care. It is noticeable that fatalities under local anesthesia in the PubMed articles covered mainly the group of children up to 5 years of age, where the dentists may have underestimated the risk of overdose.
Sedation and General Anesthesia

In online publications and in the PubMed literature, cases were described in which nitrous oxide had been used. In the specialist literature, however, no direct involvement of nitrous oxide in the death of the patients could be detected. In the fatalities described in online publications from the United States, nitrous oxide had been reported to be causative in 3 out of 10 cases (30%). A limitation could be the perception of the author of the respective internet post, who may have reported speculation as fact. In addition, a coroner’s report had not been cited.

Nitrous oxide is still widely used in dentistry. In online publications, deaths involving nitrous oxide are reported exclusively from the United States. This may be due to the perception of maximum safety of nitrous oxide. In the last 30 years, the number of states where no further approval is needed for its administration has been decreasing [55].

Only 1 sedation case could be retrieved online from Germany and Austria. Younger fatalities, especially below 5 years of age, had occurred under general anesthesia.

As there were no respective fatality reports from online publications covering the United Kingdom, the German-speaking countries, as well as France, nitrous oxide involvement can only be analyzed from the US data. Nitrous oxide had contributed to the fatal course of treatment in only 10 cases. Because of the low number, no statement can be made about whether additional sedative or anesthetic drugs involved may have enhanced the medical problem leading to death. Only 1 fatality caused by foreign body aspiration in connection to nitrous oxide was published on the internet. However, as extracted from the PubMed database, the problem of aspiration and related issues, such as bronchospasm and laryngeal edema, seems to be more relevant during nitrous oxide use. This should increase the perception of the respective risk under adjunctive nitrous oxide or additional sedation during dental treatment under local anesthesia. It is expected that in most situations where nitrous oxide is used in dental treatment facilities the dentist has no additional anesthesiologist support. However, in the data obtained here, additional sedative medication had been used in 7 fatalities and in only 1 case an anesthesiologist was standing by.

In Germany and Austria, the predominant adjunctive measures had been general anesthesia performed by a certified anesthesiologist, whereas sedation procedures or even general anesthesia had been performed without a certified anesthesiologist in a significant number of cases in the United States. Sedation-related problems leading to the death of a patient seem to be more relevant in the United States compared with the other areas examined (see Table 8).

A significant association of deaths due to anesthesia or sedation with the presence or absence of an anesthesiologist has been demonstrated [4]. In more than 50% of fatalities reported in online publications covering the United States, where adjunctive general anesthesia or sedation had been used, it became obvious that no anesthesiologist had been on site during either general anesthesia or sedation. Our PubMed search found only 5 cases out of 36 (14%) where no anesthesiologist had been on site during adjunctive general anesthesia or sedation procedures. However, in 22 out of 36 cases (61%), no information about a specialist standing by had been provided. Nevertheless, this difference is remarkable, as the internet reports regarding this category almost exclusively cover the United States database. Even if an overlap between the internet and PubMed databases cannot fully be excluded, the high percentage in the internet reports may increase awareness among clinicians that the factor anesthesiologist on site is significantly influencing the course of respective incidents. This factor would have been underreported without the internet analysis.

It is also remarkable that in more than one-third of deaths reported in the PubMed literature and in almost two-thirds of deaths found in the internet publications covering the United States and the United Kingdom, an anesthesiology, medication, or sedation-related problem was at least partly involved in the fatal outcome (see Table 5). Data may focus the awareness of dental practitioners—not only those in the United States—on anesthesiologist support, especially when sedative medication is used. Thereby, patient safety would be enhanced and preventable deaths of patients at risk may significantly be reduced.

PubMed data have not shown an increase of fatalities where sedation, as such, was involved when publications from the era before internet data availability were compared with those from the internet age beginning around 1995. Furthermore, when comparing the internet data after the beginning of 1995 (ie, after 1994) with PubMed data before 1995, no differences can be found regarding sedation-associated fatality rates in relation to fatality rates not associated with sedation. However, a much higher proportion of fatalities in the anesthesia, medication, or sedation category can be extracted from the internet reports. This category would have been underestimated if the internet reports had not been included in this study.

In 2001, a recommendation from the Department of Health in the United Kingdom was published and restricted general anesthesia for dental treatment to the hospital setting [56].

Limitations and Weaknesses of the Applied Method

First, a standardized evaluation is difficult since some of the online reports were written by laypersons without scientific backgrounds. The authors may have reported incorrect medical data or may have used incorrect terminology, possibly resulting in the assignment of a death to an inappropriate category. Second, the assignment of the cases from the internet and PubMed publications to the cause of death categories was difficult and was based on the authors’ impressions. Some fatalities could have been allocated to more than one category. Third, terms that referred to deaths in dental offices were used, but there might be other terms that could be related to dental deaths that were not searched for when browsing the internet. Despite a precise search using Google, there might be cases that may not have been taken into account. Fourth, care was taken to exclude possible duplicate cases. By comparing fatalities before 1995 and after 1994, we have tried to fully separate the populations examined. Nevertheless, duplicates cannot be ruled out completely. Fifth, the search was restricted to six countries, which might limit the generalizability. Further research might
be needed to identify differences or overlaps in dental deaths in other countries.

The Internet as a Data Source Evaluating Casualties in Dental Facilities

“Death in the dental office” may be a phrase that comes into the view of a regular online visitor, for example, on a news page. However, it is not a term of interest for the general public. The number of internet searchers was so low that Google Trends database analysis has not created statistics since 2004. However, dental clinicians or researchers may benefit to a large extent from the data obtained from such searches.

The implication of scientific publications indexed by PubMed may be significantly enhanced by adding data obtained from Google database searches, such as the topic in this paper.

Conclusions

In this study, deaths having occurred in dental offices published on the internet and in PubMed were examined. It is advisable to be aware of the risks, no matter how low; the risk factors; and the diseases associated with dental offices in order to prevent possibly life-threatening situations in relation to dental treatment. The additional searches on the internet revealed relevant data regarding fatalities, which would have remained hidden if only extracting data from PubMed. Fatalities associated with general anesthesia or sedation would have been underrepresented, as well as the number of minors having died related to dental treatments, without the analysis of internet-based reports.

Regarding anesthesia, especially when used with children and even with local anesthetics, the risk of overdose should not be underestimated. The type and dose of medication should be of major concern. The definitions and understanding of deep sedation and general anesthesia should be a focus in the education of dentists willing to perform adjunctive sedation during treatment, in order to be aware of associated life-threatening problems. By avoiding potentially hazardous procedures, such as sedation-aided treatments performed exclusively by the dentist without the assistance of an experienced physician or anesthesiologist, the risk of treatment-induced life-threatening emergencies may be reduced.
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Abstract

Background: Variations in patient demand increase the challenge of balancing high-quality nursing skill mixes against budgetary constraints. Developing staffing guidelines that allow high-quality care at minimal cost requires first exploring the dynamic changes in nursing workload over the course of a day.

Objective: Accordingly, this longitudinal study analyzed nursing care supply and demand in 30-minute increments over a period of 3 years. We assessed 5 care factors: patient count (care demand), nurse count (care supply), the patient-to-nurse ratio for each nurse group, extreme supply-demand mismatches, and patient turnover (ie, number of admissions, discharges, and transfers).

Methods: Our retrospective analysis of data from the Inselspital University Hospital Bern, Switzerland included all inpatients and nurses working in their units from January 1, 2015 to December 31, 2017. Two data sources were used. The nurse staffing system (tacs) provided information about nurses and all the care they provided to patients, their working time, and admission, discharge, and transfer dates and times. The medical discharge data included patient demographics, further admission and discharge details, and diagnoses. Based on several identifiers, these two data sources were linked.

Results: Our final dataset included more than 58 million data points for 128,484 patients and 4633 nurses across 70 units. Compared with patient turnover, fluctuations in the number of nurses were less pronounced. The differences mainly coincided with shifts (night, morning, evening). While the percentage of shifts with extreme staffing fluctuations ranged from fewer than 3% (mornings) to 30% (evenings and nights), the percentage within “normal” ranges ranged from fewer than 50% to more than 80%. Patient turnover occurred throughout the measurement period but was lowest at night.

Conclusions: Based on measurements of patient-to-nurse ratio and patient turnover at 30-minute intervals, our findings indicate that the patient count, which varies considerably throughout the day, is the key driver of changes in the patient-to-nurse ratio. This demand-side variability challenges the supply-side mandate to provide safe and reliable care. Detecting and describing patterns in variability such as these are key to appropriate staffing planning. This descriptive analysis was a first step towards identifying time-related variables to be considered for a predictive nurse staffing model.
patient safety; electronic health records; nurse staffing; workload; routine data

Introduction

Determining appropriate nursing staff numbers and skill mixes in hospital units is vital to both ensure quality of care [1-4] and maintain health care budgets [5]. Understaffing or poor skill mixes can lead to adverse patient outcomes, while overstaffing can lead to budgetary overruns and ultimately close hospitals. In economic terms, the relationship between patients and nurses is one of supply and demand, respectively, representing the amount of care required by the patients versus the nursing staff’s capacity to provide that care.

Undoubtedly, care demands and staffing requirements vary widely across departments, units, seasons, months, days of the week, shifts (morning, evening, or night), and even hours [6-8]. Each unit’s patient count fluctuates with patient turnover resulting from admissions, discharges, and transfers within and between units [9-12]. In turn, turnover affects the volume of nurses’ clinical and administrative duties [13,14].

Another notable factor is patient acuity, or the amount of time each patient requires. Newly admitted or transferred patients tend to have high levels of acuity because they require baseline assessments and treatments [15,16]. Specific patient characteristics, including demographics (eg, age, gender, family support, socioeconomic factors), personal background, diagnoses, and treatment regimes, can also increase acuity. For example, patients who are older [17-19], lack family support [18], or have limited knowledge of their health condition(s) [20] have more complex care needs, with strong implications for nurse staffing. Depending on each shift’s patient numbers and combined acuity, nursing workloads can vary across and within wards. Meeting their specific needs requires an appropriate number and skill mix of nurses: registered nurses (RNs), licensed practical nurses (LPNs), and unlicensed personnel. Some studies have used nursing staff with or without qualification in their analyses [21,22]. In Switzerland, RNs typically represent the major proportion of hospital nursing staff; however, direct and indirect patient care typically involves collaborations between nurses with a broad range of qualifications.

To date, the majority of research about nurse staffing has fit into two categories: longitudinal studies conducted over relatively long periods (eg, years) or across locations and cross-sectional studies often conducted across multiple locations. However, in both cases, large-scale views fail to capture shift-level or daily variations in either supply or demand. This lack of detail limits the understanding of the association between staffing, patient turnover, and relevant human and economic outcomes [7]. Noting that these limitations severely limit the value of research findings for staffing guidelines [22], studies have begun to highlight the advantages of both focusing on unit-level dynamics and using hospital record data longitudinally rather than cross-sectionally [21,23,24].

Every nursing unit manager’s job includes assuring patient safety and quality of care every hour of the day. However, due to the noted limitations and considering the principle that nurse-patient relationships occur on the individual level [25], previous studies have offered a limited view of the small-scale supply and demand dynamic of nursing workload. Nurse staffing planners are particularly challenged by demand-side variability, which occurs over very short periods. Therefore, to both optimize staffing levels (ie, maintain levels that will allow safe patient care while minimizing personnel costs) and develop reliable staffing guidelines, it is necessary to record and explore fluctuations in nursing workload throughout the day rather than simply considering daily or shift averages.

Therefore, this study’s overall aims were to describe the supply and demand dynamics of nursing care and identify mismatches between supply and demand from a longitudinal perspective. Specifically, in 30-minute increments, across a range of units in a Swiss University Hospital (Inselspital, Bern), we describe every recorded change in patient numbers (ie, care demand); nurse numbers (ie, supply); patient-to-nurse ratios for the various nurse groups; extreme supply and demand mismatches; and patient turnover (ie, numbers of admissions, discharges, and transfers).

Methods

Study Design and Setting

This retrospective, descriptive, observational study used routinely collected patient data from the Inselspital University Hospital, Bern, Switzerland. As one of Switzerland’s five University Hospitals, the Inselspital treats approximately 48,000 inpatients annually [26]. Only inpatient units with data for the full 3 years were included. Our data were drawn from 10 departments: (1) Internal Medicine; (2) Cardiology & Cardiovascular Surgery; (3) Orthopedics & Plastic Surgery; (4) Neurology, Neurosurgery, Otolaryngology, Head and Neck Surgery, & Ophthalmology; (5) Visceral Surgery and Medicine, Gastroenterology, Thoracic Surgery, & Pulmonology; (6) Dermatology, Urology, Rheumatology, & Nephrology; (7) Hematology & Oncology; (8) Maternity & Gynecology; (9) Pediatrics; and (10) Intensive Care. Full data (2015–2017) were available for all these departments for the full study period.

Participants

Patients

All inpatients were included. No further specific eligibility criteria were applied.

Nurses

All staff providing direct or indirect nursing care were considered in the analysis, independent of educational background. We divided nursing staff into five groups: RNs, including nurses in supervisory positions (group 1); LPNs (group
2); others, including unlicensed and administrative personnel (group 3); students (group 4); and external nurses (agency staff; group 5). In Switzerland, RNs complete a 3-4-year tertiary professional or university-based education (group 1). Unlike in other countries, Switzerland also offers 3 years of secondary-level professional training for nursing assistants (group 2). Group 3 included unlicensed personnel, including nursing aides with minimal education or training, and administrative staff. Group 4 included both nursing and medical students working as nursing aides.

Data Sources and Variables

We extracted our data from two sources: the tacs nurse staffing system (ie, datasheets organized in a relational database) and medical discharges. From tacs, we extracted four care-relevant factors: nurses, patients, activities, and care-related working hours. The tacs system records time allocations provided by every nurse at the end of every shift. In addition to administrative work, teaching duties, and continuous education, each record specifies the time devoted to each patient’s direct and indirect care. No further details about the type of activity such as medication, mobility, or respiratory therapy are currently available. Nurses’ absences such as holidays, illnesses, or accidents are also recorded. Patient turnover information is provided with the nursing unit, date, and time, as well as whether inpatient or outpatient services were provided. Finally, medical discharge data include patient demographics, admission and discharge details, and diagnoses. Each data record identifies the relevant unit and includes identifiers for the nurse (and her or his contract) and each case (patient) cared for during that shift. Based on these identifiers, the 5 datasheets were linked at the patient, nurse, and unit levels in a single dataset. Then, all patient, nurse, and unit identifiers were deidentified, leaving only department names. Table 1 describes the 17 variables used in the analysis.
Table 1. Description of the 17 variables used for the current analysis, listed in alphabetical order.

<table>
<thead>
<tr>
<th>Variable and short description</th>
<th>Source(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of activity performed by the nurse</strong></td>
<td></td>
</tr>
<tr>
<td>Indirect and direct care</td>
<td>A(^b)</td>
</tr>
<tr>
<td>Administrative work</td>
<td>A</td>
</tr>
<tr>
<td>Teaching assignments</td>
<td>A</td>
</tr>
<tr>
<td>Continuous education</td>
<td>A</td>
</tr>
<tr>
<td>Absences (ie, holidays, illnesses, accidents)</td>
<td>A</td>
</tr>
<tr>
<td><strong>Admission date</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s hospital admission date</td>
<td>(P^c)</td>
</tr>
<tr>
<td><strong>Admission time</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s hospital admission time</td>
<td>P</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s age at admission</td>
<td>(M^d)</td>
</tr>
<tr>
<td><strong>Case identifier</strong></td>
<td></td>
</tr>
<tr>
<td>Unique code for the patient’s case (deidentified to “Patient1”, “Patient2”, etc)</td>
<td>A, P, M</td>
</tr>
<tr>
<td><strong>Departments of the Inselspital, Bern University Hospital</strong></td>
<td></td>
</tr>
<tr>
<td>Cardiology &amp; Cardiovascular Surgery</td>
<td>A, M</td>
</tr>
<tr>
<td>Neurology, Neurosurgery, Otolaryngology, Head and Neck Surgery, &amp; Ophthalmology</td>
<td>A, M</td>
</tr>
<tr>
<td>Intensive Care</td>
<td>A, M</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>A, M</td>
</tr>
<tr>
<td>Dermatology, Urology, Rheumatology, &amp; Nephrology</td>
<td>A, M</td>
</tr>
<tr>
<td>Visceral Surgery and Medicine, Gastroenterology, Thoracic Surgery &amp; Pulmonology</td>
<td>A, M</td>
</tr>
<tr>
<td>Internal Medicine</td>
<td>A, M</td>
</tr>
<tr>
<td>Maternity &amp; Gynecology</td>
<td>A, M</td>
</tr>
<tr>
<td>Orthopedics &amp; Plastic Surgery</td>
<td>A, M</td>
</tr>
<tr>
<td>Hematology &amp; Oncology</td>
<td>A, M</td>
</tr>
<tr>
<td><strong>Contract identifier</strong></td>
<td></td>
</tr>
<tr>
<td>Unique code for each nursing position/contract (a nurse can have multiple contracts within the hospital involving various qualifications or working units), which was deleted after merging</td>
<td>A, N(^e), W(^f), M</td>
</tr>
<tr>
<td><strong>Date</strong></td>
<td></td>
</tr>
<tr>
<td>Working date of the nurse</td>
<td>A, W</td>
</tr>
<tr>
<td><strong>Discharge date</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s hospital discharge date</td>
<td>P, M</td>
</tr>
<tr>
<td><strong>Discharge time</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s hospital discharge time</td>
<td>P</td>
</tr>
<tr>
<td><strong>End time</strong></td>
<td></td>
</tr>
<tr>
<td>Time at which the nurse stopped work for the shift or started a break</td>
<td>W</td>
</tr>
<tr>
<td><strong>Group (classifications of nurse qualifications)</strong></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Denotes the sources of data for each variable.

\(^b\) Requires further context or definition for complete understanding.

\(^c\) Directly linked to patient hospitalization.

\(^d\) Can be influenced by many factors.

\(^e\) Additional considerations are needed.

\(^f\) Essential for accurate interpretation.
Variable and short description | Source
---|---
Registered nurses | N
Licensed practical nurses | N
Others (eg, unlicensed and administrative personnel) | N
Students | N
External nurses | N

Main diagnosis

ICD-10-GM codes for the patient’s main diagnosis | M

Nurse identifier

Unique code for a nurse (deidentified to “Nurse1”, “Nurse2”, etc) | A, N, W

Start time

Time at which the nurse began work or returned from a break | W

Transfer date

Transfer date of the patient within and between departments | P

Transfer time

Transfer time of the patient within and between departments | P

Unit identifier

Unique code for the unit (deidentified to “Unit1”, “Unit2”, etc within each department) | A, N, P

---

Ethical Considerations

Our acquisition of data from the Inselspital (University Hospital of Bern) was outside the purview of the Cantonal Ethic Commission of Bern based on the Swiss legislation on research with humans (Req-2016-00618). All data involving patients, nurses, and units were deidentified.

Statistical Analyses

All statistical analyses were conducted using R, version 3.5.1 for Mac OS and Linux [27]. To handle and manipulate the data, we used the purrr [28], dplyr [29], tidyr [30], and data.table [31] packages. To manipulate time and date, we used the lubridate [32], chron [33], and padr [34] packages. To create plots, we used the ggplot2 [35] and scales [36] packages.

Linking Procedure

Data were merged based on 6 key variables: patient identifier, nurse identifier, contract identifier, unit identifier, time, and date. First, a subset of activity data was created for data on inpatient units and direct and indirect care. This subset was then divided into nurse and patient activity fields, and any duplicate records were deleted. Each nurse’s activities were merged first with her or his other data, then with the data she or he supplied regarding time use, contract identifier, and date. Contract identifiers were deleted, and nurses and units were deidentified. Similarly, each patient’s activity data were merged first with their other data, then with medical controlling data by case identifier. To maintain consistent patient counts, healthy newborn babies in the Maternity & Gynecology department were excluded. Patients and units were then deidentified. Finally, the merged nurse and patient data were expanded to allow assessment of the number of nurses, patients, admissions, discharges, and transfers in 30-minute increments.

Descriptive Overview

For each department, the total numbers of units and patients were recorded. Mean (SD) and median (interquartile range [IQR]) were calculated for patient age. Length of stay (LOS) in days was computed by subtracting the discharge date from the admission date. Median (IQR) was calculated for LOS and for the number of patients per day per unit. Finally, for each department, we identified the two most common diagnoses by incidence (%).

Number of Patients

To keep computational complexity to a reasonable limit, patient numbers (ie, demand) were calculated at 30-minute intervals. Alternative increments (20, 40, and 60 minutes) had no relevant effect on the results. However, as patients rarely arrive or leave at shift divisions and some do not stay on the unit for one full shift, a short interval length ensures precise patient numbers.
Unit-level calculations correspond to every 30-minute interval (ie, 48 data points per day) totaling 153,792 points per unit during the study period.

**Number of Nurses**

As with the number of patients, the number of nurses in each group (ie, supply) was calculated for each 30-minute increment. As nurses may work only half shifts or overlapping shifts, this increment length ensured precise numbers. For each of the 48 daily data points for the 3 years covered by the study, the numbers of RNs, LPNs, and other staff were calculated. Unfortunately, as external nurses and students are not classified as typical employees, our datasets included no breakdown of their time allocation. As only daily information was available for these groups, their total numbers over the 3-year study period as well as their daily means and medians were calculated to provide an image of their effects across each unit.

**Patient-to-Nurse Ratio**

The patient-to-nurse ratio was computed by dividing the number of patients by the number of nurses at every data point. Along with numbers of patients and nurses, patient-to-nurse ratios were plotted separately for each day’s 48 data points and for each day of the week using each unit’s and each department’s mean with CIs.

**Extreme Mismatch Between Supply and Demand**

Additionally, for three key time points of each day, namely at 2 am, 10 am, and 6 pm, the unit-level median (IQR) patient-to-nurse ratio was calculated for weekdays and weekends and divided by department. Further, we calculated when 50% more or less work was required per nurse for every data point and unit based on the median patient-to-nurse ratio. Two variables were created:

- extreme lower threshold = median - (median/2)
- extreme higher threshold = median + (median/2)

These arbitrary cut-offs were set to illustrate extreme staffing situations. Extreme staffing situations are important to identify times where supply and demand do not match (eg, the demand is too high for the given supply or vice versa). This is an indicator of whether supply and demand are staying within the “normal” range throughout the year. For the 3-year study period, the percentages of data points falling far below or far above the thresholds were calculated. Medians (IQRs) and extreme higher and lower thresholds (% of data points) were plotted with bar charts to highlight variations in patient-to-nurse ratios. Graphics and calculations were computed separately for nurse groups 1 (RNs), 2 (LPNs), and 3 (others).

**Patient Turnover**

For every unit, the numbers of admissions, discharges, and transfers were computed for every 30-minute data point during the 3-year study period. Admission corresponds to any entry of a patient to the hospital and discharge to any exit from the hospital. Transfers, corresponding to movement of admitted patients from one unit to another, were divided into “Transfers in” and “Transfers out” of each relevant unit. As the units were of different sizes, the numbers of admissions, discharges, and transfers in and out were divided by the number of patients present at each specific data point. This allowed us to obtain a ratio for patient turnover that could be plotted on the same scale for all the units. Finally, vertical bar charts were created for weekdays and weekends by calculating the mean of the units for the departments. The left side of the vertical bar charts represents patients leaving the unit (ie, discharges and transfers out), while the bars on the right side represent incoming patients (ie, admissions and transfers in).

**Results**

**Linking Procedure**

The main activity data were drawn from 688,730 cases and 6834 nurses in 152 units. After the exclusion of outpatient units and noncare activities (whether direct or indirect), the activity data reflected 153,456 cases (153,456/688,730, 22.2%) and 5736 nurses (5736/6834, 83.9%) in 70 units (70/152, 46.1%). Of the remaining 5736 nurses, data from 4633 (80.8%) were usable for the final analyses. A number of nurses (1270) were excluded for specific days only, as they had recorded no working time data. Those exclusions correspond to 11,251 (1.5%) person-days. Another main reason for exclusion was that 1109 students and 227 external nurses did not have exact working hours. However, the data from both groups were usable for our descriptive analyses. Numerous students and external nurses became RNs over the 3 years of the study period. This largely explains why the final number of nurses was higher than 5736. Regarding the number of cases, a total of 128,484 (124,484/153,456, 83.7%) cases were used. Two main factors explain this reduction: outpatients (19,442/153,456, 12.7%) and healthy newborn babies (3779/153,456, 2.5%) from the Maternity & Gynecology department. Further details of the linking procedure are shown in Figure 1. For patient-to-nurse ratios and patient turnover analyses, we included 10 departments, including 70 inpatient units in which 4633 nurses (>22 million data points) provided care to 128,484 cases (>35 million data points).
Descriptive Overview

The number of patient cases in the included units in each department over the study period (2015-2017) ranged from 5007 for Hematology & Oncology to 28,377 for Cardiology & Cardiovascular Surgery. In almost all departments, mean and median patient ages were >54 years. The exceptions were patients in Maternity & Gynecology, who had a mean age of 36.5 years (SD 15.4 years) and median age of 33 years (IQR 28-40 years), and in Pediatrics, who had mean and median ages of 3.8 years (SD 5 years) and 1 year (IQR 0-7 years), respectively. The Hematology & Oncology, Internal Medicine, and Orthopedics & Plastic Surgery departments had the highest median LOS, at 7 days (IQR 4-14 days), 6 days (IQR 3-10 days), and 5 days (IQR 3-9 days), respectively. Cardiology &
Cardiovascular Surgery and Intensive Care had the lowest median LOS, at 2 days (IQR 1-7 days) and 2 days (IQR 2-3 days), respectively. The most common diagnoses were tumors, predominantly in the Hematology & Oncology department (4161/5007, 83.1%); circulatory system diseases, mainly in the Cardiology & Cardiovascular Surgery department (24,206/28,377, 85.3%); and traumatic injuries, poisonings, and other consequences of external causes, which were highest in the Orthopedics & Surgery department (5213/10,489, 49.7%). Further details are provided in Table 2.

Table 2. Descriptive overview of each department classified by the overall number of patients for 2015-2017.

<table>
<thead>
<tr>
<th>Department</th>
<th>Number of patients</th>
<th>Number of units</th>
<th>Age (years), mean (SD)</th>
<th>Age (years), median (IQR)</th>
<th>LOS (^b), median (IQR)</th>
<th>Patients/day/unit, median (IQR)</th>
<th>Top 2 diagnoses, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiology &amp; Cardiovascular Surgery</td>
<td>28,377</td>
<td>12</td>
<td>67.3 (14.4)</td>
<td>70 (59-78)</td>
<td>2 (2-5)</td>
<td>10 (7-12)</td>
<td>Circulatory system diseases, 24,206/28,377 (85.3)</td>
</tr>
<tr>
<td>Neurology, Neurosurgery, Otolaryngology, Head &amp; Neck Surgery, Ophthalmology</td>
<td>27,916</td>
<td>10</td>
<td>58.5 (18.5)</td>
<td>61 (47-73)</td>
<td>4 (3-6)</td>
<td>13 (11-17)</td>
<td>Circulatory system diseases, 6421/27,916 (23)</td>
</tr>
<tr>
<td>Intensive Care</td>
<td>21,359</td>
<td>8</td>
<td>61.6 (16.6)</td>
<td>64 (52-74)</td>
<td>2 (2-3)</td>
<td>8 (7-10)</td>
<td>Circulatory system diseases, 8095/21,359 (37.9)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>19,543</td>
<td>10</td>
<td>3.8 (5)</td>
<td>1 (0-7)</td>
<td>3 (2-7)</td>
<td>11 (8-14)</td>
<td>Some conditions whose origin is the perinatal period, 3987/19,543 (20.4)</td>
</tr>
<tr>
<td>Dermatology, Urology, Rheumatology, Nephrology</td>
<td>16,381</td>
<td>7</td>
<td>59.6 (17.3)</td>
<td>62 (48-73)</td>
<td>4 (3-7)</td>
<td>12 (6-17)</td>
<td>Genitourinary system diseases, 5160/16,381 (31.5)</td>
</tr>
<tr>
<td>Visceral Surgery and Medicine, Gastroenterology, Thoracic Surgery, &amp; Pulmonology</td>
<td>14,250</td>
<td>5</td>
<td>58.2 (17.1)</td>
<td>61 (48-71)</td>
<td>4 (3-7)</td>
<td>17 (12-21)</td>
<td>Digestive system diseases, 5073/14,250 (35.6)</td>
</tr>
<tr>
<td>Internal Medicine</td>
<td>12,506</td>
<td>6</td>
<td>66 (18.3)</td>
<td>70 (54-80)</td>
<td>6 (3-10)</td>
<td>15 (13-18)</td>
<td>Circulatory system diseases, 2389/12,506 (19.1)</td>
</tr>
<tr>
<td>Maternity &amp; Gynecology</td>
<td>11,894</td>
<td>3</td>
<td>36.5 (15.4)</td>
<td>33 (28-40)</td>
<td>4 (3-5)</td>
<td>18 (14-21)</td>
<td>Pregnancy, childbirth, and the puerperium, 7172/11,894 (60.3)</td>
</tr>
<tr>
<td>Orthopedics &amp; Plastic Surgery</td>
<td>10,489</td>
<td>5</td>
<td>52.9 (19.6)</td>
<td>54 (37-68)</td>
<td>5 (3-9)</td>
<td>14 (12-16)</td>
<td>Traumatic injuries, poisoning, and some other consequences of external causes, 5213/10,489 (49.7)</td>
</tr>
<tr>
<td>Hematology &amp; Oncology</td>
<td>5007</td>
<td>4</td>
<td>59.2 (15.5)</td>
<td>61 (51-70)</td>
<td>7 (4-14)</td>
<td>11 (7-18)</td>
<td>Tumors, 4161/5007 (83.1)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)LOS: length of stay.

**Number of Patients**

Numbers of patients and nurses and patient-to-nurse ratios were plotted against the 48 data points per day for each day of the week, each of the 10 departments, and each of the 3 nurse groups. Considering the large number of plots this generated, we show only the 3 plots that show the key characteristic patterns: the RN group (group 1) for the Intensive Care,
Maternity & Gynecology, and Internal Medicine departments (see Figure 2). All plots can be found in Multimedia Appendix 1 (group 1, RNs), Multimedia Appendix 2 (group 2, LPNs), and Multimedia Appendix 3 (group 3, others).

Figure 2. Plots of the number of patients, number of registered nurses, and patient-to-nurse ratio with the CIs.

On the demand side, a number of broad patterns emerged, several of which occurred across departments. Demand fluctuated not only throughout the day, with various clear peaks, but also through the week, as shown for the Maternity & Gynecology department, where patient numbers peaked on Thursday and Friday. Overall, patient numbers increased for 6 departments (6/10, 60%) from Monday to Thursday or Friday, and patient numbers peaked daily between 8:00 am and 10:00 am, then either stabilized or decreased. On Friday mornings, patient numbers decreased in preparation for the weekend. The exception was in the Internal Medicine department, where the
number of patients increased continuously from Friday evening until Monday morning (see Figure 2).

**Number of Nurses**

From the care supply perspective, variation was far less pronounced than on the demand side. Three main variations were apparent. First, fewer nurses were present through the weekends and occasionally on Friday. Second, Sundays generally had fewer nurses than on Saturdays. Third, the numbers of nurses were highest in the morning, then dropped for the afternoon shift and again for the night shifts. These patterns were quite stable throughout the week. In 6 (6/10, 60%) of the departments, gaps of 1 or 2 nurses were clearly discernible between 11:00 am and 1:00 pm.

Except for 3 (30%) of the 10 departments with almost no staff on the weekends, 1-2 LPNs were mainly present between 06:00 am and 5:00 pm. The pattern for nurse group 3 (ie, others) was similar to that of LPNs, although generally with roughly 1 more care staff. All departments increased their staff by 1-3 nurses for all or several of the following times: 7:00 am to 8:00 am, 2:00 pm to 4:30 pm, and 10:00 pm to 12:00 am (see Figure 2).

As mentioned, apart from daily information, no records of working time were available for either students or external nurses. For external nurses and students, the median daily number of nurses was 0, except in the Internal Medicine department, where there was a median of 1 student. The daily number of external nurses ranged from 0 to 9 and of students from 0 to 12. For both, the maxima occurred only once, on a Sunday, during the 3 years.

**Patient-to-nurse Ratio**

Figure 2 shows the plots, and Figure 3 shows the median (IQR) of the patient-to-RN ratio for 3 key times on weekdays and weekends. For RNs, the ratio was highest at night and lowest in the morning. During the night, the median ratio was 4-11 patients per RN, except in the Intensive Care department, which had a ratio of 1.1 patients per RN. In the morning, the ratio ranged from 0.6 (IQR 0.4-0.8) on weekdays to 0.8 (IQR 0.6-1) on weekends in the Intensive Care department and ranged from 2.8 (IQR 2-3.5) on weekdays to 4 (IQR 3-5) on weekends in the Maternity & Gynecology department. For LPNs, the median number was always 0 (IQR 0-0) at night, while the median number in the morning ranged from 3 to 8. For nurse group 3 (ie, others), a median number of 0 (IQR 0-0) staff members was generally present during the night shift. In the morning shifts, 7 departments’ (7/10, 70%) median patient-to-nurse ratios increased for group 3 (ie, others) from weekdays (4.3 to 8) to weekends (6 to 12). In the afternoon shifts, all medians decreased (see Multimedia Appendix 4).
Figure 3. Median (interquartile range [IQR]) patient-to-registered nurse ratios for key time points, with the percentages of shifts with an extremely high threshold (EHT) or an extremely low threshold (ELT). Three departments are displayed split by weekdays and weekends.

<table>
<thead>
<tr>
<th>Weekdays</th>
<th>Median (IQR)</th>
<th>Median (IQR)</th>
<th>Median (IQR)</th>
<th>Median (IQR)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6 (0.4–0.8)</td>
<td>0.7 (0.5–1)</td>
<td>1.1 (0.8–1.3)</td>
<td>0.8 (0.6–1)</td>
<td>0.7 (0.4–0.9)</td>
</tr>
<tr>
<td></td>
<td>EHT = 0.3</td>
<td>EHT = 0.4</td>
<td>EHT = 0.6</td>
<td>EHT = 0.4</td>
<td>EHT = 0.3</td>
</tr>
<tr>
<td></td>
<td>12.5%</td>
<td>6%</td>
<td>8%</td>
<td>11.9%</td>
<td>20.0%</td>
</tr>
<tr>
<td></td>
<td>77.0%</td>
<td>75%</td>
<td>74%</td>
<td>77.7%</td>
<td>67.2%</td>
</tr>
<tr>
<td></td>
<td>ELT = 0.9</td>
<td>ELT = 1.1</td>
<td>ELT = 1.7</td>
<td>ELT = 1.1</td>
<td>ELT = 1.0</td>
</tr>
<tr>
<td></td>
<td>10.5%</td>
<td>18%</td>
<td>18%</td>
<td>10.4%</td>
<td>12.8%</td>
</tr>
<tr>
<td></td>
<td>73.5%</td>
<td>76.2%</td>
<td>73.5%</td>
<td>73.5%</td>
<td>72.8%</td>
</tr>
<tr>
<td>Weekends</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td></td>
<td>1.8 (1.5–2.2)</td>
<td>3.3 (2.5–4.7)</td>
<td>9 (6–12)</td>
<td>2.6 (2–3.3)</td>
<td>4 (2.8–5.5)</td>
</tr>
<tr>
<td></td>
<td>EHT = 0.9</td>
<td>EHT = 1.7</td>
<td>EHT = 4.5</td>
<td>EHT = 1.3</td>
<td>EHT = 2</td>
</tr>
<tr>
<td></td>
<td>1.4%</td>
<td>5%</td>
<td>11.7%</td>
<td>3%</td>
<td>7.4%</td>
</tr>
<tr>
<td></td>
<td>87.8%</td>
<td>73%</td>
<td>70.8%</td>
<td>83%</td>
<td>77.2%</td>
</tr>
<tr>
<td></td>
<td>ELT = 2.7</td>
<td>ELT = 5</td>
<td>ELT = 13.5</td>
<td>ELT = 3.9</td>
<td>ELT = 6</td>
</tr>
<tr>
<td></td>
<td>10.8%</td>
<td>23%</td>
<td>17.6%</td>
<td>14%</td>
<td>15.4%</td>
</tr>
<tr>
<td></td>
<td>71.4%</td>
<td>71.4%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ELT = 13.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Extreme Mismatch Between Supply and Demand**

Figure 3 shows not only the weekday and weekend medians (IQRs) of the patient-to-RN ratios for 3 key time points (namely 2 am, 10 am, and 6 pm) but also the threshold values and percentages of shifts with extreme supply-and-demand mismatches. Complete results can be found in Multimedia Appendix 4. For 7 departments (7/10, 70%), the percentages of shifts with extreme staffing increased from morning to night and from weekdays to weekends. For RNs, the lowest percentages of extreme understaffing and overstaffing happened on 2.5% and 0.1% of weekday and weekend mornings, respectively. For both extremely high and extremely low patient-to-nurse ratios, the highest incidence (around 30% of shifts) occurred in the evening and weekend nights. These ratios occurred in the Cardiology & Cardiovascular Surgery (lower);
Dermatology, Urology, Rheumatology, & Nephrology (lower); and Hematology & Oncology (higher) departments. The same 3 departments had the lowest incidence of shifts with “normal” staffing levels (below 55%) for weekend nights. On the other hand, more than 80% of all shifts in the Orthopedics & Plastic Surgery department fell within “normal” staffing levels. For nurse groups 2 (LPNs) and 3 (others), the incidence of extreme staffing ranged from very high (49.5%) to very low (1.5%) to none (0%). Possibly because of these groups’ low nurse numbers, no clear patterns were apparent.

**Patient Turnover**

Similar to the patient-to-nurse ratio, bar charts for patient turnover are displayed for only the Intensive Care, Internal Medicine, and Maternity & Gynecology departments (see Figure 4). Bar charts for all 10 departments are displayed in Multimedia Appendix 5. All departments showed reductions in patient turnover during the weekends. Entries (admissions and transfers in) and exits (discharges and transfers out) of patients occurred at very similar times for all departments: 09:00 am to 11:00 am and 1:00 pm to 3:00 pm. The Intensive Care department had the highest percentage of transfers (peaking at almost 13% at 9:30 am). As shown in Figure 3, the numbers of extreme staffing mismatches also fluctuated as a result of the number of either nurses or patients present. Figure 4 shows the variation in the patterns throughout the day that influenced the patient-to-nurse ratio. For example, if on a given day a peak of discharges occurs at 10:00 am with no or few admissions or transfers in, the patient-to-nurse ratio will decrease, potentially leading to extreme overstaffing. The same is true for the inverse. A peak in admissions or transfers in can increase the patient-to-nurse ratio, leading to extreme understaffing.
**Figure 4.** Percentages of patient turnover for the 48 data points by weekdays and weekends.

<table>
<thead>
<tr>
<th>Weekdays</th>
<th>Weekends</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensive Care</td>
<td>Intensive Care</td>
</tr>
<tr>
<td>Internal Medicine</td>
<td>Internal Medicine</td>
</tr>
<tr>
<td>Maternity &amp; Gynecology</td>
<td>Maternity &amp; Gynecology</td>
</tr>
</tbody>
</table>

**Discussion**

**Main Results**

For the first time, we longitudinally analyzed demand for and supply of care at 30-minute intervals for 24 hours a day over a period of 3 years in a large university hospital. Data from the nurse staffing system (tacs) and medical discharge records were used to explore patient-to-nurse ratios and patient turnover. The 10 departments belonged to the Inselspital (Bern University Hospital) and varied by purpose, size, number of units, and patient population.

From the demand side, continuous turnover meant patient numbers fluctuated across each day and varied across units. Less variation was seen in the supply side, where the change in the number of nurses occurred mainly for each shift (night, morning, evening). RNs accounted for roughly three-quarters of the nurse workforce, making them the largest staff subgroup...
involved with patient care. The remaining quarter was comprised of others (including unlicensed personnel and administrative staff) and LPNs. These smaller groups were mainly present during day shifts on weekdays.

Simultaneous longitudinal data on patient and nurse numbers allowed us to determine which had the greater influence on patient-to-nurse ratios (ie, the effects the variations in the numbers of nurses and patients had on nurse workload). Most published studies have shown that during weekends, patient-to-nurse ratios tend to increase [6,7]. We confirmed this observation, not only because the nursing staff was reduced over weekends but also because in many departments (eg, Internal Medicine), patient numbers tended to increase on Saturday and Sunday. In fact, we found that the supply side remained quite constant; it was mainly the demand side that drove patient-to-nurse ratios.

The ramifications of a demand-driven workload are particularly clear regarding weekend staff planning. Reducing staffing for reduced weekend demand might be justified on Friday nights, as a surge in discharges Thursday and Friday decreases patient numbers. However, patient numbers increased in several departments over the weekends, as patient entries outnumbered exits.

To set the reported patient-to-nurse ratios in context, the European cross-sectional study RN4CAST, which was conducted in 2009-2011 with 35 Swiss acute care hospitals, reported an average of 7.9 patients per nurse in medical and surgical units [37,38]. However, the reported ratios were aggregated at the hospital level, ignoring the ratios per shift. In 2015, the Swiss cross-sectional MatchRN study followed up the same hospitals that participated in RN4CAST [39]. The overall average patient-to-nurse ratio of the 23 participating hospitals was 7.8, and the shift averages were 5.9 for the morning shift, 7.3 for the evening shift, and 14.2 for the night shift [40,41]. Both cross-sectional studies surveyed only RNs. From our study, the median patient-to-nurse ratio for RNs was 2-3 for the morning shift, 3-5 for the evening shift, and 4-10 for the night shift, excluding the Pediatrics, Maternity & Gynecology, and Intensive Care departments. The ratios are difficult to compare with the overall averages from the RN4CAST and MatchRN studies. At the shift level, our patient-to-nurse ratios were lower than the MatchRN ratios, suggesting an above-average staffed hospital. High patient-to-nurse ratios have been associated with worse patient outcomes; however, due to conflicting results, the relationship remains unclear [42,43]. One main reason for the lack of conclusive evidence is researchers’ tendency to seek associations between mean patient-to-nurse ratios and patient outcomes [44]. However, this means obscuring sharp changes in supply and demand, thereby concealing periods when staffing levels are low. As no consensus exists concerning the definition of an extreme staffing situation, we chose arbitrary cut-offs of double or half of the median work per nurse to define extremely high or low patient-to-nurse ratios, respectively. These cut-offs showed that our extreme thresholds were commonly crossed during certain shifts and in certain departments.

This observation underscores the potential volatility of nurse workload, even over a single shift, and the need for longitudinal approaches to staffing research to help identify and counteract this volatility [45]. The distribution of extreme shifts also indicated that individual departments (eg, the Orthopedics & Surgery department, with more than 80% of units and shifts staffed within the “normal” range) can maintain their patient-to-nurse ratio quite effectively. Identifying the most meaningful thresholds to define extreme staffing will require further research.

As illustrated in Figure 4, while patient turnover was continuous, it was concentrated at various times throughout the day. Consistent with previous findings, entries and exits were both rare during the night [46,47]. Moving patients to the units where they can receive the most appropriate care is essential for their recovery. Also, as demand is independent of available resources, patient turnover occurs when units are short on either staff or beds. For the former, the unit is closed, and the patient is moved to a similar unit; for the latter, the patient is placed in an intermediate unit until a bed becomes available [48]. However, both cases lead to increased administrative work, and even where beds are available and staff sufficient, transfers, admissions, and discharges all entail higher volumes of administrative requirements and patient care needs. Therefore, our analyses confirmed that patient turnover is one factor for nursing workload [5,47,49].

The impact of turnover can be greater when entries and exits occur at the same time, as illustrated in the first row of Figure 4 for the Intensive Care department. Between 1.6% and 32.3% of nursing time is spent on patient turnover-related activities [50,51]. Associations between patient turnover and nursing care quality have been documented, where higher turnover led to higher nursing workload, possibly compromising nursing care quality [13,38,52]. High patient turnover is associated with more adverse events, including mortality [53], nosocomial infections [54], and medication errors [52] as well as more readmissions [55,56]. The current approach is somewhat unrealistic. Where each patient case or event is rooted in a unique context, much of the current literature treats all patient turnover and patients as the same [47,57]. In contrast, Tierney et al [58] used weighted patient acuity and patient turnover variables to account for intercase variation. Studies also showed that death was a more likely outcome in contexts featuring high patient-to-nurse ratios and patient turnover [13,59,60].

Potential Implications

Because of the granularity of the analysis, patient-to-nurse ratios were analyzed with patient turnover, as even in cases where the patient-to-nurse ratio might appear normal, both patient entries and exits increase nurse workload. During periods of high turnover, the time available for patient care can be severely reduced. Hospitals or departments that fail to account for this additional burden commonly operate with suboptimal nursing staff levels [51-53].

Previous research has suggested a relationship between higher patient-to-nurse ratios and worse patient outcomes [61-66]. Mandatory minimum patient-to-nurse ratios are often suggested as an approach to ensure safe staffing levels. As the nursing
supply is quite constant at the level of individual shifts, the
question may arise as to whether that supply can realistically
be changed in response to midshift fluctuations in demand. The
patient turnover variability illustrated in this study showed that
where entries matched exits, patient numbers remained
reasonably constant and where imbalances occurred between
entries and exits, patient numbers fluctuated.
However, neither of these cases adequately reflects nurse
workload. In the first, even while a balanced turnover resulted
in a constant patient-to-nurse ratio, if both sides increased, the
additional work required for each incoming and outgoing case
would represent a considerable burden. In the second, records
of patient numbers alone give no indication as to whether the
supply of nurses was adjusted accordingly. These two examples
illustrate the necessity of considering both supply and demand
data for staffing purposes.
Certain patterns were clearly associated with routines that
applied to specific days and times of the week. Defining and
clarifying those periods for each unit would help improve
assessment of staffing levels. Given that some hospital
departments do not operate on the weekends, further detailed
analysis of weekend work for nurses is needed to determine
how the workload increases. Current research on hospital
staffing is predominantly based on cross-sectional data, which
cannot show fluctuations in patient turnover [67]. Lacking
longitudinal data, it is extremely difficult to match the rather
constant nurse supply to the varying patterns in patient demand.
To our knowledge, only one previous study examined the
longitudinal associations between nurse staffing and patient
turnover. Its findings indicated large variations in patient
turnover [68]. As the demand side is quite volatile, to anticipate
when the nurse supply should be changed to match changes in
workload, it is important to identify the times of day, days of
the week, and even months during which specific entry and exit
patterns occur. Armed with this information, staffing levels
might differ across not only units and hospitals but also
countries. Thus, unit-level analysis offers the best chance to
detect patterns of supply and demand. Identifying the complex
relationships involved and then building more efficient
predictive models that capture all meaningful variations will
require further studies examining longitudinal nurse and patient
data.

Limitations
Certain limitations were encountered during our analyses. One
of these concerned the tacs nurse staffing system, as this was
the first time that routine data were used for research and linking
purposes. During the process, we found that a small minority
of nurses (~ 1%) were not using the system consistently. Also,
due to issues with merging data, a number of nurses and patients
were excluded from the analysis. To maximize the data quality
for this and future studies, these issues were discussed with the
nurse staffing system software developers.
Also, while we selected persons providing direct or indirect
care for the analysis, it was impossible to know whether those
people also performed tasks not associated with patient care,
such as organizational tasks or teaching. Patient-to-nurse ratios
were calculated for all persons present in each unit studied.
Although we measured variation in nurses’ workload with a
high level of granularity, the significance of the short peaks in
demand relative to the supply over short periods is hard to judge
because nurses’ work involves multitasking and they can
prioritize urgent tasks and delay others without necessarily
harming patients [69]. Minutes of care were also available from
the data; however, due to data quality concerns regarding the
time allocated to each patient, these data were excluded, and
metadata were included in their place. This may have solved
the patient care time data limitation by providing the exact time
invested for each patient during working hours.

Further, the results were limited by the absence of accurate
working time data for external nurses and students. Even if these
groups had a daily median presence of 0, their assistance might
have been crucial when they were present, as for night shift
support. This type of task shifting between individuals and
departments to compensate for staffing shortfalls is a key tool
to handle demand and avoid gaps in supply but was not recorded
in the available data.

Our study looked only at nurses, but the hospital environment
is multidisciplinary. All health care providers play an important
role, and their collaboration is crucial for patients [70]. For
example, studies showed a positive impact on patients’ outcomes
by incorporating or improving nurse-physician or
pharmacist-physician collaborative practices [71-73].

Finally, the study was undertaken in a single hospital, and we
explored many sources of variation, but not patient acuity and
severity. Nursing workload depends on not only the amount of
direct and indirect care, patient turnover, and patient-to-nurse
ratio but also patient acuity and severity [74,75]. Further
investigation is thus needed.

Conclusions
To our knowledge, this is the first detailed study to use data on
patient-to-nurse ratios and patient turnover in time increments
as low as 30 minutes. The goal was to illustrate fluctuations in
these two variables between and within departments and days of
the week. The choice of 30 minutes was subjective and based
on available computational resources. While the literature
includes references to the fluctuations we observed, no study
to date has illustrated those fluctuations in such fine detail. The
key driver for care was clearly patient demand, which showed
high variability even during individual shifts. This volatility
challenges health care suppliers to provide safe and reliable care
when demand is high while avoiding overstaffing when it is
low. Detecting patterns of variation will help optimize staffing.
This descriptive analysis was a first step towards detecting fluid
variables to be considered in developing a predictive model on
which to base health care staff planning, possibly including the
introduction of innovative working/shift schemes in this
sensitive sector.
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Median of patient-to-nurse ratio for key time points, split by weekdays/weekends for each group of nurses, together with percentages of shifts with extreme patient-to-nurse ratios.

[PDF File (Adobe PDF File), 54 KB - jmir_v22i4e15554_app4.pdf ]

Multimedia Appendix 5
Patient turnover in percentages for the 48 data points, split for weekdays and weekends.
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Abstract

Background: Electronic medical record (EMR) systems capture large amounts of data per patient and present that data to physicians with little prioritization. Without prioritization, physicians must mentally identify and collate relevant data, an activity that can lead to cognitive overload. To mitigate cognitive overload, a Learning EMR (LEMR) system prioritizes the display of relevant medical record data. Relevant data are those that are pertinent to a context—defined as the combination of the user, clinical task, and patient case. To determine which data are relevant in a specific context, a LEMR system uses supervised machine learning models of physician information-seeking behavior. Since obtaining information-seeking behavior data via manual annotation is slow and expensive, automatic methods for capturing such data are needed.

Objective: The goal of the research was to propose and evaluate eye tracking as a high-throughput method to automatically acquire physician information-seeking behavior useful for training models for a LEMR system.

Methods: Critical care medicine physicians reviewed intensive care unit patient cases in an EMR interface developed for the study. Participants manually identified patient data that were relevant in the context of a clinical task: preparing a patient summary to present at morning rounds. We used eye tracking to capture each physician’s gaze dwell time on each data item (e.g., blood glucose measurements). Manual annotations and gaze dwell times were used to define target variables for developing supervised machine learning models of physician information-seeking behavior. We compared the performance of manual selection and gaze-derived models on an independent set of patient cases.

Results: A total of 68 pairs of manual selection and gaze-derived machine learning models were developed from training data and evaluated on an independent evaluation data set. A paired Wilcoxon signed-rank test showed similar performance of manual selection and gaze-derived models on area under the receiver operating characteristic curve (P=0.40).

Conclusions: We used eye tracking to automatically capture physician information-seeking behavior and used it to train models for a LEMR system. The models that were trained using eye tracking performed like models that were trained using manual annotations. These results support further development of eye tracking as a high-throughput method for training clinical decision support systems that prioritize the display of relevant medical record data.

(J Med Internet Res 2020;22(4):e15876) doi:10.2196/15876
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Introduction

Background

Electronic medical record (EMR) systems capture considerable amounts of patient data, especially in data-rich care settings like intensive care units (ICUs) [1]. The large amount of data per patient necessitates that the user interfaces of EMR systems help users rapidly understand the medical state of each patient [2]. However, patient data in EMR systems are typically presented to physicians with little prioritization, leading to the risk of cognitive overload, which in turn may lead to reductions in physician ability to identify important patient data for clinical assessment and management and increases in risks of medical error [2]. One approach to overcoming this drawback envisions an adaptive EMR system that draws the physician’s attention to the right data, for the right patient, at the right time, and in the right way [3]. As a step toward this goal, we developed a Learning EMR (LEMR, pronounced lemur) system that uses physician information-seeking behavior to prioritize the display of relevant medical record data [4]. Our system relies on supervised machine learning models that predict which patient data are likely to be useful in a specific context, where the context refers to a particular combination of clinical user, clinical task, and patient case [5]. The models will be trained on thousands of observations of patient data items that different physicians have sought as relevant across a wide range of patient cases and clinical tasks.

The acquisition of training data is a critical barrier to the development of a LEMR system. Some observations of physician information-seeking behavior are recorded in commercial EMR systems through the capture of mouse clicks, but such data on user behavior are often captured with insufficient resolution for training a LEMR system. Another method for collecting behavior data is through manual annotation of relevant data by clinical users. In a prior study, we collected manual annotations from physicians who reviewed patient cases and identified which data were relevant for a simulated clinical task [5]. With this data, we developed machine learning models that enable the LEMR system to identify likely relevant patient data in similar clinical contexts. However, manual annotation is disruptive and time-consuming, and thus, it limits the amount of training data that can be collected. To have a broad coverage of clinical contexts, larger amounts of training data are needed for model construction. Moreover, while manual annotation is possible in a research setting, it is infeasible in routine clinical practice where it would dramatically increase the clinical workload. Eye tracking offers a method that can potentially capture information-seeking behavior unobtrusively as a byproduct of care delivery [6]. In this paper, we investigated the use of eye tracking as an automated high-throughput method to capture physician information-seeking behavior.

Related Work

The use of eye tracking in studies of EMR systems has focused on understanding users and their interactions with systems. Investigators have used eye tracking to understand clinical reasoning [7], discern information search patterns [8], measure cognitive loads while performing tasks in the EMR system [9], evaluate usability [10], and measure time use [11]. Moacdzieh et al [12] used eye tracking to demonstrate that display of irrelevant data increases cognitive workload, and Gold et al [13] showed that a commercial eye-tracking device can be used to assess an EMR system’s usability.

We are not aware of any studies that have used eye tracking to train machine learning models of information-seeking behavior in an EMR system. In previous work, we established the feasibility of using a low-cost eye tracker to identify items of interest on an EMR display [14]. We conjectured that the resulting eye-tracking data can be used to infer which medical record data are viewed by physicians. Such data can then be used to train machine learning models that the LEMR system would use to identify medical record data in a future patient case that are likely to be relevant to the user. Moreover, the availability of inexpensive, portable eye-tracking devices could make broad deployment of such systems feasible.

In this paper, we propose and evaluate a novel approach to using eye tracking to capture information-seeking behavior that can subsequently be used to build models that identify relevant patient data in a LEMR system. We compare the performance of supervised machine learning models trained on eye tracking–derived annotations with that of models trained on manually obtained annotations. We hypothesize that eye tracking is an effective, high-throughput alternative to manually annotating training data for the LEMR system.

Learning Electronic Medical Record System

A LEMR system prioritizes the display of medical record data based on predicted relevance [4]. To learn relevance, our prototype LEMR system enables the collection of physician information-seeking behavior. We used two collection methods in this study: (1) manual selection, where the user annotates relevant medical record data by clicking checkboxes displayed on the user interface, and (2) gaze-derived, where an eye-tracking device captures eye gaze patterns while the user is reviewing a patient’s medical record. Figure 1 shows the LEMR system’s user interface on an eye tracking–equipped computer monitor. The software for the LEMR user interface is available on GitHub [15].
Methods

Eye Tracking

We used the Tobii EyeX (Tobii Gaming) eye-tracking device, an inexpensive portable eye-tracking device and software package marketed for computer gaming and virtual reality applications [16] (as of publication, EyeX’s successor product is called Tobii Eye Tracker 4C). The EyeX device samples eye gaze coordinates on the monitor at approximately 60 Hz. To operate the device and read the stream of gaze data, we used open-source Python bindings for the Tobii Gaze Software Development Kit [17].

A recent evaluation of the Tobii EyeX found that for many research applications temporal and spatial resolutions are modest, precision is moderate, and sampling frequency is low [18]. Despite the EyeX’s limitations, the authors noted that it is adequate for applications that do not require more than monitoring of simple eye movements. For example, the EyeX would not be suitable for measuring every saccade and fixation of a person reading a paragraph of text but is suitable for determining if a region of the monitor was gazed upon. In a prior study, we found the EyeX to be comparable in performance to capturing information-seeking behavior while using the LEMR user interface (the difference in errors of the two devices was less than a predefined noninferior margin of 11 pixels at the 95% confidence interval) [14].

The eye-tracking device provides time-stamped gaze position coordinates on the computer monitor but does not provide concomitant information on data displayed on the monitor. Therefore, to use eye tracking to automatically capture physician information-seeking behavior, the stream of gaze position coordinates must be mapped onto elements of the user interface. Because the LEMR user interface is dynamic (it changes as users scroll through the medical record data), we separately record a stream of interface element locations on the monitor that can be mapped to gaze position coordinates obtained from eye tracking. Each interface element contains one medical record data item (e.g., the time series of blood glucose measurements). Using time-stamps in the two data streams, gaze position coordinates are translated to medical record data items. A data item such as blood glucose measurements with a gaze dwell time that is longer than a set threshold (e.g., 250 milliseconds) is designated as a positive training sample for that data item. Positive and negative training samples with respect to a particular data item denote that the data item was viewed and was not viewed by a user, respectively. We developed and
implemented an algorithm that rapidly processed concomitantly acquired gaze position coordinates and interface element locations. This algorithm is described in our prior work [14]. The scripts for eye tracking are available on GitHub [19].

**Data Collection**

**Overview**

For machine learning, we created two training data sets of physician information-seeking behavior. One data set consisted of targets obtained from manual user selection; the second consisted of targets obtained from gaze position coordinates captured by eye tracking. We created an independent evaluation data set using manual annotation. Reviewers were presented with both structured EMR data (e.g., demographics, diagnosis, vital sign measurements, ventilator settings, laboratory test results, medication administrations, procedures, microbiology culture results, and intake and output) and free text data (e.g., admission notes, radiology reports) when reviewing a case. However, only structured EMR data were used for machine learning.

**Reviewers**

We recruited critical care medicine physicians from the University of Pittsburgh’s Department of Critical Care Medicine to review and annotate patient cases: 11 physicians participated in the training phase and 12 physicians participated in the evaluation phase. Five reviewers who participated in the training phase also participated in the evaluation phase. Details of characteristics of the reviewers are shown in Table 1. Every reviewer used the LEMR system (shown in Figure 1). All reviewers were able to familiarize themselves with the interface by reviewing several practice cases before data collection began.

<table>
<thead>
<tr>
<th>Phase of study</th>
<th>Number of reviewers</th>
<th>Time in years since medical school graduation, mean (SD)</th>
<th>Time in years spent in ICUa, mean (SD)</th>
<th>Weeks per year spent rounding in the ICU, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>11</td>
<td>5.3 (3.0-10.0)</td>
<td>1.8 (0.3-7.0)</td>
<td>34 (26-42)</td>
</tr>
<tr>
<td>Evaluation</td>
<td>12</td>
<td>5.4 (3.0-11.0)</td>
<td>1.7 (0.6-4.0)</td>
<td>36 (28-44)</td>
</tr>
</tbody>
</table>

aICU: intensive care unit.

**Simulated Clinical Task**

Reviewers were asked to use the LEMR interface to conduct prerounding, which involves the review of a patient’s medical record and identification of relevant data for a summary presentation at morning rounds. Each patient case was loaded into the LEMR system and shown to a physician reviewer (an example patient case is shown in Figure 1). The physician reviewed the case and completed three tasks: familiarization, preparation, and selection.

In the familiarization task, the physician was shown the patient’s medical record data from hospital admission until 8:00 am on a random ICU day during the ICU stay between day 2 and the day before discharge from the ICU. The physician was instructed to review the data and become familiar with the case as if it were one of their patients.

In the preparation task, the physician was shown an additional 24 hours of the patient’s medical record data and instructed to review the data and prepare to present the case during morning rounds. During this task, we used eye tracking to record the physician’s gaze position coordinates from which we inferred the physician’s information-seeking behavior.

In the selection task, a checkbox was added to each user interface element containing a medical record data item (such as blood glucose measurements). The physician manually annotated (by clicking on checkboxes) data items they considered to be relevant for the task of prerounding.

**Patient Cases**

For the creation of training data sets, 178 patient cases were randomly selected from patients who were admitted to an ICU between June 1, 2010, and April 30, 2012, at the University of Pittsburgh Medical Center (PA). For the creation of the evaluation data set, 18 patient cases were randomly selected from patients admitted to an ICU between June 1, 2012, and December 31, 2012. Each selected patient had a diagnosis of either acute kidney failure (AKF; ICD-9 584.9 or 584.5) or acute respiratory failure (ARF; ICD-9 518.81). The number of patients with each diagnosis was roughly equal in the training and evaluation data sets. EMR data for the patients were extracted from a research database and deidentified to remove all unique identifiers except for dates and times related to events.

**Annotations**

We created two training data sets that contained the same patient cases but differed in the construction of the targets. In the manual selection training data set, targets were derived from the checkbox clicks recorded during the selection task; in the gaze-derived training data set, targets were derived from eye tracking during the preparation task. From the 178 patient cases reviewed, 44 cases were discarded either because the eye-tracking data were incomplete (which occurred when a reviewer’s head was not within the trackable range of the eye-tracking device) or the selection task was skipped inadvertently. Thus, the two training data sets consisted of the same 134 patient cases. Note that each patient case was reviewed by a single reviewer to maximize the number of patient cases that could be reviewed with a limited number of physicians. For the evaluation data set, 18 patient cases were each reviewed by 4 physicians for a total of 72 patient cases. Four cases were discarded because a reviewer inadvertently skipped the annotation task, and thus the evaluation data set contained 68 patient cases with manually annotated targets.
Machine Learning

Problem Description

The LEMR system prioritizes the display of relevant medical record data. To determine which data are relevant in a specific context (a combination of user, task, and patient), the LEMR system uses supervised machine learning models. For this study, we focused on the information-seeking differences among patient cases when the user and task were constant (all users were critical care physicians who performed the same task of prerounding). The training data sets consisted of a large number of predictor and target variables.

Predictor Variables and Feature Construction

The patient data we used as predictor variables included simple atemporal variables such as demographics (6) and diagnosis (1) and complex variables representing time series, including vital sign measurements (14), ventilator settings (9), laboratory test results (814), medication administrations (1207), procedures (394), microbiology culture results (10), and fluid intake and output (7). We derived a fixed set of features from each complex variable so that standard machine learning methods could be applied readily. For example, for a time-stamped sequence of serum glucose levels, we generated 35 features that include the first glucose value during the ICU stay, most recent value, highest and lowest values until the current time, difference between the most recent two values, and 30 other features [20]. Thus, we generated 35 features for each laboratory test and each vital sign, 31 features for each ventilator setting, 9 for each medication administration, 4 for each culture and each procedure, and 2 for each intake and output variable. In summary, a patient case was represented by a fixed-size vector of 13,596 features that summarized the clinical evolution of the patient’s condition from the time of admission to the ICU to the current time.

Target Variables

We represent physician information-seeking behavior with a set of binary target variables. A target variable is created for any medical record data item that a physician could seek as relevant. For a specific patient case, a data item’s corresponding target variable indicates if the item was sought as relevant or not (eg, the glucose target variable is positive if the physician sought the serum glucose levels). We derived two sets of targets; one set of targets was derived from manual selections and another from gaze position coordinates. In the manual selection training data set, a target variable, such as glucose target, was assigned the value positive if the physician selected the checkbox that was displayed with the data item; and a target was assigned the value negative if the associated checkbox was not selected. In the gaze-derived training data set, a target was assigned the value positive if the physician gazed at that item for at least 250 milliseconds and was assigned the value negative if the physician gazed at it for less than 250 milliseconds. (This threshold corresponds to the average fixation time while a person is reading [21]). In a patient case where a data item was not available (eg, serum glucose levels were not measured), the corresponding target was deemed to be absent, and the case was excluded from the training data used to train a model to predict the relevance of that data item.

Preprocessing of Training Data

We applied several preprocessing steps to the training data sets. A feature was removed if it had the same value in all cases. If two or more features had identical values for every case, only one of those features was retained. For example, the binary feature “ever measured” often had the same values across all cases for one or more laboratory tests that are part of a single panel; this occurred because such tests are ordered together. Missing predictor values were imputed using two different methods. In the first method, features were imputed with the median (nominal features were imputed with the mode). In the second method, continuous features were imputed with linear regression, and discrete features were imputed with logistic regression. The two imputation methods resulted in two distinct data sets for the manual selection and gaze-derived targets, respectively (a median-imputed data set and a regression-imputed data set).

To reduce feature dimensionality, we applied a feature selection algorithm that independently considered each predictor variable’s set of constructed features. If a predictor variable’s constructed feature set was predictive of a target (ie, cross-validated area under the receiver operating characteristic curve [AUROC] was greater than 0.55), the feature set was kept in the training set for the model corresponding to that target variable. Otherwise, the feature set was discarded from the training set for the model corresponding to that target variable.

Model Training

We applied three classification methods (scikit-learn implementations of L2-penalized logistic regression, support vector classifier, and random forest classifier [22]) to the manual selection and gaze-derived training data sets to develop two categories of models. Within each category, we used cross-validation to select the best performing combination of imputation method and classification method for each target. The best performing combination was then used to train a model from the full training data set. The scripts for feature construction [23], imputation of missing values [24], feature selection [25], and for training and evaluating models [26] are available on GitHub.

Results

Table 2 provides a summary of the data sets, models trained, and models evaluated. The gaze-derived data set had more positive targets on average, resulting in more targets (ie, data items) having enough training data (≥3 positive samples) for model construction. In total, 87 manual selection and 115 gaze-derived models were trained. For 68 targets, models were derived from both data sets. These 68 pairs of models were used in the evaluation, and by coincidence the evaluation data set consisted of 68 patient cases.
Table 2. Summary of data sets, models trained, and models evaluated. Each model predicts if a single electronic medical record data item is relevant.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Counts</th>
<th>Number of patient cases</th>
<th>Number of models trained</th>
<th>Number of models evaluated (using the manual-selection evaluation data set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual selection training</td>
<td>134</td>
<td>87</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Gaze-derived training</td>
<td>134</td>
<td>115</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Manual selection evaluation</td>
<td>68</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 provides a summary of the models selected for evaluation. Based on the distribution of models (ie, the number of models columns), random forests and median imputation tended to have higher cross-fold AUROC values on the training set than the other machine learning and imputation methods, respectively.

The AUROCs of the 68 pairs of models applied to the evaluation data set are plotted in Figure 2 and shown in Table 4. In Figure 2, points below the diagonal line indicate that manual selection models perform better, and points above the diagonal line indicate that gaze-derived models perform better. The best performing pair of models was for the target alanine aminotransferase (AUROCs of 0.97 for manual selection and 0.90 for gaze-derived), and the worst performing pair was for the target mean corpuscular volume (AUROCs of 0.27 for manual selection and 0.14 for gaze-derived). Statistical differences between each pair of models were calculated from the 95% confidence interval of the average difference in AUROC values using bootstrapping. In 14 instances, the manual selection models performed statistically significantly better, and in 8 instances, the gaze-derived model performed statistically significantly better (see the red triangles in Figure 2 and footnote in Table 4). In the remaining 46 instances, there was no statistically significant difference in AUROCs between the two models ($\alpha=.05$).

On the Wilcoxon signed-rank test (R software, wilcox.test function), the AUROC values of the manual selection models were similar to the values of the gaze-derived models ($P=.40$). The Wilcoxon signed-rank test is a nonparametric statistical test for comparing two groups of continuous measures.

Table 3. Summary of machine learning methods, imputation methods, number of models of each combination of machine learning and imputation methods, and number of features per model.

<table>
<thead>
<tr>
<th>Machine learning and imputation method</th>
<th>Manual selection</th>
<th>Gaze-derived</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of models</td>
<td>Number of models</td>
</tr>
<tr>
<td><strong>Logistic regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Regression</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td><strong>Support vector classifier</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>Regression</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Random forests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>27</td>
<td>37</td>
</tr>
<tr>
<td>Regression</td>
<td>14</td>
<td>30</td>
</tr>
</tbody>
</table>
**Figure 2.** Performance of models used to predict the relevance of targets. The x-axis value and y-axis value of each point indicate the area under the receiver operating characteristic curve (AUROC) values of a pair of manual selection and gaze-derived models, respectively. The vertical and horizontal lines indicate 95% confidence intervals of the AUROC values. The diagonal line indicates equal performance between manual selection and gaze-derived models. Red triangles indicate model pairs where the AUROC value of one model is significantly different than that of the other model ($\alpha = .05$).
Table 4. Area under the receiver operating characteristic curve values (with 95% confidence intervals) on the evaluation data set of manual selection and gaze-derived models for predicting relevance of targets. Rows are sorted by manual selection performance.

<table>
<thead>
<tr>
<th>Target</th>
<th>Number of positive samples in evaluation data set</th>
<th>Manual selection models</th>
<th>Gaze-derived models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alanine aminotransferase</td>
<td>10</td>
<td>0.97^a  (1.00, 0.96)</td>
<td>0.90  (0.96, 0.83)</td>
</tr>
<tr>
<td>Aspartate aminotransferase</td>
<td>10</td>
<td>0.96^a  (1.00, 0.93)</td>
<td>0.70  (0.80, 0.59)</td>
</tr>
<tr>
<td>Norepinephrine</td>
<td>13</td>
<td>0.85  (0.93, 0.77)</td>
<td>0.82  (0.90, 0.73)</td>
</tr>
<tr>
<td>Levothyroxine</td>
<td>1</td>
<td>0.81  (0.85, 0.75)</td>
<td>0.99^a  (1.00, 0.97)</td>
</tr>
<tr>
<td>Fraction of inspired oxygen</td>
<td>27</td>
<td>0.77  (0.86, 0.66)</td>
<td>0.71  (0.80, 0.59)</td>
</tr>
<tr>
<td>Vancomycin</td>
<td>17</td>
<td>0.76^a  (0.87, 0.65)</td>
<td>0.61  (0.73, 0.50)</td>
</tr>
<tr>
<td>Total bilirubin</td>
<td>12</td>
<td>0.75^a  (0.85, 0.60)</td>
<td>0.38  (0.54, 0.21)</td>
</tr>
<tr>
<td>Bicarbonate, arterial</td>
<td>1</td>
<td>0.75  (0.83, 0.66)</td>
<td>0.85  (0.91, 0.78)</td>
</tr>
<tr>
<td>Aspirin</td>
<td>3</td>
<td>0.72^a  (0.80, 0.62)</td>
<td>0.12  (0.19, 0.06)</td>
</tr>
<tr>
<td>pH</td>
<td>6</td>
<td>0.71^a  (0.85, 0.56)</td>
<td>0.53  (0.70, 0.38)</td>
</tr>
<tr>
<td>Troponin</td>
<td>3</td>
<td>0.71  (0.79, 0.61)</td>
<td>1.00^a  (1.00, 1.00)</td>
</tr>
<tr>
<td>Lactate</td>
<td>11</td>
<td>0.70  (0.83, 0.57)</td>
<td>0.62  (0.76, 0.49)</td>
</tr>
<tr>
<td>Temperature</td>
<td>42</td>
<td>0.70^a  (0.81, 0.58)</td>
<td>0.48  (0.61, 0.37)</td>
</tr>
<tr>
<td>Lorazepam</td>
<td>3</td>
<td>0.70  (0.80, 0.62)</td>
<td>0.65  (0.74, 0.56)</td>
</tr>
<tr>
<td>Ventilator mode</td>
<td>20</td>
<td>0.70  (0.80, 0.58)</td>
<td>0.64  (0.76, 0.52)</td>
</tr>
<tr>
<td>Dextrose in water</td>
<td>3</td>
<td>0.69  (0.92, 0.36)</td>
<td>0.67  (0.98, 0.27)</td>
</tr>
<tr>
<td>Partial pressure of oxygen</td>
<td>6</td>
<td>0.67^a  (0.89, 0.45)</td>
<td>0.36  (0.59, 0.15)</td>
</tr>
<tr>
<td>Bilirubin direct</td>
<td>9</td>
<td>0.67  (0.81, 0.55)</td>
<td>0.52  (0.63, 0.35)</td>
</tr>
<tr>
<td>Heparin</td>
<td>16</td>
<td>0.65  (0.77, 0.52)</td>
<td>0.62  (0.76, 0.46)</td>
</tr>
<tr>
<td>Ionized calcium</td>
<td>1</td>
<td>0.65  (0.75, 0.56)</td>
<td>0.58  (0.68, 0.49)</td>
</tr>
<tr>
<td>Propofol</td>
<td>6</td>
<td>0.64  (0.87, 0.40)</td>
<td>0.55  (0.85, 0.25)</td>
</tr>
<tr>
<td>Piperacillin-tazobactam</td>
<td>15</td>
<td>0.64  (0.81, 0.45)</td>
<td>0.48  (0.63, 0.31)</td>
</tr>
<tr>
<td>Famotidine</td>
<td>6</td>
<td>0.64^a  (0.77, 0.50)</td>
<td>0.41  (0.63, 0.21)</td>
</tr>
<tr>
<td>Potassium</td>
<td>26</td>
<td>0.63  (0.73, 0.50)</td>
<td>0.49  (0.63, 0.39)</td>
</tr>
<tr>
<td>White blood cells</td>
<td>50</td>
<td>0.61  (0.74, 0.48)</td>
<td>0.60  (0.71, 0.47)</td>
</tr>
<tr>
<td>Bands</td>
<td>15</td>
<td>0.60^a  (0.75, 0.47)</td>
<td>0.34  (0.49, 0.21)</td>
</tr>
<tr>
<td>Vancomycin trough</td>
<td>4</td>
<td>0.59  (0.87, 0.31)</td>
<td>0.59  (0.99, 0.19)</td>
</tr>
<tr>
<td>Blood urea nitrogen</td>
<td>30</td>
<td>0.59  (0.70, 0.47)</td>
<td>0.58  (0.69, 0.46)</td>
</tr>
<tr>
<td>Intravenous base solution</td>
<td>19</td>
<td>0.58  (0.72, 0.45)</td>
<td>0.48  (0.61, 0.35)</td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td>29</td>
<td>0.57  (0.69, 0.46)</td>
<td>0.50  (0.63, 0.40)</td>
</tr>
<tr>
<td>Intake and output</td>
<td>43</td>
<td>0.57  (0.69, 0.44)</td>
<td>0.58  (0.71, 0.46)</td>
</tr>
<tr>
<td>Heart rate</td>
<td>42</td>
<td>0.55  (0.66, 0.41)</td>
<td>0.59  (0.71, 0.46)</td>
</tr>
<tr>
<td>Prothrombin time</td>
<td>4</td>
<td>0.53  (0.81, 0.27)</td>
<td>0.73  (0.94, 0.48)</td>
</tr>
<tr>
<td>Pantoprazole</td>
<td>9</td>
<td>0.53  (0.71, 0.40)</td>
<td>0.64  (0.77, 0.48)</td>
</tr>
<tr>
<td>Bicarbonate, venous</td>
<td>15</td>
<td>0.53  (0.68, 0.40)</td>
<td>0.55  (0.69, 0.43)</td>
</tr>
<tr>
<td>Glomerular filtration rate</td>
<td>1</td>
<td>0.53^a  (0.63, 0.44)</td>
<td>0.40  (0.50, 0.31)</td>
</tr>
<tr>
<td>Hydrocortisone</td>
<td>5</td>
<td>0.52^a  (0.77, 0.27)</td>
<td>0.31  (0.58, 0.10)</td>
</tr>
<tr>
<td>Metoprolol</td>
<td>7</td>
<td>0.52^a  (0.70, 0.34)</td>
<td>0.30  (0.45, 0.16)</td>
</tr>
<tr>
<td>Target</td>
<td>Number of positive samples in evaluation data set</td>
<td>Manual selection models</td>
<td>Gaze-derived models</td>
</tr>
<tr>
<td>--------------------------</td>
<td>--------------------------------------------------</td>
<td>-------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Glucose</td>
<td>21</td>
<td>0.51 (0.64, 0.39)</td>
<td>0.51 (0.63, 0.38)</td>
</tr>
<tr>
<td>Insulin</td>
<td>13</td>
<td>0.50 (0.65, 0.37)</td>
<td>0.51 (0.67, 0.36)</td>
</tr>
<tr>
<td>Platelets</td>
<td>30</td>
<td>0.50 (0.63, 0.39)</td>
<td>0.42 (0.54, 0.31)</td>
</tr>
<tr>
<td>Respiratory rate</td>
<td>17</td>
<td>0.49 (0.61, 0.36)</td>
<td>0.59 (0.71, 0.45)</td>
</tr>
<tr>
<td>Central venous pressure</td>
<td>2</td>
<td>0.47 (0.68, 0.27)</td>
<td>0.64 (0.99, 0.26)</td>
</tr>
<tr>
<td>Creatinine</td>
<td>59</td>
<td>0.47 (0.67, 0.28)</td>
<td>0.40 (0.58, 0.23)</td>
</tr>
<tr>
<td>Magnesium</td>
<td>9</td>
<td>0.47 (0.60, 0.36)</td>
<td>0.56 (0.72, 0.39)</td>
</tr>
<tr>
<td>Albumin</td>
<td>1</td>
<td>0.46 (0.55, 0.35)</td>
<td>0.72a (0.80, 0.63)</td>
</tr>
<tr>
<td>Phosphate</td>
<td>12</td>
<td>0.45 (0.59, 0.33)</td>
<td>0.54 (0.72, 0.37)</td>
</tr>
<tr>
<td>Sodium</td>
<td>41</td>
<td>0.45 (0.56, 0.31)</td>
<td>0.48 (0.61, 0.36)</td>
</tr>
<tr>
<td>Chloride</td>
<td>12</td>
<td>0.44 (0.59, 0.29)</td>
<td>0.39 (0.56, 0.23)</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>61</td>
<td>0.43 (0.64, 0.22)</td>
<td>0.53 (0.75, 0.33)</td>
</tr>
<tr>
<td>Chlorhexidine topical</td>
<td>6</td>
<td>0.43 (0.60, 0.25)</td>
<td>0.48 (0.71, 0.26)</td>
</tr>
<tr>
<td>Partial thromboplastin time</td>
<td>1</td>
<td>0.43a (0.54, 0.34)</td>
<td>0.30 (0.40, 0.22)</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>31</td>
<td>0.41 (0.53, 0.30)</td>
<td>0.49 (0.61, 0.38)</td>
</tr>
<tr>
<td>Neutrophils</td>
<td>4</td>
<td>0.39 (0.64, 0.21)</td>
<td>0.45 (0.77, 0.16)</td>
</tr>
<tr>
<td>Fentanyl</td>
<td>14</td>
<td>0.39 (0.53, 0.26)</td>
<td>0.64a (0.78, 0.50)</td>
</tr>
<tr>
<td>Metronidazole</td>
<td>13</td>
<td>0.39 (0.51, 0.22)</td>
<td>0.44 (0.59, 0.29)</td>
</tr>
<tr>
<td>Furosemide</td>
<td>3</td>
<td>0.39 (0.50, 0.27)</td>
<td>0.40 (0.92, 0.09)</td>
</tr>
<tr>
<td>Calcium</td>
<td>2</td>
<td>0.37 (0.54, 0.19)</td>
<td>0.24 (0.43, 0.06)</td>
</tr>
<tr>
<td>Sodium chloride</td>
<td>28</td>
<td>0.37 (0.50, 0.25)</td>
<td>0.44 (0.54, 0.30)</td>
</tr>
<tr>
<td>International normalized ratio</td>
<td>11</td>
<td>0.35 (0.52, 0.19)</td>
<td>0.68a (0.81, 0.55)</td>
</tr>
<tr>
<td>Midazolam</td>
<td>2</td>
<td>0.35 (0.51, 0.21)</td>
<td>0.65a (0.79, 0.51)</td>
</tr>
<tr>
<td>Alkaline phosphatase</td>
<td>5</td>
<td>0.33 (0.58, 0.08)</td>
<td>0.78a (0.93, 0.64)</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>1</td>
<td>0.31 (0.40, 0.22)</td>
<td>0.80a (0.87, 0.71)</td>
</tr>
<tr>
<td>Ventilator tube status</td>
<td>9</td>
<td>0.30 (0.45, 0.16)</td>
<td>0.48 (0.65, 0.31)</td>
</tr>
<tr>
<td>Albuterol-ipratropium</td>
<td>5</td>
<td>0.29 (0.49, 0.09)</td>
<td>0.69 (0.97, 0.41)</td>
</tr>
<tr>
<td>Mean corpuscular volume</td>
<td>2</td>
<td>0.27 (0.58, 0.02)</td>
<td>0.14 (0.19, 0.09)</td>
</tr>
<tr>
<td>Partial pressure of carbon dioxide</td>
<td>4</td>
<td>0.27 (0.36, 0.18)</td>
<td>0.45 (0.61, 0.29)</td>
</tr>
<tr>
<td>Ventilator status</td>
<td>2</td>
<td>0.16 (0.34, 0.02)</td>
<td>0.43 (0.61, 0.24)</td>
</tr>
</tbody>
</table>

a Indicates statistically significant difference at α = .05.

**Discussion**

**Principal Findings**

Current EMR systems capture large amounts of patient data; however, they generally do not capitalize on the opportunity to prioritize display of data in a relevant and context-sensitive fashion. We proposed an intelligent method to identify, display, and focus user attention on relevant medical record data. The rate-limiting step while developing a prototype LEMR system has been the collection of training data. Instead of relying on manual annotations, we proposed using eye tracking as an automated, high-throughput method for capturing physician information-seeking behavior. LEMR models trained on gaze-derived target data performed similarly to models trained on manual selection target data.

**Eye Tracking in Health Care: Pros and Cons**

Eye tracking is an alluring method for collecting LEMR training data. First, the availability of inexpensive eye tracking devices makes broad implementation of the devices feasible. With devices installed on many of a hospital’s computer monitors, vast amounts of training data could be recorded. Locally and continuously recorded data could be used to train a LEMR system that is specific to that location’s standards of practice and adaptive to any changes in practice patterns that occur over time.
time. Second, eye tracking is less disruptive to workflow than requesting that physicians rate or annotate the EMR data they are viewing. Finally, eye tracking is more advantageous than manual annotation because it measures what physicians view rather than relying on what they perceive to be relevant, which, if collected retrospectively, could be more affected by recall and attention biases.

Despite its advantages, eye tracking has some drawbacks when used to capture information-seeking behavior. First, to record behavior, the user’s eyes must be within the trackable range (ie, tracking box) of the eye-tracking device. Incorrect positioning led to some data loss during this study and could be exaggerated in a clinical setting where users are often standing or talking with colleagues. Second, to map physician gaze coordinates onto the EMR data shown on the monitor, a stream of the information layout is also needed. We instrumented the EMR interface used in this study to store a stream of the information layout. Adding the same instrumentation to a vendor-based EMR system may be technically feasible but administratively challenging. We are exploring this possibility and other alternatives, such as continuously recording what is on the monitor and parsing the recording using optical character recognition. Finally, we are assuming that a physician views the information they perceive to be relevant, which may not always be the case. More work is needed to determine in which situations gaze patterns are a reasonable approximation for the information physicians seek.

Models of Information-Seeking Behavior

Performance of the models was mixed and ranged from those with AUROCs above 0.90 to others with AUROCs below 0.50. The mediocre performance of some of the models was likely due to the relatively small sizes of the training data sets and the small number of positive targets. In previous work, we demonstrated that model performance improved as the number of training cases increased, and it is likely that larger training data sets will improve model performance [5]. Moreover, larger training data sets will increase target coverage (ie, the number of targets modeled).

The context of this study was limited to a single clinical task (ICU physicians preparing to present at morning rounds) and two clinical conditions (AKF and ARF). Even in this limited context and in a laboratory setting, there were variations in the information-seeking behaviors of the reviewers leading to differences in annotations for the same patient cases (eg, cases in the evaluation data set were each evaluated by four physicians). These differences partly stem from length of experience and depth of clinical knowledge, with some reviewers in fellowship training with less than two years of experience in critical care and others who are attendings with extensive experience. In active clinical environments, other factors such as urgency, workload, and interruptions will potentially influence the information-seeking behavior, leading to even more variation. In this study, the models were trained using annotations from all reviewers who were weighted equally. However, it may be desirable to either use data from only experienced physicians or weight their data more heavily for training models. Further research is needed to better characterize variability among the information-seeking behavior of physicians.

While prioritizing data can reduce cognitive load, with imperfect model performance, any reduction in cognitive load could be offset by the need to check unprioritized data to ensure that important information is not missed. With improved model performance, a LEMR system could reach high levels of accuracy, leading to a net reduction in cognitive load.

Limitations and Future Work

We used manual selection as the gold standard in the evaluation data set. This choice provides an advantage to models trained on manual selection training data. Despite the advantage, our results show eye tracking to be a promising, higher-throughput alternative.

The patients included in this study were chosen because they had either AKF or ARF. Future studies are needed to evaluate the effectiveness of machine learning methods when applied to patients with a wider range of clinical problems, comorbidities, and clinical tasks.

The eye-tracking device we used has several limitations, including reduced accuracy at the edges of the monitor and a limited tracking box (the three-dimensional space where a user’s head can be positioned while still capturing coordinates of the user’s eye gaze). To address the device’s limitations, we designed the LEMR user interface to have adequate separation between data items. Further research is needed to determine the performance and limitations of inexpensive eye-tracking devices in an active clinical setting where users are likely to be more active and frequently distracted compared to a laboratory setting. Using LEMR models in conjunction with a commercial EMR poses additional challenges, such as obtaining patient data in real time. One promising approach to explore in the future is to deploy LEMR as a SMART (Substitutable Medical Applications, Reusable Technologies) on FHIR (Fast Healthcare Interoperability Resource) application [27].

Conclusions

We proposed and evaluated using eye tracking as a novel method to train a LEMR system that prioritizes the display of relevant medical record data. Our results support eye tracking as being a viable method for automatically capturing physician information-seeking behavior. Further studies are needed to evaluate the effectiveness of eye tracking in the clinical environment and to advance it as a practical approach for acquiring large amounts of training data for a LEMR system.
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Abstract

Background: The Public Private Interface–Electronic Patient Record (PPI-ePR) system was implemented as a new electronic platform to facilitate collaboration between the public and private sectors in Hong Kong. However, its barriers to participate and benefits have not been comprehensively assessed.

Objective: This study aimed to evaluate the awareness, acceptance, perceived benefits, and obstacles to participation among private doctors and the general public.

Methods: From December 2012 to January 2013, 2435 telephone interviews were performed by trained interviewers to survey randomly selected patients who were enrolled or not enrolled in the PPI-ePR system. In addition, self-administered surveys were sent by postal mail to 4229 registered doctors in Hong Kong. The questionnaires for both patients and doctors contained questions on subjects’ awareness, acceptance, and perceptions of the PPI-ePR, perceived benefits and obstacles of participating in the program, reasons for not using the system after enrolling, and perceived areas for service improvement of the system.

Results: More than 53.1% (266/501) of enrolled patients believed that the PPI-ePR system would improve health care quality by reducing duplicate tests and treatments, while more than 76.8% (314/409) of enrolled doctors emphasized timely access to patients’ medical records as the biggest benefit of their enrollment. Among nonenrolled patients, unawareness of the project was the most popular obstacle to enrolling in the PPI-ePR system (483/1200, 40.3%). Regarding nonenrolled doctors, the complicated registration process hindered them from participating in the program the most (95/198, 48.0%). Television, newspaper, and magazine advertisements and medical profession newsletters or journals were suggested as the most effective means to encourage participation in the program among surveyed patients (1297/1701, 76.2%) and doctors (428/610, 70.2%), respectively. Lack of clinical indication requiring data extraction from other hospitals was the main reason for low level of PPI-ePR use.

Conclusions: This study comprehensively assessed the popularity, perceived benefits, and hindering factors of enrolling in the PPI-ePR system in Hong Kong. Low levels of awareness, few privacy concerns, and inactive use of the PPI-ePR system were among the key features for patients and physicians. Public promotions, simplified logistics, and a user-friendly online interface were suggested to improve the coverage and effectiveness of health information exchange between private and public health care sectors.

(J Med Internet Res 2020;22(4):e13761) doi:10.2196/13761
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Introduction

The electronic health record systems (EHRs) and electronic medical records (EMRs) have been widely discussed in Western societies [1-5]. Promotion of these systems is believed to facilitate the communication between doctors and patients, reduce health care costs, enhance medical efficacy, activate patients to join in their holistic care, and support patient self-management of health [6-10]. Assessment of factors affecting participation in and adoption of local electronic systems, however, has scarcely been done, especially in Asian societies [11-15].

The health care system in Hong Kong runs on a dual-track basis encompassing the public and private sectors. While the 44 public hospitals provide approximately 90% of hospital medical service and 29% of outpatient medical service, the private health care sector provides personalized choices and more accessible services to those who are willing and can afford to pay [16]. High mobility between hospitals was observed among both patients and doctors [17]. The Hospital Authority (HA) of Hong Kong, the statutory administrative body that manages all public hospitals and health institutes in Hong Kong, determined that the overburdened public hospitals had long waiting times and ambiguous rules and procedures on patient referral between private and public sectors [16]. Paper-based data exchange among hospitals and clinics required a cumbersome process and was subject to safety and quality issues in many cases. Australia, Malaysia, and many Western countries have developed hospital information management and exchange systems to facilitate cooperation between private and public health care sectors [18]. In Hong Kong, the Public-Private Interface-Electronic Patient Record (PPI-ePR) program was thus implemented in 2006 to promote a public-private partnership and enhance timely, large-scale, secure data exchange between health care providers in the two sectors [19]. Selected health records in the HA’s electronic patient record (ePR) system were shared with other public and private health care organizations upon express consent of the patient. The information included patient identity card number, age, gender, diagnosis, procedures codes, discharge summaries, laboratory and radiology reports, medication orders, allergies, and future appointments. Details on the design and implementation of the PPI-ePR have been published elsewhere [17]. Mass media and social media promotions, campaigns, professional seminars, and financial incentives were adopted to implement the project.

As of March 12, 2016, the program covers all 44 public hospitals, 11 private hospitals, and 72 nongovernmental organizations providing health services in 403 residential centers or institutions. ePRs have been accessed more than 1,462,000 times [20]. However, 46% of enrolled patients and 23% of enrolled health care providers had not made use of the system to access patient records since enrollment [21]. Our study, therefore, aimed to investigate the acceptance, awareness, perception, and satisfaction toward the system, supporting further improvement of the eHR in Hong Kong.

Methods

Objectives

This project aimed to conduct surveys on the PPI-ePR with the following objectives: (1) evaluate the awareness, acceptance, and perceived benefits of the PPI-ePR among enrolled users; (2) study factors hindering the participation of private doctors and patients in the PPI-ePR; (3) assess the reasons for not using the system after having enrolled; and (4) collect residents’ suggestions on facilitating public acceptance and use of the PPI-ePR. Our findings would provide direction for the design, development, and operation of the eHR system in Hong Kong.

Sampling

Regarding patients, we adopted simple random sampling to survey enrollees and nonenrollees of the PPI-ePR. Enrollees were randomly selected based on an enrollment list provided by the HA (n=246,000), while nonenrollees were selected from the Hong Kong telephone directory. Computer-generated numbers were used for subject recruitment. Sample sizes were calculated by the formula n=4p(1–p)/[precision]^2, where p=proportion of interests. We assumed 50% as the proportion of interests in all outcomes which would give the maximum sample size since the project is the first electronic system to integrate private and public health records in Hong Kong. The minimum sample size was 400 for enrolled patients, given an assumed precision level of .05. Among patients not previously enrolled in the PPI-ePR, a higher precision level was needed due to the heterogeneity of this patient group. Setting a precision level of .03, the minimum sample size was 1111 for nonenrolled patients.

Regarding doctor subjects, self-administered surveys were sent by postal mail to all 4229 registered private doctors (postal addresses were provided by the HA) in Hong Kong. Response rate of Hong Kong doctors in previous surveys was as low as 15% [17]. To maximize our sample, multiple postal mails were sent to doctors who did not respond in the first round. A total of 10,285 survey invitations were mailed.

Survey Instruments

Our survey was developed based on previously validated surveys and scales. The following constructs were involved in both patient and doctor surveys:

- Knowledge, attitude, and practice questions of enrolled and nonenrolled subjects. People’s awareness and use level of the information-sharing platform were part of our focus
- Constructs of the health belief model were used to understand enrollee and nonenroller behavior. Perceived barriers and benefits of participating or using the PPI-ePR program, self-efficacy among doctors, and cues to registration were the main sections of our questionnaires
- User satisfaction levels and doctor suggestions on improving the online platform were collected to inform the design and promotion of future territory-wide patient information sharing projects
- Sociodemographic information was collected for subgroup analysis
Drafted questionnaires were face-validated by a panel of epidemiologists, doctors, nursing professionals, public health practitioners, and academics and subsequently pilot-tested on 20 doctors and 20 patients. Revisions were made after the pilot testing to promote feasibility and item comprehensiveness. Patient and doctor surveys were available in both Chinese and English versions. Our study is nonanonymous. Participants were informed that all information presented would be at the aggregate level, which could not identify any individuals. Consent was sought verbally for phone interviews and was signed by the participants of postal surveys.

Statistical Analysis
All surveys were checked for their completeness and the presence of participant consent before data entry and analysis with SPSS Statistics version 18.0 (IBM Corp). As part of quality control, validity, quality, and accuracy were randomly checked for both doctor and patient data. Thereafter, items in both surveys were stratified according to the status of enrollment. Descriptive statistics including proportions, means, and standard deviations were presented for doctor users, doctor nonusers, patient users, and patient nonusers separately.

Results

Participant Characteristics
The response rates were 90.3% (501 completed surveys/555 telephone number dialed) and 73.4% (1191/1623) for enrolled and nonenrolled patients, respectively. Nonusers were on average younger than users of the PPI-ePR system. Compared with users, a higher percentage of nonusers had tertiary education (nonusers: 26.8% [322/1200] vs users: 18.4% [92/501]) or were a student (11.8% [59/501] vs 1.6% [19/1200]), housewife (17.4% [87/501] vs 15.0% [180/1200]) or full-time employee (43.3% [217/501] vs 33.2% [398/1200]). The median household incomes per month were HK $10,000 (US $1180) and HK $20,000 (US $2361) for enrolled and nonenrolled respondents, respectively (Multimedia Appendix 1).

A total of 10,285 postal invitations were sent to a list of all 4229 registered private doctors in Hong Kong. We received 610 completed postal surveys consisting of 409 enrolled doctors, 198 nonenrolled doctors, and three with unknown enrollment status. The response rate was 14.4% (610 completed surveys/4229 private doctors in Hong Kong as of August 2012). In general, the majority of enrolled doctors were aged 30 to 50 years, while the majority of nonenrolled doctors were aged 51 years or above, indicating a younger group of users compared with nonusers of the system. In addition, nonenrolled doctors were more likely to have longer practice experience after medical school graduation (51.0% [101/198] having more than 30 years) than enrolled doctors (29.1% [119/409] having more than 30 years). The percentage being in solo practice was higher among nonenrolled doctors (71/109, 65.4%) than enrolled doctors (227/409, 55.5%). More enrolled doctors were academy fellows than nonenrolled doctors (68.2% [135/198] versus 56.6% [56/99]; Multimedia Appendix 1).

Awareness, Acceptance, and Perceived Benefits and Obstacles of Using the Public-Private Interface–Electronic Patient Record
More than 99% (499/501, 99.6%) of enrolled patients were aware of the operation of the PPI-ePR system compared with only 26.2% (314/1200) among nonenrolled patients. Compared with nonenrolled patients, enrolled patients enjoyed more ways to discover the project, among which family doctor’s recommendation (305/501, 60.9%) and seminars organized by the HA (85/501, 17.0%) were widely praised; yet for nonenrolled patients, TV and newspapers dominated their understanding toward the system. The sharp disparity of awareness between users and nonusers was not observed among doctors—74.7% (148/198) of the surveyed doctors were aware of the project although they had not enrolled. Peers in the health care sector and posters or leaflets from the HA were the most effective means to promote PPI-ePR among both enrolled and nonenrolled doctors.

To further understand subject enrollment and use of PPI-ePR, we asked enrolled patients and doctors about their perceived benefits of joining the system and asked nonenrolled patients and doctors about factors hindering their enrollment.

Improved health care quality, convenience, and economic incentives were among the benefits of the PPI-ePR system emphasized by enrolled patients (Table 1). Specifically, about half of project users perceived reduced repetition of health assessment and information provision (266/501, 53.1%), as well as easier access to doctors’ recommendations (217/501, 43.3%). Improved health care quality was the most frequently reported benefit of the PPI-ePR system among enrolled doctors, followed by improved patient safety. Specifically, the system facilitated timely access to patient medical records (314/409, 76.8%), enhanced continuity of patient care (259/409, 63.3%), and smoothed delivery of health care services (249/409, 60.9%).
Table 1. Perceived benefits of the Public-Private Interface–Electronic Patient Record among users.

<table>
<thead>
<tr>
<th>Perceived benefits among users</th>
<th>Persons, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enrolled patients (n=501)</strong></td>
<td></td>
</tr>
<tr>
<td>Improved health care</td>
<td></td>
</tr>
<tr>
<td>Reduce duplicated tests and treatments</td>
<td>266 (53.1)</td>
</tr>
<tr>
<td>Access doctor recommendation</td>
<td>217 (43.3)</td>
</tr>
<tr>
<td>Comprehensive medical records for better patient care</td>
<td>144 (28.7)</td>
</tr>
<tr>
<td>Fluent information flow between private and public health care sectors</td>
<td>100 (20.0)</td>
</tr>
<tr>
<td>Facilitate continuity of patient care</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Convenience</td>
<td></td>
</tr>
<tr>
<td>No need to bring medical reports</td>
<td>48 (9.6)</td>
</tr>
<tr>
<td>Economic incentive</td>
<td></td>
</tr>
<tr>
<td>Souvenirs</td>
<td>7 (1.4)</td>
</tr>
<tr>
<td><strong>Enrolled doctors (n=409)</strong></td>
<td></td>
</tr>
<tr>
<td>Improved health care quality</td>
<td></td>
</tr>
<tr>
<td>Timely access to patient medical records in the Hospital Authority</td>
<td>314 (76.8)</td>
</tr>
<tr>
<td>Facilitate continuity of patient care</td>
<td>259 (63.3)</td>
</tr>
<tr>
<td>Delivery of health care service</td>
<td>249 (60.9)</td>
</tr>
<tr>
<td>Safety</td>
<td></td>
</tr>
<tr>
<td>Improved patient safety</td>
<td>209 (51.1)</td>
</tr>
</tbody>
</table>

Lack of awareness was the most common obstacle preventing nonenrolled patients (483/1200, 40.3%) from joining the system (Table 2), followed by not being clear about project objectives (229/1200, 19.1%) and high levels of self-perceived health status (157/1200, 13.1%). Among nonenrolled doctors, feasibility and benefits of the system were widely challenged; 48.0% (95/198) of nonenrolled doctors complained about the complicated enrollment procedure and 40.4% (80/198) were hindered by the additional workload of migrating data from paper records to computers.

Table 2. Top five hindering factors for enrolling in the Public-Private Interface–Electronic Patient Record system.

<table>
<thead>
<tr>
<th>Perceived barriers among nonusers</th>
<th>Persons, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nonenrolled patients (n=1200)</strong></td>
<td></td>
</tr>
<tr>
<td>Low awareness</td>
<td></td>
</tr>
<tr>
<td>Unaware of the project</td>
<td>483 (40.3)</td>
</tr>
<tr>
<td>Unclear about project objectives</td>
<td>229 (19.1)</td>
</tr>
<tr>
<td>Low necessity</td>
<td></td>
</tr>
<tr>
<td>High levels of self-perceived health</td>
<td>157 (13.1)</td>
</tr>
<tr>
<td>Safety reasons</td>
<td></td>
</tr>
<tr>
<td>Concern about safety of personal data and privacy</td>
<td>150 (12.5)</td>
</tr>
<tr>
<td>Time-consuming</td>
<td></td>
</tr>
<tr>
<td>I don’t have enough time</td>
<td>93 (7.8)</td>
</tr>
<tr>
<td><strong>Nonenrolled doctors (n=198)</strong></td>
<td></td>
</tr>
<tr>
<td>Low feasibility</td>
<td></td>
</tr>
<tr>
<td>Complicated procedure to join the project</td>
<td>95 (48.0)</td>
</tr>
<tr>
<td>Concerns about additional workload for data migration from paper records to computer</td>
<td>80 (40.4)</td>
</tr>
<tr>
<td>Viewing electronic medical records is time-consuming</td>
<td>60 (30.3)</td>
</tr>
<tr>
<td>Unclear benefits</td>
<td></td>
</tr>
<tr>
<td>Use of the system does not assist clinical operation and provide significant benefits</td>
<td>58 (29.3)</td>
</tr>
</tbody>
</table>
A Hong Kong Government report showed that a large proportion of subjects had not made use of the system to access patient records since enrollment [20]. Hence, our study explored the reasons people registered but did not use the system. A total of 44.5% (223/501) of surveyed patients had not used the system after enrollment as they did not have a clinical indication requiring PPI-ePR access (153/223, 68.6%), did not know how the system works (22/223, 9.9%), and/or their doctor had not enrolled (22/223, 9.9%; Table 3). Among the 409 enrolled doctors, 22 (5.4%) had never accessed their patients’ medical records via the PPI-ePR. For 22 doctors who had not accessed the PPI-ePR after joining and gave a reason, the most commonly reported reason was the absence of clinical indication requiring PPI-ePR access (8/21, 38.1%) and forgotten log-in password (5/21, 23.8%; Table 3).

Table 3. Reasons for not using the Public-Private Interface–Electronic Patient Record system after enrollment.

<table>
<thead>
<tr>
<th>Reasons for not using system after enrolling</th>
<th>Persons, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enrolled patients (n=223)</strong></td>
<td></td>
</tr>
<tr>
<td>No clinical indication of need for accessing PPI-ePR data</td>
<td>153 (68.6)</td>
</tr>
<tr>
<td>Don’t know how to use</td>
<td>22 (9.9)</td>
</tr>
<tr>
<td>My family doctor does not participate</td>
<td>22 (9.9)</td>
</tr>
<tr>
<td>Password forgotten</td>
<td>16 (7.2)</td>
</tr>
<tr>
<td><strong>Enrolled doctors (n=22)</strong></td>
<td></td>
</tr>
<tr>
<td>No clinical indication of need for accessing PPI-ePR data</td>
<td>8 (38.1)</td>
</tr>
<tr>
<td>Password forgotten</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>Patient has not joined PPI-ePR project</td>
<td>4 (19.0)</td>
</tr>
<tr>
<td>Patient failed or refused to provide log-in details to authorize the access</td>
<td>4 (19.0)</td>
</tr>
<tr>
<td>Cannot afford time to trace the records</td>
<td>1 (4.8)</td>
</tr>
</tbody>
</table>

aPPI-ePR: Public-Private Interface–Electronic Patient Record.

User Satisfaction

Enrolled patients, in general, had higher satisfaction levels than enrolled doctors (P < 0.001). Around 10% ([40+10]/409, 12.2%) of enrolled doctors were dissatisfied or very dissatisfied with the PPI-ePR online system, which is far higher than that among enrolled patients ([1+1]/501, 0.4%; Table 4).

Table 4. Users’ satisfaction levels with the Public-Private Interface–Electronic Patient Record online system.

<table>
<thead>
<tr>
<th>Level of satisfaction</th>
<th>Doctors (N=409), n (%)</th>
<th>Patients (n=501), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very satisfied</td>
<td>40 (9.8%)</td>
<td>18 (16.5%)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>238 (58.1%)</td>
<td>300 (59.9%)</td>
</tr>
<tr>
<td>Neutral</td>
<td>81 (19.9%)</td>
<td>116 (23.2%)</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>40 (9.8%)</td>
<td>1 (0.2%)</td>
</tr>
<tr>
<td>Very dissatisfied</td>
<td>10 (2.4%)</td>
<td>1 (0.2%)</td>
</tr>
</tbody>
</table>

Suggested Cues to Registration

Our survey also asked patients and doctors for suggestions on increasing the PPI-ePR registration rate. Television, newspaper, and magazine advertisements were regarded as the most effective means to enhance public knowledge and encourage participation in the program among the users and nonusers (1297/1701, 76.2%), followed by recommendation from health care professionals (248/1701, 14.6%; Table 5). Among doctors, medical profession newsletters or journals (428/610, 70.2%) were reported as the most popular promotional strategies. Onsite promotional activities (217/610, 35.6%); television, newspaper, and magazine advertisements; and websites (183/610, 30.0%) were also commonly suggested.
Table 5. Suggested cues to promote the registration of Public-Private Interface–Electronic Patient Record.

<table>
<thead>
<tr>
<th>Suggested cues by user group</th>
<th>Persons, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients (n=1701)</strong></td>
<td></td>
</tr>
<tr>
<td>Television, newspaper, and magazine advertisements</td>
<td>1297 (76.2)</td>
</tr>
<tr>
<td>Recommendations from health care professionals</td>
<td>248 (14.6)</td>
</tr>
<tr>
<td>Posters/leaflets</td>
<td>245 (14.4)</td>
</tr>
<tr>
<td>Organized seminars</td>
<td>118 (6.9)</td>
</tr>
<tr>
<td>Governmental and Hospital Authority websites</td>
<td>78 (4.6)</td>
</tr>
<tr>
<td>Souvenirs</td>
<td>5 (0.3)</td>
</tr>
<tr>
<td><strong>Doctors (n=610)</strong></td>
<td></td>
</tr>
<tr>
<td>Medical profession newsletters and journals</td>
<td>428 (70.2)</td>
</tr>
<tr>
<td>Onsite promotion activities</td>
<td>217 (35.6)</td>
</tr>
<tr>
<td>Television, newspaper, and magazine advertisements</td>
<td>183 (30.0)</td>
</tr>
<tr>
<td>Website</td>
<td>172 (28.2)</td>
</tr>
<tr>
<td>Posters/leaflets</td>
<td>104 (17.0)</td>
</tr>
<tr>
<td>Social media (eg, Facebook)</td>
<td>66 (10.8)</td>
</tr>
<tr>
<td>Incentives and souvenirs</td>
<td>61 (10.0)</td>
</tr>
</tbody>
</table>

Doctor Suggestions on Improving Public-Private Interface–Electronic Patient Record Online Platform

The extension of sharable data scope (224/409 enrolled doctors agreed, 54.8%) has been frequently reported as an area for future improvement among enrolled doctors, followed by a more user-friendly interface (61/198, 30.8%). Nonusers of the system believed simplification of the enrollment process (107/198, 54.0%) and technical support for operations (90/198, 45.5%) would be the most effective ways to improve the project (Table 6).

Table 6. Doctor suggestions for improving the Public-Private Interface–Electronic Patient Record Project system.

<table>
<thead>
<tr>
<th>Suggestions for improving the online platform</th>
<th>Enrolled doctors (n=409), n (%)</th>
<th>Nonenrolled doctors (n=198), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplification of enrollment process</td>
<td>91 (22.2)</td>
<td>107 (54.0)</td>
</tr>
<tr>
<td>Technical support for system operation</td>
<td>54 (13.2)</td>
<td>90 (45.5)</td>
</tr>
<tr>
<td>Develop user-friendly interface</td>
<td>126 (30.8)</td>
<td>61 (30.8)</td>
</tr>
<tr>
<td>Extend sharable data scope</td>
<td>224 (54.8)</td>
<td>11 (5.6)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

 Territory-wide, large degree, timely, legal, and secure health information exchange (HIE) is necessary to improve health care quality, especially in Hong Kong where the private and public health care sectors are autonomous and independent units with little or no experience in information sharing. This study is the first to provide a comprehensive assessment on the awareness, perceptions, obstacles, and suggestions for registering and using the PPI-ePR online interface among both patients and doctors. We revealed a much lower awareness level of HIE in Hong Kong than in other Asia-Pacific regions emphasizing computerized information exchange among hospitals [22]. Countries like Australia, Malaysia, the United Kingdom, and the United States had widely adopted, existing infrastructures of cloud computing and/or basic eHR platforms before the implementation of the territory-wide platform [18]. In Hong Kong, however, a large proportion of doctors were deeply involved in scattered, paper-based health records before joining the PPI-ePR project. The implementation of health information technology hence started from the idea germination stage, requiring an even longer time and more multidisciplinary promotions [23]. Mass media may be the most effective strategy to increase public awareness, according to our survey results. Western experience, however, emphasized the power of significant others, including family doctors and peers, in motivating patient enrollment [24]. Literature on health behaviors discussed both types of promotions. It has been summarized that public promotions were more effective in increasing individual awareness, especially in the earlier stages of innovation implementation [25]. Among populations with high levels of awareness and acceptance of the innovation, strong ties and small-group interactions were more essential for behavior modification [22]. Our survey results echoed this idea. Although both ways were praised by enrolled and nonenrolled patients, enrolled patients reported family and doctor recommendations as the most popular way of knowing about
PPI-ePR, while nonenrolled patients rated television and newspaper as the most popular ways.

Regarding perceived barriers, although concerns about privacy and data security have been widely discussed in global literature [26,27], few patients and doctors in Hong Kong were worried about data confidentiality issues. Scholars in Bangladesh, where the dual-track health care system is very similar to Hong Kong, also found no association between data privacy and the use of eHealth systems [28]. Patients’ low bargaining power in the policy decision process and the absence of health privacy awareness were suggested as reasons for the low concerns in data confidentiality. Another qualitative study in the United States suggested that patient concerns about privacy and data security were mostly nonspecific, gut-level emotions that may be properly soothed by public education [29]. The low level of worries in Hong Kong may benefit from the repeated stress of encrypted and safeguard algorithms and constant emphasis on patients’ legal rights in most promotional materials. All functions and powers of PPI-ePR are required under the Electronic Health Record Sharing System Ordinance (Chapter 625), with a well-developed complaint handling policy [30].

Our results echoed previous literature [31,32] reporting reducing duplicate tests and treatments and timely access to patients’ medical records as the main benefits of HIE projects like PPI-ePR. Despite the perceived benefits, we noted low use levels of the information system, which has also been observed in studies in Australia, Europe, and some states in the United States [31,33]. Such low use levels hinder the effectiveness of building a health information system. A recent systematic review of 22 population-based studies summarized that regardless of the compatibility and efficacy of EHR systems, emergency department patients with severe symptoms, elderly patients with chronic disease, and those who had a recent admission history were more likely to have encounter-related use [34]. Future development and implementation of HIE projects in Hong Kong may consider more on these populations.

Our study also revealed that patient and doctor levels of use were dependent on each other. Nonenrollment of doctors is a popular reason for patients to not make use of the PPI-ePR platform. A lack of clinical indication required data extraction from other hospitals was among the main reasons for the low level of PPI-ePR use. The current PPI-ePR project only allows the exchange of limited types of data and does not allow patients access to their own records. Studies in the United Kingdom, United States, and Germany emphasized multiple functions of EHR which may encourage active use. These functions included recommendations for daily exercise, prescription refill, outpatient reservation, and appointment reminders [33,35,36]. Their experience may be adapted to Hong Kong to attract patient and doctor use. The HA in Hong Kong may consider enlisting enrolled doctors to clarify the simplicity of the enrollment procedure, as peers in the health care sectors were shown to be common means of learning about the PPI-ePR.

Among enrolled users of the PPI-ePR, over 76% of patients and 67% of doctors were satisfied with its overall performance. A user-friendly interface, simple enrollment procedures, good training, technical information support, and smooth transition with little migration efforts were regarded as important for improving doctors’ satisfaction. Scholars from Malaysia also noted these needs especially among elder doctors who lacked computer skills, even 30 years after the EHR implementation [37], indicating the continuous needs of training and supports. Meanwhile, the dilemma between simplified data exchange procedure and data confidentiality was discussed in global studies. The current PPI-ePR system adopted a 2-factor authentication process to safeguard patient privacy. Each access to patient health records required passwords from both patients and authorized doctors, while both static password and a dynamic password generated from the security token were required on the doctors’ side. Such a procedure has been found to be satisfactory following both external and internal audits [20] but required extra time and efforts from care givers. Nevertheless, ongoing modification of the online portal based on feedback from medical staff is the key to increasing use and satisfaction levels among doctors [38]. It is noted that HA and the Electronic Health Record Registration Office in Hong Kong have been considering doctors’ suggestions and formulating technical details and logistic arrangements for a more effective migration plan.

**Strengths and Limitations**

This study is the first to comprehensively assess the acceptance and practice of the EHR system in Hong Kong. Although the benefits, facilitators, and barriers of EHRs have been widely discussed in countries including the United States [38], United Kingdom [33], Germany [39], and Australia [40] in the past decade, much effort is needed in the Eastern world, where EHRs have generally been established only in the past few years [40,41]. Previous assessments mainly focused on either the patient or doctor side [8,10,42,43]. Our research involved both sides, comparing the perceptions among enrolled patients, nonenrolled patients, enrolled doctors, and nonenrolled doctors. Results provided comprehensive evaluations of the first EHR project interface between the public and private health sectors in Hong Kong.

This study has some limitations. Our survey combined widely used questions on knowledge, attitudes, and practices studies and health belief model studies [44,45]. Some questions were rephrased to ensure their fitness in Hong Kong and have only undergone face validity by our expert panel. Results of this localized survey may only be adapted to Hong Kong society and may not be generalizable. For doctors’ surveys, the sampling frame included all private medical doctors in Hong Kong from a comprehensive list of postal invitations. The response rate was, nevertheless, only 14.4%, with a large difference between enrolled and nonenrolled doctors. Until 2016, fewer than 1930 private doctors had enrolled in the PPI-ePR system. Our sample covered over 21.1% of the enrolled population. Yet for nonenrolled doctors, the coverage rate was less than 10%, introducing a form of response bias later studies may pay attention to.

**Implication**

The PPI-ePR project provided a backbone for the territory-wide Electronic Health Record Sharing System (eHRSS), which was launched in March 2016 [46]. Since the development of eHRSS
was heavily influenced by the PPI-ePR, further studies may compare the acceptance, barriers, facilitators, and satisfaction among various stakeholders between the PPI-ePR and eHRSS systems and assess trends of eHR adaptation in Hong Kong.

Conclusions
This study explored the attitudes, practices, barriers, and facilitators of joining PPI-ePR in Hong Kong. Findings were consistent with some global challenges of promoting territory-wide eHRS while specific features in Hong Kong were also noted. For one, comparing the high levels of satisfaction among users and limited awareness among nonusers, efforts should be paid at this stage on the behavioral change of nonusers. On the other hand, since the PPI-ePR is migrating toward the eHRSS, continuous engagement of existing users is equally important. The benefits of sharing health records between the private and public health care sectors, as well as that between patients and doctors, should be further promoted through medical journals, newspapers, and television advertisements. Meanwhile, the information technology system should be more user-friendly with more functions involved to encourage continuous use after enrollment. More promotion and simplified information technology operations can help to ensure the acceptance and effectiveness of eHR sharing in Hong Kong.
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Abstract

Background: In the past 20 years, various methods have been introduced to construct disease networks. However, established disease networks have not been clinically useful to date because of differences among demographic factors, as well as the temporal order and intensity among disease-disease associations.

Objective: This study sought to investigate the overall patterns of the associations among diseases; network properties, such as clustering, degree, and strength; and the relationship between the structure of disease networks and demographic factors.

Methods: We used National Health Insurance Service-National Sample Cohort (NHIS-NSC) data from the Republic of Korea, which included the time series insurance information of 1 million out of 50 million Korean (approximately 2%) patients obtained between 2002 and 2013. After setting the observation and outcome periods, we selected only 520 common Korean Classification of Disease, sixth revision codes that were the most prevalent diagnoses, making up approximately 80% of the cases, for statistical validity. Using these data, we constructed a directional and weighted temporal network that considered both demographic factors and network properties.

Results: Our disease network contained 294 nodes and 3085 edges, a relative risk value of more than 4, and a false discovery rate-adjusted P value of <.001. Interestingly, our network presented four large clusters. Analysis of the network topology revealed a stronger correlation between in-strength and out-strength than between in-degree and out-degree. Further, the mean age of each disease population was related to the position along the regression line of the out/in-strength plot. Conversely, clustering analysis suggested that our network boasted four large clusters with different sex, age, and disease categories.

Conclusions: We constructed a directional and weighted disease network visualizing demographic factors. Our proposed disease network model is expected to be a valuable tool for use by early clinical researchers seeking to explore the relationships among diseases in the future.
Introduction

Traditionally, clinical researchers have pushed forward to explore a number of risk factors that affect a single disease [1-3], and any diseases previously diagnosed are considered important clinical indicators to predict the disorder under investigation [4,5]. Among various methods for unearthing disease relationships, the concept of network medicine could be better suited to understand health and disease [6-8]. Likewise, a disease network was introduced a decade ago as a useful method to study the complex relationships among diseases [9-17].

Under the assumption that diseases are caused by genetic defects, many disease networks were constructed using genomic data [9,11,14]. For example, Li et al constructed a network to investigate disease relationships according to the genes of their shared pathways [14]. Nonetheless, according to the disease lists of the International Statistical Classification of Diseases, 10th revision (ICD-10), many diseases, such as traumatic bone fracture attributed to a traffic accident, are not related to genetic mutations. As such, genome-based disease networks alone are inevitably limited for accurately representing the complex pathogenesis of the relationships among diseases [18].

Thus, disease networks were later constructed using shared clinical information, such as symptoms and comorbidities [12,17]. Zhou et al generated a symptom-based network of human diseases that was based on the similarity of symptoms [17], whereas Hidalgo et al and Barabási et al constructed a comorbidity network using the Medicare database [7,12]. Because these efforts were focused on demonstrating the relationships among shared diseases or symptoms occurring or present at a single point in time, the networks did not take into account investigations of the temporal order of disease manifestations [19].

Recently, researchers have suggested that disease networks should consider temporal directionality when exploring the connections among diseases [13]. For instance, Jensen et al analyzed temporal disease progression patterns according to disease trajectory using the Danish National Patient Registry. In this study, we constructed a directional and weighted disease network visualizing the effects of demographic factors, such as sex, age, and disease outbreak size, according to the relative risk (RR) among diseases using the National Health Insurance Service-National Sample Cohort (NHIS-NSC) of South Korea, which includes epidemiological time series data of 12 years for approximately 1 million patients.

Finally, we investigated the overall patterns of the associations among diseases; network properties, such as clustering, degree, and strength; and the relationship between the structure of the disease network and demographic factors.

Methods

Construction and Visualization of the Disease Network

South Korea is a representative country implementing national health insurance services. The NHIS-NSC contains time insurance information of 1 million out of 50 million Korean (approximately 2%) patients, which was collected between 2002 and 2013. Thus, clinical information can be tracked for 12 years for every patient.

To examine the risk factors for diseases that a patient already had at the beginning of the cohort study, we needed to set an initial period before the main study period to serve as the medical history period. For most chronic diseases, the recommended follow-up interval rarely exceeds 2 years. Therefore, we set the observation period as 2002 through 2003 and the outcome period as 2004 through 2013.

From the sample of 1,016,580 patients who were eligible for National Health Insurance in 2004, we selected 885,125 patients who had at least one record of a medical visit during the aforementioned observation period. We defined this group of patients as the sample cohort. In South Korea, diagnoses are coded in the Korean Classification of Diseases sixth revision (KCD-6), an extension of the ICD-10. The only difference between the KCD-6 and ICD-10 is that the diagnosis codes for Korean medicine are included in the KCD-6 using U20-U99 codes.

To simplify the study, we truncated the KCD-6 codes beyond their third digit, in effect, grouping subcategories of conditions together. In total, the KCD-6, when used between 2002 and 2013, consisted of 2,097 unique diagnoses at the third digit level, and of these, 1,971 diagnoses were included in our data.

Ultimately, we chose only 520 common KCD-6 codes that were the most prevalent diagnoses, covering approximately 80% of the cases for statistical validity.

Support Offered by the Clinical Evidence From Relationships Among Diseases

All statistical analyses and visualizations were performed using the R package “igraph” (version 3.4.4) and Cytoscape. For calculation of the RR, we sought to obtain $P$ values against the null hypothesis, which states that any two diseases present occur independently of one another in the sample cohort. False-discovery rate (FDR) corrections were performed using the Bonferroni method.

Clusters of associated diseases were identified using the random walktrap community detection algorithm [20,21]. This method detects clusters purely according to connectivity (unless specified to use weights) using random walks along edges. The demographic profiling of disease clusters was carried out by pooling the patients identified with at least one of the diagnoses in the cluster.
As a result, patient pools for each cluster are not exclusive but instead overlap somewhat with other clusters. The age distribution of the patient pools was calculated at the beginning of the observation period. An enrichment analysis of the clusters for the KCD categories was performed using the Fisher exact test for adjusted \( P \) values <.05.

**Topological Characteristics of the Disease Network**

In graph theory, the degree of a node is the total number of connections with other nodes. In a directed network, the out-degree of a node is the number of connections with that node as the source, whereas the in-degree of a node is the number of connections with that node as the target. Hence, the degree can be thought of as a measure of the level of disease risk in our network.

In contrast, the strength of a node is the sum of the RR to achieve connections with other nodes. For example, the out-strength and in-strength of node \( i \) are defined, respectively, as follows:

\[
\begin{align*}
    s_{out}(i) &= \sum_j RR_{ij} \quad (1) \\
    s_{in}(i) &= \sum_j RR_{ji} \quad (2)
\end{align*}
\]

where \( RR_{ij} \) is the weight of the edge from node \( i \) to node \( j \), and \( RR_{ji} \) is the weight of the edge from node \( j \) to node \( i \). The out-strength is a measure of the magnitude of disease morbidity, whereas the in-strength is a measure of the magnitude of a disease’s tendency to follow from other diseases.

**Characterization of Large Clusters Throughout Computational Clustering**

To calculate the risk ratio from a risk disease \( D_1 \) to an outcome disease \( D_2 \) (\( D_1 \rightarrow D_2 \)), we need to first identify the group of patients at risk of acquiring \( D_2 \). We regarded a patient as being at risk of disease \( D_2 \) if that patient had no record of being diagnosed with \( D_2 \) during the observation period. Patients were considered to be exposed if they had been diagnosed at least once with disease \( D_1 \) during the observation period. The RR of \( D_1 \rightarrow D_2 \) was defined using the following formula:

\[
RR = \frac{a / (a + b)}{c / (c + d)} \quad (3)
\]

where \( a \) is the number of patients exposed to \( D_1 \) in the initial period and \( D_2 \) in the outcome period; \( b \) is the number of patients exposed to \( D_1 \) in the initial period but not exposed to \( D_2 \) in the outcome period; \( c \) is the number of patients not exposed to \( D_1 \) in the initial period but exposed to \( D_2 \) in the outcome period; and \( d \) is the number of patients not exposed to either \( D_1 \) in the initial period or \( D_2 \) in the outcome period (Table 1).

Since a single misdiagnosis can cause a very large error in the RR value if the numbers in the contingency table are small, we established a minimum size of 947 patients for each group. For example, the diagnosis with the highest prevalence in the initial period was “J20: acute bronchitis,” with 355,045 patients diagnosed at least once in the observation period.

The lowest diagnosis was “R80: isolated proteinuria,” with 947 patients diagnosed during the observation period. Consequently, the at-risk group sizes ranged from 530,080 (885,125 − 355,045) for acute bronchitis to 884,178 (885,125 − 947) for isolated proteinuria.

To select the cut off value for the RR, we chose the closest integer to the top percentile (ie, the closest integer to \( x \) where \( P \) \( \{RR > x\} = .01 \)), which was 4. Therefore, we selected disease relationships with an RR of more than 4 and an FDR-corrected \( P \) value of <.001 to construct our final network.

Accordingly, the prevalence and at-risk group sizes were large enough to accurately determine the RR. Since the self-interaction in this study was not the subject, the total number of theoretical interactions of a total of 520 nodes was found to be 269,880.

**Table 1. Contingency table for disease-disease risk ratio calculation.**

<table>
<thead>
<tr>
<th>Risk disease in 2002-2003</th>
<th>Outcome disease in 2004-2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed</td>
<td>Not exposed</td>
</tr>
<tr>
<td>Exposed</td>
<td>Value(^a)</td>
</tr>
<tr>
<td>Not exposed</td>
<td>Value(^c)</td>
</tr>
</tbody>
</table>

\(^a\) Number of patients exposed to the risk disease (\( D_1 \)) and outcome disease (\( D_2 \)).
\(^b\) Number of patients exposed to \( D_1 \) but not exposed to \( D_2 \).
\(^c\) Number of patients not exposed to \( D_1 \) but exposed to \( D_2 \).
\(^d\) Number of patients not exposed to either \( D_1 \) or \( D_2 \).

**Results**

**Construction and Visualization of the Disease Network**

Initially, for the construction and visualization of our final disease network, we selected an RR of more than 4 and an FDR-adjusted \( P \) value of <.001. As a result, we were able to obtain a disease network with four clusters, 294 nodes, and 3085 edges (Figure 1).

For better clinically intuitive visualization, we designed a visualization scheme such that the color of the disease node would reflect the age of the patient affected with the disease and that the outbreak size would reflect the relative number of patients. The shape of the node was indicated by a rectangle. Node widths represented the number of female patients, whereas the heights represented the number of male patients. For node colors, the intensity of the red channel was proportional to the ratio of patients younger than 30 years, the intensity of the green
channel was proportional to the ratio of patients aged between 30 and 59 years, and the intensity of the blue channel was proportional to the ratio of patients aged 60 years or older.

Meanwhile, to indicate the directionality and weight of the node, the edges were represented by arrows and the relative thickness was represented in gray. The number of patients in each sex and age group for each disease was calculated at the beginning of the outcome period based on the included patients’ histories during the observation period.

**Figure 1.** Visualization of the disease network. The network is constructed using the prefuse force-directed layout.

---

Support Offered by the Clinical Evidence From Relationships Among Diseases

To determine whether the correlations among inferred diseases in our disease network model were clinically meaningful, we investigated the available literature concerning the top six disease-disease associations with the highest RR values from the established disease network.

Most results appeared in agreement with previously known associations among diseases (Table 2). A substantial nosologic and biologic overlap exists between bipolar disorder and schizophrenia [22,23]. Further, long-standing hypertension is known to be an important cause and consequence of chronic kidney disease [24]. It is also well-known that anemia develops into chronic kidney disease and portends an unfavorable prognosis [25].

Interestingly, the association between diabetes mellitus in pregnancy and neonatal jaundice was also very high, despite the fact that neonates are never pregnant. This outcome is possible because diagnoses for infants who are not yet in the national registry are filled out under the mother’s account for insurance [26-28]. Another interesting aspect of our results was the fact that neonatal jaundice and diaper dermatitis were strongly associated with one another, which was not observed in previous epidemiological studies.
Table 2. Top relative risk values.

<table>
<thead>
<tr>
<th>Risk factor disease</th>
<th>Outcome disease</th>
<th>RR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bipolar affective disorder</td>
<td>Schizophrenia</td>
<td>34.4</td>
<td>[22,23]</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>Hypertensive renal disease</td>
<td>31.9</td>
<td>[24]</td>
</tr>
<tr>
<td>Diabetes mellitus in pregnancy</td>
<td>Neonatal jaundice</td>
<td>29.1</td>
<td>[26-28]</td>
</tr>
<tr>
<td>Neonatal jaundice</td>
<td>Diaper dermatitis</td>
<td>28.1</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>Anemia in chronic disease</td>
<td>27.4</td>
<td>[25]</td>
</tr>
<tr>
<td>Hemorrhage in early pregnancy</td>
<td>Neonatal jaundice</td>
<td>26.1</td>
<td>[27]</td>
</tr>
</tbody>
</table>

<sup>a</sup>RR: relative risk.

<sup>b</sup>N/A: not applicable.

Topological Characteristics of the Disease Network

We investigated the in- and out-degree distributions of our constructed network. Like many other networks, the in- and out-degrees of our network followed a power-law distribution with a long tail [29] (Figure 2). However, in contrast with the degrees, neither in- nor out-strength followed the power-law distribution (Figure 3).

Figure 2. Distribution of the network for in- and out-degrees.

Figure 3. Distribution of the network for in- and out-strength.
Table 3 shows the top six diseases with the highest out-degree, in-degree, out-strength, and in-strength results. The top out-degree diseases included diseases that are known to affect many other conditions such as chronic kidney disease and essential hypertension.

The top in-degree diseases are known to be associated with long-term hospitalization or immunocompromise, which are statuses that can arise from various diseases. The top out-degree and top out-strength diseases had considerable overlap, with polyneuropathy, senile cataract, and retinal disorders all being both high out-degree and high out-strength diseases. Patients with these diseases may be at greater risk for developing multiple comorbidities.

The top in-degree and top in-strength diseases included Parkinson disease, chronic kidney disease, anemia in chronic disease, and osteoporosis with pathological fracture. This suggests that many different diseases can have a strong tendency for coverage onto these diseases. Subsequently, we explored the relationships between out-degree and in-degree and between out-strength and in-strength results.

The correlation between the out-strength and in-strength findings (Pearson correlation coefficient: 0.72) was stronger than that between the out-degree and in-degree findings (Pearson correlation coefficient: 0.57) (Figure 4). This means that diseases show strong tendencies to develop from other diseases. For better characterization, we color-coded the diseases in the out/in-strength plot according to the age composition of the patients (Figure 5). This revealed that mean age was related with positioning along the regression line of the out/in-strength plot.

### Table 3. Top out-/in-degree diseases and top out-/in-strength diagnoses.

<table>
<thead>
<tr>
<th>KCD&lt;sup&gt;a&lt;/sup&gt; code and disease</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Top out-degree diseases</strong></td>
<td></td>
</tr>
<tr>
<td>G63: polyneuropathy</td>
<td>43</td>
</tr>
<tr>
<td>C61: malignant neoplasm of the prostate</td>
<td>43</td>
</tr>
<tr>
<td>H25: senile cataract</td>
<td>43</td>
</tr>
<tr>
<td>H36: retinal disorders</td>
<td>42</td>
</tr>
<tr>
<td>N18: chronic kidney disease</td>
<td>42</td>
</tr>
<tr>
<td>I10: essential hypertension</td>
<td>39</td>
</tr>
<tr>
<td><strong>Top in-degree diseases</strong></td>
<td></td>
</tr>
<tr>
<td>G20: Parkinson disease</td>
<td>82</td>
</tr>
<tr>
<td>M80: osteoporosis with pathological fracture</td>
<td>64</td>
</tr>
<tr>
<td>N18: chronic kidney disease</td>
<td>62</td>
</tr>
<tr>
<td>D63: anemia in chronic diseases</td>
<td>61</td>
</tr>
<tr>
<td>A41: sepsis</td>
<td>59</td>
</tr>
<tr>
<td><strong>Top out-strength diseases</strong></td>
<td></td>
</tr>
<tr>
<td>G63: polyneuropathy</td>
<td>1057</td>
</tr>
<tr>
<td>H36: retinal disorders</td>
<td>998</td>
</tr>
<tr>
<td>M48: spondylopathies</td>
<td>992</td>
</tr>
<tr>
<td>H25: senile cataract</td>
<td>992</td>
</tr>
<tr>
<td>M81: osteoporosis without pathological fracture</td>
<td>981</td>
</tr>
<tr>
<td>M17: arthrosis of the knee</td>
<td>979</td>
</tr>
<tr>
<td><strong>Top in-strength diseases</strong></td>
<td></td>
</tr>
<tr>
<td>G20: Parkinson disease</td>
<td>1197</td>
</tr>
<tr>
<td>N18: chronic kidney disease</td>
<td>1135</td>
</tr>
<tr>
<td>D63: anemia in chronic diseases</td>
<td>1123</td>
</tr>
<tr>
<td>M80: osteoporosis with pathological fracture</td>
<td>1120</td>
</tr>
<tr>
<td>I12: hypertensive renal disease</td>
<td>1100</td>
</tr>
<tr>
<td>H27: disorder of the lens</td>
<td>1089</td>
</tr>
</tbody>
</table>

<sup>a</sup>KCD: Korean Classification of Diseases.
Characterization of Large Clusters Throughout Computational Clustering

To confirm whether the visually observed clustering in Figure 1 was an artifact of the layout algorithm, we employed a random walktrap algorithm for network clustering [20,21].

A total of 19 clusters were detected, including four large clusters of a size greater than 38 and 15 small clusters of a size less than 13. When we color-coded the network using these four major clusters, we could see that the top right and top left clusters were almost exactly as visualized, but the largest cluster was detected as two large subclusters (Figure 6).

This confirmed that disease associations grouped diseases into a few distinct clusters and that this occurred independently of the prefuse force-directed layout. Interestingly, the modularity score for the random walktrap algorithm (0.53) was more than twice the score for the KCD categories (0.24). To see whether the four major clusters actually had the characteristics that we noticed in the visualization, we profiled the clusters with respect to the age distribution and sex ratio of the affected patients (Figure 7).

Patients diagnosed with diseases in clusters 1 and 3 were relatively older (mean age of 47.4 [SD 18.22] years and 48.19 [SD 18.66] years, respectively). The diseases in cluster 2 were...
dominated by women of reproductive age (the ratio of males to females was 1:18.67; mean age: 39.38 [SD 13.08] years). Cluster 4 included patients who were relatively young, with slightly more females (the ratio of males to females was 1:1.22; mean age: 31.7 [SD 21.56] years).

We profiled the KCD classes of each cluster and performed an enrichment analysis to investigate the types of diseases that were enriched in each cluster ($P=.05$). Although every cluster contained its own disease groups (Multimedia Appendix 1), the enrichment analysis revealed that each of the four major clusters was enriched with nonoverlapping sets of KCD categories (Multimedia Appendix 2). Since each cluster had distinct characteristics, we labeled the major clusters from 1 to 4, according to their most prominent features, as “chronic debilitation,” “women’s disease,” “hemato-oncology,” and “infectious disease” clusters, respectively.

**Figure 6.** Four major clusters of the network.

**Figure 7.** Age distribution and sex ratio for the four major clusters.

**Discussion**

**Principal Findings**

In this study, we proposed a comprehensive method for modeling a disease network with directionality and weight of edges using medical claims data. We selected only the most common diagnoses to avoid an overestimation of RR among rare diseases. The $\varphi$ correlation is also useful to avoid overestimation of associations among rare diseases [12], but it is clinically less intuitive and unnecessary for the purpose of studying the overall pattern of common disease associations. Epidemiological factors, such as age and sex, are important inducers of disease development [30-33]; they are, in effect, the most critical clinical factors affecting the prevalence and classification of diseases.

Another purpose of this study was to dissolve these various factors in the disease network and to see how various factors
affect the structure and dynamics of the disease network. In addition, these factors were reflected in the visualization of the disease network. In our disease network model, we proposed an intuitive visualization method that maximizes clinical usability.

Nodes indicate the patient outbreak size, and at the same time, represent the relative proportion of width (women) and height (men) in a rectangle. In addition, each node is divided into red for young patients, green for middle-aged patients, and blue for old patients. Conversely, the RR and direction among diseases can be intuitively grasped through the arrow and the thickness of the edge.

As a result, our visualization method of a disease network can help to intuitively identify the direction and RR among diseases and can help to effectively understand the age distribution, sex ratio, and disease outbreak size. The directionality of the disease relationship is a consequence of the study design being longitudinal with a chronological order. Strong RR values support disease association in a chronological order, which is a prerequisite for causality among diseases in clinical research [34]. Because of this, our network can be a starting point to investigate causality among diseases. Here, we examined the literature on disease relationships with high RRs.

Limitations

The NHIS-NSC includes the proportional stratified sampling data of 1,025,340 patients from among 47,851,928 patients. These patients were randomly extracted by age group, sex, eligibility status, and income level using a proportional stratified sampling method [35]. In general, NHIS-NSC data are representative, but some rare diseases may lose their representativeness owing to the difficulty in obtaining statistical significance. Owing to these limitations, this study excluded disease groups with a small sample size, and rare diseases that have not been assessed in this study are expected to be evaluated in future studies.

As a result, we have shown that our network can provide clues to reveal the causal relationships among diseases. In our network, neonatal jaundice and diaper dermatitis presented a statistically meaningful association (RR=28.1, \(P<.001\)), but we did not find other supporting evidence of such an association during the literature search. Nonetheless, this does not mean that our network had an incorrect result. Rather, it suggests the possibility of associations that researchers have not yet discovered. In a strict sense, it can be difficult to say that this is a causal relationship because directionality can only be thought of as the natural progression of a disease, the outcome of a treatment, or the process of making a diagnosis.

Conclusions

During our research, we investigated network topologies, such as degree and strength. Both in- and out-degrees followed power-law distribution like other biological networks; however, strength distributions did not. Since the RR values did not indicate causality, we cannot say that a certain disease is the cause of many other diseases by only looking at out-degrees and out-strengths. Despite this, patients with high out-degree and high out-strength diseases (eg, polynuropathy, retinal disorders, and senile cataract) are worthy of special attention for secondary prevention purposes. Similarly, diseases with high in-degree and high in-strength findings, such as Parkinson disease, osteoporosis with pathological fracture, and chronic kidney disease, can be seen as common comorbidities of many different diseases.

We found stronger correlations between in- and out-strengths than between in- and out-degrees. Moreover, a stronger risk associated with a disease tended to be related to older affected patients. The association between age and strength suggested that the previously discovered correlation between disease connectivity and mortality could be explained by the phenomenon of increased risk strength.

Through clustering of the network, we found four major disease clusters with distinct demographic characteristics. Interestingly, each cluster was exclusively enriched in KCD categories and had a different mean age and sex ratio. The clustering patterns analyzed using our network suggest that KCD categories, age, and sex have strong influences on disease associations and highlight the importance of demographic factors. Since patients with diseases within a cluster tend to acquire other diseases within the same cluster, we may be able to minimize the onset of comorbidities through patient care by configuring specialty clinics to cater to clusters or subclusters of associated diseases, as is the case with obstetrics and gynecology.

In this regard, our proposed disease network model will likely serve as a valuable tool for early clinical researchers seeking to further explore the relationships of diseases in the future.

For future study attempts, we will take into account the dynamicity of network-considered time order and assess the network collapse point that can affect the overall network structure.
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Abstract

Background: Physician rating websites (PRWs) are a device people use actively and passively, although their objective capabilities are insufficient when it comes to judging the medical performance and qualification of physicians. PRWs are an innovation born of the potential of the Internet and boosted very much by the longstanding policy of improving and encouraging patient participation in medical decision-making. A mismatch is feared between patient motivations to participate and their capabilities of doing so well. Awareness of such a mismatch might contribute to some skepticism of patient-written physician reviews on PRWs.

Objective: We intend to test whether health literacy is able to dampen the effects that a patient-written review of a physician’s performance might have on physician choice.

Methods: An experiment was conducted within a survey interview. Participants were put into a fictitious decision situation in which they had to choose between two physicians on the basis of their profiles on a PRW. One of the physician profiles contained the experimental stimulus in the form of a friendly and a critical written review. The dependent variable was physician choice. An attitude differential, trust differential, and two measures of health literacy, the newest vital sign as an example of a performance-based measure and eHealth Literacy Scale as an example of a perception-based measure, were tested for roles as intermediary variables. Analysis traced the influence of the review tendency on the dependent variables and a possible moderating effect of health literacy on these influences.

Results: Reviews of a physician’s competence and medical skill affected participant choice of a physician. High health literacy dampened these effects only in the case of the perception-based measure and only for the negative review. Correspondingly, the effect of the review tendency appeared to be stronger for the positive review. Attitudes and trust only affected physician choice when included as covariants, considerably increasing the variance explained by regression models.

Conclusions: Findings sustain physician worries that even one negative PRW review can affect patient choice and damage doctors’ reputations. Hopes that health literacy might raise awareness of the poor basis of physician reviews and ratings given by patients have some foundation.

(J Med Internet Res 2020;22(4):e14134) doi:10.2196/14134
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Introduction

Physician Rating Websites

Physician rating websites on the internet (PRWs) came about as a synergy between technological innovation and social reform. The innovation, of course, was the advent and rapid development of the internet. The social reform linked to it was the longstanding public health policy of encouraging patients to participate more actively and autonomously in their health care and preservation.
A key element of the Web 2.0 is electronic world of mouth (eWOM), through which consumers have the chance to evaluate any conceivable product or brand [1] and read evaluations posted by others. This increasingly affects consumer choices [2] and shifts the consumer into a new, more powerful position [3,4]. Some have seen this as generating more equality and democracy in the relationship between seller and customer [5].

eWOM devices soon reached into the field of health care, with PRWs as a prominent example. PRWs are promoted as a medium to increase transparency by communicating health care consumer experiences physicians to a large audience. These websites are becoming increasingly popular; as many as 59% of participants in a representative American study indicated that PRWs were important when choosing a doctor [6], while 25% of Germans [7] have searched for a doctor on the internet. Physician reviews are becoming more and more commonplace, and awareness of PRWs seems to be high in the general population [6,8]. The simple, easily comprehensible, narrative nature of physician rating websites seems to catch users’ attention and appeal to them more than formal quality information such as academic qualifications, degrees, or areas of specialization [9]. Yet, it is largely one-sided communication. Less than 2% of the reviews are responded to by physicians. The share has been growing recently, but is still very low [10].

The benefits of PRWs for health care consumers’ physician choice have been debated [11-13]. Physicians often feel discomfited with open and nonregulated patient feedback platforms [14,15], mainly because they assume health care consumers do not have enough knowledge to pass judgment on a trained physician’s diagnosis and therapeutic recommendations [16].

Assessment of the quality of health care by medical laity differs from expert assessments and is likely to be erroneous, ill-founded, or irrelevant. Decisions based on these assessments, or so health professionals fear, run a high risk of not being in the patient’s best interest as health professionals would see it. In helping the development of PRWs, the ideal of health literacy may have created a form of health communication that is likely to have many drawbacks.

On a more general level, patient satisfaction is not necessarily related to objective outcome-of-care assessments [17-20]. PRW reviews or ratings were found to be only selectively [21,22], weakly [23], or not at all associated to objective measures of quality such as mortality rates [24,25] or surgeon volume. Furthermore, patient judgment of health care quality may be clouded by circumstantial factors. For example, a study by Swiss researchers found in a pre-post test assessment that the renovation of a medical practice led patients to give better ratings not only to the practice infrastructure but also the quality of the staff and the care received, even though personnel and care remained the same [26].

Physicians and patients alike doubt the qualification of patients to pass judgment of the medical qualification of physicians or the technical and outcome aspects of care [27-29]. Patients preferred recommendations from experts when choosing a physician because they perceived them to be more trustworthy and of higher expertise than reviews from patients [30].

As a patient review of a physician’s medical capabilities often is communication from a source whose insight into medical knowledge cannot level with a university-trained physician, the question is raised, does it matter? It will matter if the reviews have effects, for instance, on physician choice. This study investigated the effect of favorable and unfavorable patient reviews of a physician’s medical capabilities on patient attitudes toward a physician and their choice of physician. A second concern was possible ways to dampen these effects, and here health literacy comes into view.

Patient Participation and Health Literacy

A more active patient participation in health care is generally wished for, for medical reasons—it accelerates, some claim, the process of healing and improves health outcomes [31]—as well as for social values that grant individuals mastery over their own lives, as a well-known definition of empowerment has it [32]. Limited health literacy is found in substantial minorities of populations [33,34] and associated with bad self-care [35-37], bad general health [38,39], and premature death [40]. High health literacy is associated with a number of positive consequences, such as improved disease management [41].

As a young concept, health literacy was restricted to basic understanding of health matters. It was defined as the ability “to obtain, process, and understand basic health information and services needed to make appropriate health decisions” [42]. Later conceptualizations included more demanding abilities in the notion, among them the ability to critically assess the trustworthiness and credibility of the sources of health information [43]. Such ability would make, one can argue, people with high health literacy recognize the questionable nature of the source of physician ratings and consequently activate their skepticism of the credibility of the raters. This should assuage the effects of the reviews.

Hypotheses

The most fundamental relationship to be considered is the effect of positive and negative PRW text reviews of a physician’s performance. The effect considered foremost is on health care consumers’ choices of a physician. This research interest is captured in the first hypothesis:

- **Hypothesis 1**: Health care consumers who read a positive text review on the competence of a fictional physician will choose this physician more often than consumers who read a negative text review.

Studies from adjacent fields suggest that negative information is especially powerful in impacting internet users’ opinion on a given subject. Specifically, negative information catches people’s attention more than positive content as it refers to hazards, the warning against which was crucial for human survival from an evolutionary perspective [44]. A stronger effect of negative reviews was also found in eWOM for product choices [45] as well as credibility [46,47]. Some medical research, however, finds an equal effect on PRW users’ choices of positive and negative reviews. An American study, for instance, found that 37% of PRW users avoided a physician when they were confronted with bad reviews, while 35%
decided to consult a physician when facing positive evaluations [6,7,48-50]. These inconclusive findings suggest a research question on the influence of review valence on the strength of the effect of negative and positive reviews.

• Research Question 1: Do negative or positive text reviews have a stronger effect on patient choice of a physician?

The analysis must be mindful of the fact that PRW reviews are predominantly positive (ranging from 63% to 88%) as studies from websites in the United States [51-54], Germany [55], the United Kingdom [56], Poland [57], and China [58] report. People with high health literacy acknowledge that a lay person’s ability to assess a physician’s medical competence is limited and do not consider reviews when they make their physician choice. Technically speaking, this means high health literacy would diminish the relationship between review tendency and physician choice and attitudes. In other words: health literacy would negatively moderate the effect of the review. This is the major relationship we want to demonstrate in this research (Hypothesis 2).

• Hypothesis 2: High health literacy will weaken the effect of review tendency on attitudes and physician choice (negative moderation effect).

The association between review tendency and behavioral intentions, physician choice in our case, might be made more complex by attitudes or trust. Several models are conceivable. Attitudes and trust may mediate the effect of review tendency on physician choice, and attitudes and trust might interfere in the assuaging role of health literacy if there is such.

Table 1. Sociodemographic characteristics of participants by experimental group (n=254).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Positive review n=126</th>
<th>Negative review n=128</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>59 (46.8)</td>
<td>66 (51.6)</td>
<td>.71a</td>
</tr>
<tr>
<td>Female</td>
<td>67 (53.2)</td>
<td>62 (48.4)</td>
<td>—</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (primary or secondary school or apprenticeship)</td>
<td>65 (51.6)</td>
<td>61 (47.7)</td>
<td>.32a</td>
</tr>
<tr>
<td>Medium (high school or similar)</td>
<td>31 (24.6)</td>
<td>24 (18.8)</td>
<td>—</td>
</tr>
<tr>
<td>High (applied science or university degree)</td>
<td>30 (23.8)</td>
<td>43 (33.6)</td>
<td>—</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>45.75 (14.46)</td>
<td>51.66 (15.85)</td>
<td>.09b</td>
</tr>
</tbody>
</table>

aChi-square test.
bOne-way analysis of variance.

Methods

Data Collection and Sample Characteristics

An online survey was conducted in March 2017 via a contracting firm (Qualtrics) specialized in survey administration and market research data collection. The ethics committee at the Università della Svizzera Italiana confirmed the study was outside the committee’s jurisdiction (CE 2017-1). For inclusion in the study, participants had to be (1) aged 18 years or older, (2) residing in the German part of Switzerland, and (3) fluent in German. Data collection was anonymous, and participants could only participate once. Based on the ultimate of three pretests (n=24 took part in total), the median survey completion time was 14 minutes. To ensure validity, participants who used less than two-thirds of the median time (9 minutes) were excluded. Participants who did not pass the manipulation check, in which they were asked about the number of text reviews present on each of the two physician profiles, were screened out as well. A total of 258 participants passed the time and manipulation checks. When the data were screened for automatic response behavior, 4 more cases were excluded, yielding a final sample of 254 cases. The sample was equally split in terms of gender (129/254, 50.8% female), had education levels that are comparable to the Swiss general population [59], and participants were on average 47.8 (SD 16.05) years old (range 18-85 years; see Table 1).

Research Question 2: How do attitudes and trust affect the influences on patient choice of a physician?

Procedures

In the first part of the survey, participants were asked about their search behaviors on the internet and basic sociodemographic questions (Table 1). Next, they were exposed to a hypothetical scenario to introduce them to a physician selection task. The scenario was developed in cooperation with a medical doctor to ensure its reasonability. Specifically, participants were asked to imagine to have been hurt by a nail during their move to a new town. Subsequently, the wound got infected. Because they had not met anyone yet to ask for a recommendation of a physician, they would look for one online and find the PRWs of two doctors, among whom they would need to choose one. The complete instructions can be found in Multimedia Appendix 1. The PRWs were designed as to resemble real PRWs as much as possible.

The fictional doctors were named Dr med Thomas Müller and Dr med Michael Schmidt, both common German names to resemble real PRWs as much as possible. Based on the finding that users pay more attention to written than numerical reviews [9], one of two written reviews in Dr M Müller and Dr med Schmidt’s profile was manipulated to resemble a positive and the other a negative review. The fictional doctors were named Dr med Michael Schmidt, both common German names to provide a realistic scenario. Based on the finding that users pay more attention to written than numerical reviews [9], one of two written reviews in Dr Müller’s profile was manipulated to resemble a positive and the other a negative review. The fictional doctors were named Dr med Michael Schmidt, both common German names to provide a realistic scenario. Based on the finding that users pay more attention to written than numerical reviews [9], one of two written reviews in Dr Müller’s profile was manipulated to resemble a positive and the other a negative review.
(assessing his competence positively or negatively), and participants were randomly assigned to either one of two conditions. Recruitment and randomization to experimental and control conditions followed Qualtrics procedures based on random numbers. As research finds the number of written reviews on PRWs rather small [60,61], we offered two of them on Dr Müller’s rating site, one of which was manipulated, and none on Dr Schmidt’s profile. The numerical scores on both PRWs varied slightly but produced the same average assessment. Dr Schmidt’s PRW was not manipulated and, borrowing an idea from Li and colleagues [62], added solely for the purpose of creating a decision situation (see Figure 1 for an example of the profiles). All relevant information on the website (eg, overall numerical rating score, number of numeric reviews) except the manipulated text review were similar across conditions. We chose the reviews rather than the ratings for manipulation because they are more variable, which will be helpful in future studies. The two profiles differed only minimally in terms of information content to make the choice situation more realistic (eg, house number of the practice address, phone number). The display order of the two doctors’ profiles was randomized to account for primacy effects. There were actually more differences as the experiment was in a 2×2 factorial design with the presence or absence of a warning message as second independent variable, but this is of no relevance to the analyses reported in this article and is therefore not mentioned further.

Figure 1. Stimulus material for unfavorable review condition.

Dependent and Intervening Measures

For physician choice, the major dependent variable in all analyses, participants were asked which one of the two physicians they would choose (7=definitely Dr Müller, 1=definitely Dr Schmidt). As only Dr Müller had received reviews, the scale values are referred to as preference for Dr Müller. The attitudinal variables pertaining to RQ2 included an attitude differential and a trust differential. Attitude toward each of the profiles was surveyed based on semantic differential 5-point scales consisting of 8 items. Adjective pairs included, for example, helpful versus useless, realistic versus forged, reliable versus unreliable. One item was reversed to check users’ attention to account for automatic response behavior. The average score of the 8 items was calculated and the difference between the two physicians calculated and used in the analysis. This was done as Dr Schmidt’s evaluation was of no interest, while the comparison between the two doctors was.

Trust in the respective physician, specifically the impression participants formed of him, was measured by three items: Dr X makes a good impression on me, Dr X convinces me, I would trust Dr X (1=not at all true, 7=entirely true). A cumulative score was calculated and subsequently averaged after reliability checks were found to be satisfactory. All scales achieved satisfactory internal reliability with Cronbach alpha above .85.
As was done for attitudes, the variable used was the difference between the two physicians’ cumulative scores. An overview of the variables and scale details can be found in Table 2, and the complete questionnaire in Multimedia Appendix 2.

For the measurement of health literacy, two types of indicators are available. The classic measures are based on the performance of patients, as in their ability to correctly pronounce medical terms (Rapid Estimate of Adult Literacy in Medicine) [63] or complete omissions in sentences describing medical matters (Short Test of Functional Health Literacy in Adults) [64]. As the concept was extended by more demanding cognitive abilities, new measures were introduced, based on the (self)perception of health care consumers. While performance-based measures can claim a high degree of objectivity, perception-based measures are undoubtedly subjective and therefore prone to be affected by a person’s biases, ideals, and needs. We chose two measures, one of each type: the eHealth Literacy Scale (eHEALS) measure [65], in a validated German translation [66], as an example of the perception-based type and the newest vital sign (NVS [67]), also in the German version, for the performance-based measure.

The original eHEALS consists of 8 items; we used 7 of them, probably not wisely, because the item “I know what health resources are available on the internet” did not work well in some of our studies, but did in others [68]. Users rated the items on 5-point scales (1=strongly agree, 5=strongly disagree); the items were averaged and had a satisfactory reliability (Cronbach alpha=.86).

The NVS consisted of items assessing reading comprehension and calculation questions referring to the information given on a fictitious ice cream nutrition label. For every correct answer, one point was assigned, adding up to a final score between 0 and 6, with higher scores indicating higher literacy levels. Applying the standard procedure for translating such materials, the German version was translated from English independently by two native speakers of German and then backtranslated independently by two native speakers of English, discussing and resolving discrepancies at both stages. A separate formal validation was not conducted. For an overview of the scales, see Table 2.

Table 2. Independent and moderator variables, their function and descriptive statistics, scale, and item properties (n=254).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Function in analysis</th>
<th>Items n</th>
<th>Scale range</th>
<th>Mean (SD)</th>
<th>Reliability Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance-based health literacy (NVS&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>Moderator in analysis pertaining to H2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6</td>
<td>0 to 6</td>
<td>4.29 (1.72)</td>
<td>n/a</td>
</tr>
<tr>
<td>Perception-based health literacy (eHEALS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>Moderator in analysis pertaining to H2</td>
<td>7</td>
<td>1 to 5</td>
<td>3.65 (0.68)</td>
<td>.86</td>
</tr>
<tr>
<td>Physician choice (7=Dr Müller, 1=Dr Schmidt)</td>
<td>Moderator in analysis pertaining to H2</td>
<td>1</td>
<td>1 to 7</td>
<td>3.48 (1.71)</td>
<td>n/a</td>
</tr>
<tr>
<td>Attitude differential Dr Müller over Dr Schmidt</td>
<td>Intermediary</td>
<td>8</td>
<td>–4 to 4</td>
<td>0.29 (0.79)</td>
<td>.89</td>
</tr>
<tr>
<td>Trust differential Dr Müller over Dr Schmidt</td>
<td>Intermediary</td>
<td>3</td>
<td>–6 to 6</td>
<td>0.29 (1.68)</td>
<td>.88</td>
</tr>
<tr>
<td>Skepticism of eWOM&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>Not in hypotheses but helps explain findings</td>
<td>10</td>
<td>1 to 5</td>
<td>2.96 (0.69)</td>
<td>.88</td>
</tr>
<tr>
<td>Usefulness of PRW&lt;sup&gt;f&lt;/sup&gt; information&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Not in hypotheses but helps explain findings</td>
<td>3</td>
<td>1 to 7</td>
<td>4.10 (1.59)</td>
<td>.95</td>
</tr>
</tbody>
</table>

<sup>a</sup>NVS: Newest Vital Sign.
<sup>b</sup>H2: hypothesis 2.
<sup>c</sup>eHEALS: eHealth Literacy Scale.
<sup>d</sup>eWOM: electronic word of mouth.
<sup>e</sup>Adapted from Grabner-Kräuter and Waiguny [69].
<sup>f</sup>PRW: physician rating website.
<sup>g</sup>Adapted from Diviani et al [68].

Table 2 lists two variables not entered in the hypotheses and research questions but later used for interpretation of results. The perceived usefulness of reviews on websites was assessed (1=not at all, 7=very useful) based on 3 items adapted from Grabner-Kräuter and Waiguny [69] (see Multimedia Appendix 2 for questionnaire). A cumulative average score was calculated after the scale was checked for internal reliability.

Skepticism toward eWOM adapted to the PRW context [70] was assessed on a 5-point scale (1=strongly disagree, 5=completely agree) applied to 8 items inquiring about participants’ agreement with statements. Individual item scores were also added up and averaged after internal reliability checks were found to be satisfactory.

All variables were coded in a direction so that correlations between hypothesized or intuitively associated variables were positive. In particular, high scale values indicate a friendly review tendency, a stronger preference for Dr Müller over Dr Schmidt, high level of health literacy (on both measures), more favorable attitudes toward Dr Müller compared with Dr Schmidt (attitude differential), and higher trust in Dr Müller compared...
with Dr Schmidt (trust differential). The hypothesized negative moderator role of health literacy on the association between review tendency and preference for Dr Müller would show in negative effect coefficients.

Analysis
The collected data were analyzed quantitatively using SPSS Statistics 23.0 software package (IBM Corp). First, data were analyzed for uni- and multivariate outliers, nonnormality, and missing data [71]. H1 was tested and RQ1 answered by comparing means, and t tests, chi-square difference tests, and one-way analysis of variance (ANOVA) were applied to assess potential differences between the experimental groups. To test the moderating effect of health literacy on choice behavior (H2), moderation analyses (model 1) based on the PROCESS macro for SPSS version 2.16.3 (AF Hayes) were applied [72]. For the analysis of the final model, which includes attitudes and trust as covariates (RQ2), we added these covariates to the PROCESS command line in model 1, the cov option).

Results
Effect of Review Tendency on Physician Choice and Attitudes
H1 held that health care consumers who encountered a positive text review of Dr Müller’s competence would choose him more often than consumers who read a negative review. Individuals who read a positive assessment of Dr Müller’s competence were more willing to choose him than participants who saw the negative assessment. ANOVA for testing significance found an impact of the review tendency on physician choice, with a significant main effect. The average scores and details of significance tests are shown in Table 3. These findings indicate that the tendency of reviews of a physician’s competence impact users’ choices. H1 is supported: reviews matter.

The group confronted with a negative review of Dr Müller rated their attitudes toward the two physicians similarly. When there was a positive review of Dr Müller, his mean attitudinal rating was clearly higher than Dr Schmidt’s. Trust in Dr Müller exceeded trust in Dr Schmidt by 1.02 (SD 1.49) scale points when Dr Müller was reviewed positively and fell short by –0.43 scale points when the rating was negative. Both differences were highly significant (attitudinal differential $F_{1,252}=41.151$, $P<.001$; trust differential $F_{1,252}=134.656$, $P<.001$). These results indicate that, aside from physician choice, health care consumers’ attitudes and trust can also be affected by review tendency. For a simple overview of the difference review tendency makes, see Table 3.

RQ1, on the magnitude of effect of negative and positive reviews, can be tentatively answered in favor of positive reviews. The physician choice measure ranged from 1 to 7 and has 4 as the meaningful middle point, which indicates similar likelihood to choose either one of the doctors. In the condition of a negative review, the score fell 0.31 scale points down from the middle on the preference for Dr Schmidt’s side, while with a positive review it was 1.37 points on the preference for Dr Müller’s side. As just shown, attitude and trust differentials as indicators of the evaluation of the two physicians reacted significantly more strongly to positive than negative reviews (0.58 vs 0.01 in case of the attitude differential, and 1.02 vs –0.43 in case of the trust differential). A similar test for the more obvious outcome variable, physician preference, is not possible, as the difference was asked in just one question and the deviation from the scale mean is good for illustration but is no basis for significance testing. Without a strict testing for significance, these results suggest rather than validly support that in our setting the positive review seemed to have had the stronger effect on preference, too.
Table 3. Preference and assessment of fictitious doctors in different conditions.

<table>
<thead>
<tr>
<th>Experimental condition</th>
<th>Line #</th>
<th>Prefer Dr Muller over Dr Schmidt</th>
<th>Objects and attitudes of trust</th>
<th>Attitudes</th>
<th>Trust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative review on Müller profile</td>
<td>1</td>
<td>3.69 (1.63)</td>
<td>Schmidt</td>
<td>3.18 (0.53)</td>
<td>3.96 (1.08)</td>
</tr>
<tr>
<td>Negative review on Müller profile</td>
<td>2</td>
<td>—</td>
<td>Müller</td>
<td>3.17 (0.64)</td>
<td>3.53 (1.22)</td>
</tr>
<tr>
<td>Negative review on Müller profile</td>
<td>3</td>
<td>—</td>
<td>Δ (2–1)</td>
<td>–0.01 (0.75)</td>
<td>–0.43 (1.56)</td>
</tr>
<tr>
<td>Positive review on Müller profile</td>
<td>4</td>
<td>5.37 (1.34)</td>
<td>Schmidt</td>
<td>3.15 (0.62)</td>
<td>3.91 (1.07)</td>
</tr>
<tr>
<td>Positive review on Müller profile</td>
<td>5</td>
<td>—</td>
<td>Müller</td>
<td>3.73 (0.64)</td>
<td>4.94 (1.17)</td>
</tr>
<tr>
<td>Positive review on Müller profile</td>
<td>6</td>
<td>—</td>
<td>Δ (5–4)</td>
<td>0.58 (0.72)</td>
<td>1.02 (1.47)</td>
</tr>
<tr>
<td>Grand difference as indicator of difference between the conditions Δ (4–1)</td>
<td>7</td>
<td>1.68</td>
<td>Δ (6–3)</td>
<td>0.59</td>
<td>1.45</td>
</tr>
</tbody>
</table>

Significance

<table>
<thead>
<tr>
<th>n/a</th>
<th>F/t</th>
<th>df</th>
<th>P value</th>
<th>η²</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80.55</td>
<td>1250</td>
<td>&lt;.001</td>
<td>0.244</td>
<td>.235</td>
</tr>
</tbody>
</table>

Note: F/t: indicator of model fit. df: degree of freedom. η²: indicator of association between dependent and independent variables. R²: indicator of contribution of independent on dependent variables.

Adding Health Literacy to the Picture

Our question was whether the effect of review tendency on doctors’ choice was dependent on the level of health literacy. The logic of the moderation analysis is to calculate and assess the impact of the interaction of the independent and moderator variables on top of the main effect of both. We can only speak of moderation if the interaction can be shown to exert a significant influence beyond the main effect of review tendency as the hypothesized independent variable and health literacy as the hypothesized moderator. Effects were only found for the eHEALS. Therefore, the analysis proceeds with this measure as indicator of health literacy. The hypothesis was that the more literate the consumer was, the weaker the effect would be of review tendency on the preference for the reviewed doctor. The reason for that is that highly literate people (particularly those who consider themselves as being more familiar with the internet) are less willing to believe in the face value of reviews of doctors as they are posted online. There were two ways to approach this question: (1) use regression models to identify a moderating role of health literacy on the effect of review tendency on preference for the reviewed doctor (Table 4) or (2) analyze the two experimental groups separately.

Regression model 1 shows the effect of the experimental condition on the preference for Dr Müller. When the presence of a negative review was coded 0 and a positive review 1, the constant corresponds to the average of the preference variable under the negative review condition and X is the difference of preference under the positive review condition. This is another way to demonstrate the support that H1 received in our data.

Model 2 adds an influence of health literacy on preference for Dr Müller. This was included not for testing a substantial hypothesis but merely as a built-up to model 3. Unexpectedly, however, model 2 revealed a significance of the association between health literacy and preference. Irrespective of the review tendency, people with a higher health literacy showed a higher preference for Dr Müller over Dr Schmidt. The correlation was r=.104; it failed to reach significance in bivariate analysis (P=.10) other than in model 2.

Model 3 adds an interaction term to test for the dampening influence of health literacy as formulated in H2. The effect was there, as expected with a negative sign. Model 4 added attitudes, trust, and gender as covariates, which almost doubled the R² value from 26.6% to 52.4%. Other models were tested that
conceptualized attitude and trust in various mediator and moderator roles. None of these showed any significant contribution of attitudes, trust, and sociodemographic variables.

Technically speaking, as eHEALS health literacy increases by one unit, the difference in preference for Dr Müller according to model 3 between those exposed to a positive review and those exposed to a negative review decreases by –.546. So to say, the moderator quantifies a difference between differences. Other moderation analyses based on the PROCESS macro (model 1) and addressing the influence of attitudes and trust were applied, as well as some according to model 2 with more than one moderator. These analyses did not show any significant moderating effects (RQ2) [72].

The separate analysis of the two experimental groups (positive vs negative review) can be summarized as follows. For those who were exposed to a positive review, preference for the reviewed doctor did not depend on their health literacy levels; whether they considered their health literacy high or low, the share among them who preferred the applauded doctor remained the same. This changed with respect to the participants who were exposed to negative reviews: the lower their literacy, the lower the preference for the criticized doctor would be. In different perspective: the higher the health literacy levels participants showed, the less they were influenced by the negative review to disregard the doctor. As a matter of fact, people with high literacy levels exposed to negative reviews came closer in their choice to those who had seen a positive review of the doctor.

A simple way to illustrate the difference is correlation analysis. For the group that saw a positive review, the correlation between health literacy and preference for Dr Müller was nonexistent ($r=.01, P=.91$), while the two variables were associated in the group that saw the negative review ($r=.228, P<.01$).

### Table 4. Various regression models estimating preference for Dr Müller over Dr Schmidt.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>$t$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1 ($R^2=.243$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.687</td>
<td>0.132</td>
<td>27.914</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Review tendency (X)</td>
<td>1.686</td>
<td>0.188</td>
<td>8.986</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Model 2 ($R^2=.255$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.675</td>
<td>0.520</td>
<td>5.143</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Review tendency ($X_1$)</td>
<td>1.690</td>
<td>0.186</td>
<td>9.061</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>eHEALS$^a$ ($X_2$)</td>
<td>0.277</td>
<td>0.138</td>
<td>2.012</td>
<td>.045</td>
</tr>
<tr>
<td><strong>Model 3 ($R^2=.266$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.621</td>
<td>0.740</td>
<td>2.189</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>Review tendency (X)</td>
<td>3.679</td>
<td>1.017</td>
<td>3.616</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>eHEALS ($M$)</td>
<td>0.566</td>
<td>0.199</td>
<td>2.836</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$X \times M$</td>
<td>-0.546</td>
<td>0.274</td>
<td>-1.989</td>
<td>.048</td>
</tr>
<tr>
<td><strong>Model 4 (final model; $R^2=.524$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.151</td>
<td>0.650</td>
<td>3.309</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Review tendency (X)</td>
<td>2.384</td>
<td>0.838</td>
<td>2.846</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>eHEALS ($M$)</td>
<td>0.322</td>
<td>0.165</td>
<td>1.952</td>
<td>.05</td>
</tr>
<tr>
<td>$X \times M$</td>
<td>-0.428</td>
<td>0.225</td>
<td>-1.906</td>
<td>.06</td>
</tr>
<tr>
<td>Covariate trust</td>
<td>0.346</td>
<td>0.063</td>
<td>5.493</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Covariate attitudes</td>
<td>0.515</td>
<td>0.134</td>
<td>3.846</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Covariate sex</td>
<td>0.358</td>
<td>0.154</td>
<td>2.318</td>
<td>&lt;.05</td>
</tr>
</tbody>
</table>

$^a$eHEALS: eHealth Literacy Scale.

**Discussion**

**Principal Findings**

Our study showed that when a physician has a patient-written review on their online profile that describes their technical skill and competence negatively, internet users are less willing to choose that doctor and hold more critical attitudes about and trust the doctor less. The opposite is true when reviews are positive. These findings underscore the results from previous studies, which reported that PRW users rely heavily on text reviews when selecting a doctor [1], and confirm that review tendency impacts their perception of the review content [62]. The manipulated review came along with a neutral second one that was not manipulated. The experimental stimulus was inconspicuously placed on the manipulated profile, and the
quantitative information on the profile was untouched. Hence, the effects found should be judged considerable. This confirms physicians’ worries about the impact of even one negative, potentially unjustified review [16,73]. As a consequence, the need for better physician protection mechanisms against fake or unjustified reviews remains a priority. For example, if reviews go online only when a quorum of them is available, say 10, the weight of a single negative one will diminish and a more realistic picture of a physician’s true competence [8,73] will emerge. Despite awareness of such balancing efforts, a recent content analysis on PRWs found that only a small minority of PRWs demand a quorum before reviews go online [74], and many physicians in the country have far fewer than 10 reviews on their websites [60].

On the other hand, our data and analyses do not show the slightest hint of halo effects. That is to say, attitudes toward Dr Schmidt were not affected by the reviews Dr Müller received, neither critical nor friendly. Such halo effects are not inconceivable, and they make health care consumer reactions even more unpredictable. Their absence, moreover, does not mean that a physician whose performance was not reviewed remains unaffected. The effect is on patient behavior that leads to increased or deteriorating demand for the services a physician offers.

The stronger effect of positive compared with negative reviews rests on the assumption that Dr Müller without review would receive judgments similar to Dr Schmidt without review. Given that the profiles are virtually identical, this assumption is reasonable, but we cannot be 100% sure as there were no profiles of Dr Müller without reviews. Data even show a slightly better liking of Dr Müller (M Müller 3.45, MSchmidt 3.16, t = 5.755, P < .001 in paired samples t test) and somewhat more trust put in him across the total sample (M Müller 4.23, MSchmidt 3.94, t = 5.755, P < .001). One difference that comes to mind could contribute to these findings. The profiles of the two physicians differed in two aspects, tendency and presence of reviews, and presence exerts an influence distinct from that of tendency, which might explain part of what appears as tendency effects in our analysis. Testing this must be left to further research. At least the stronger effect of the positive versus the negative review on physician choice corresponds well to the limitation of the dampening effect by health literacy to the group that read the negative review. If health literacy assuages the effect of negative reviews, it is no wonder that the effect of the positive review is stronger.

The major motive for this study was to see whether health literacy might dampen the effects of reviews written and uploaded by health care consumers, who might just not know enough to assess the medical side of a physician’s performance. The answer is, “Yes, but...” The dampening effect was found for subjective health literacy only. Our bet beforehand was that the expected effect was more likely to occur with performance-based health literacy measures.

The background for the distinction between performance-based and perception-based health literacy is the increasing scholarly insight that health literacy is a two-faced concept that contains not only willingness to participate in health decisions but also the capability to do it. Increasing patient participation in health care will be beneficial only if patients are not only willing but also capable of playing a more active role. If you give patients more of a say in their own health care while they lack the necessary capabilities, health decisions might worsen. The relationship between the two is often blurred, but it is imperative to distinguish them properly [75].

Perception-based measures of health literacy are associated with motivation and willingness, while performance-based measures aim at the objective side, at ability. Therefore we had, as said, the bet on the performance-based NVS measure as moderating the effects of patient-written physician reviews negatively. For the perception-based measures, an explanation close at hand might be that some transfer occurred. Higher values on these measures would indicate an overestimation not only of one’s own but also of other people’s communication competence. As a consequence, there would be a positive moderation effect of subjective health literacy rather than the negative effect we find.

Diverging results from applying these measures raise the question of whether the objective, performance-based indicators do indeed measure the same concept as the subjective, perception-based indicators do [76]. The lack of any correlation between the two measures supports the assumption of two concepts.

The finding of different effects of health literacy on preference for Dr Müller can be explained in various ways. More literate people, particularly those who consider themselves as being more familiar with health information on the internet, are on a general level more experienced with negative reviews (not just in the context of health) and less willing to take negative information at face value. Overall, negative reviews are quite common. A presentation of the doctor as “Quite nice, but he doesn’t really have a clue...” combined with the critique that the doctor did not properly examine the patient and prescribed the wrong medication impressed literate people only to a minor degree. This reasoning could be challenged by the fact that most reviews on PRWs are positive.

Another explanation is that people with higher literacy skills consider themselves more capable of constructively dealing with doctors who treat them in a deficient way. Showing a higher level of self-efficacy may make literate people believe they can handle critical situations as presented in the negative review. In one word, they are less afraid of the impact a negative review might have on them, while for less literate people, the negative effect looms larger, to use the description of the value curve from prospect theory [77]. This second point implies there is no moderation effect of the NVS, the other indicator of health literacy used in this study. That is to say, this performance-based measure, other than the perception-based eHEALS measure, is free of any self-efficacy component.

If health literacy, in spite of our results, should have a potential to increase skepticism of physician reviews written by health care consumers and published anonymously, then some of this potential should show in our interview data beyond those used in the study so far. Usefulness and skepticism toward PRWs correlate with objective and subjective health literacy differently. Perceived skepticism of eWOM in the field of health, for
instance, is negatively correlated with the perception of the usefulness of PRWs ($r = -0.485, P < 0.001$). That means people who are skeptical of PRWs consequently find them less useful. Performance-based health literacy is not at all correlated with skepticism ($r = -0.02, P = 0.80$) or perceived usefulness ($r = 0.04, P = 0.54$). That means it is not true, as one could assume, that people with an objectively higher level of health literacy get more skeptical of PRWs and find them less useful. To the contrary, people found to score high on perception-based health literacy find PRWs more useful ($r = 0.22, P < 0.001$) and are less skeptical of them ($r = -0.21, P < 0.001$), which stands in contrast to our finding that they are less willing to follow the latent advice contained in reviews. All in all, there is not much reason to assume health literacy can contribute to solve a problem it has helped create: a more autonomous patient who at times is not equipped with the abilities and knowledge necessary to get involved in decision making.

The subject of this research, PRWs and their role in physician choice, is different from most other health decisions that are studied. Health decisions are usually demanded by a patient who is ill or has some prevention concern. The doctor provides the good, but under the rule of participation policies, asks and/or encourages the patient to get involved. If the wrong decision is made, that will primarily be injurious to the patient. Physician choice is a decision the patient makes on their own, at least there is usually no physician involved. The primary damage is the physician’s—the loss of business—and the decision need not even be wrong. Wrong physician choice decisions can also damage the patient if there is a wide qualification differential between the physicians the patient does not notice or heed. One would think such cases are the exception rather than the rule. If physicians are concerned about choice decisions not being based on expertise, their concern might be fueled by the fact that they can be the victim of unreasonable patient decisions themselves. If patient input in usual health care decisions is suboptimal, the damage is the patient’s and the doctor is there to correct. It is no big surprise that physicians are less concerned about the quality of patient input in these cases.

Patients are skeptical of their ability to make judgments on the professional expertise of physicians and yet still pay attention to and draw conclusions from them. With PRWs, however, health care consumers talk to people who are just like themselves. That is a rare thing or was until the internet and especially Web 2.0 apps. “I might have some qualms about my and my fellow patients’ ability to rate doctors, but I share with them all the goodwill, all my experience with doctors, and a lot of suffering when doctors could not help.” Feelings like these might indirectly give physician ratings some legitimacy and value in the eyes of patients.

As to the results on the moderation effect of health literacies, they foremost suggest that performance-based and perception-based health literacies are to be separated more strictly than has been done in the past. One of the drawbacks of patient participation policy might well be that some patients actually lack a basis for adequate interference or involvement but still insist on having a say in medical decisions in the widest sense. It is this group that might be most at risk of suffering detrimental consequences.

**Limitations**

This study faces limitations concerning its design and data collection. Specifically, the data were collected via an online platform where participants take part in studies to gain rewards (eg, vouchers, airline miles). Hence, it cannot be ruled out that such data collection attracts a specific audience. Even though our sample corresponded to the Swiss population in terms of education, age, and gender [59], results should not be generalized. Additionally, in order to check the attention and comprehension of the participants, we automatically screened out individuals who did not pass the manipulation check, in which they were asked about the number of text reviews present on each of the two physician profiles. By these means we ensured that the review on the assessment of the doctor’s competence was noticed. As the contracting firm Qualtrics removed those participants automatically, we are not able to report on the number of individuals who did not pass the manipulation check.

Another limitation of the study was based on randomization. Even though we randomized the order in which the two physician profiles were presented, we did not randomize the order of the text reviews on Dr Müller’s profile. This may have impacted participant choice due to primacy effects [62]. In order to account for primacy effects, future studies should control for this or randomize the order.

In addition, the subjective health literacy measure explicitly aims at online capabilities and is thus substantially close to online physician rating, while the objective measure of health literacy by understanding a food label has no such proximity. The subjective measure better applies to the context of online information and credibility judgments than does the NVS. So if people are not completely amiss in assessing their own skills, the relationship between high eHEALS scores and reasonable reaction to one bad review of Dr Müller might be the consequence of the closeness of the situation and measure rather than the subjective nature of the measure. In hindsight, it was probably not a good idea to employ only 7 of the 8 items on the eHEALS, although we doubt that the omission of one item in an 8-item measure would have changed the substance of the analysis much.

**Conclusion**

Text reviews that assess a physician’s competence weigh heavily on the choice of physician on PRWs, even though health care consumers have voiced skepticism toward the truthfulness of such reviews and doubt their own and fellow patients’ capabilities to assess health care and physicians accurately [28,29]. Our study evidenced that patient-written reviews impact health care consumer choices and attitudes toward a physician and affect their perceptions of the doctor’s skill and trustworthiness. These findings sustain physician worries that even one negative PRW review can be highly damaging to their reputation [71]. Furthermore, these results put forward that internet users select health care providers based on patient-written reviews that contain information only weakly, selectively, or not at all related to objective measures of care quality according to various studies [24,78]. Hopes that health literacy might raise awareness of the insufficient basis of the
rating of physicians' medical performance by patients have mostly not been sustained. Rather, the divergence of subjective and objective health literacy might compound the problem.
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Abstract

Background: Rewarding health knowledge and health service contributors with money is one possible approach for the sustainable provision of health knowledge and health services in online health communities (OHCs); however, the reasons why consumers voluntarily reward free health knowledge and health service contributors are still underinvestigated.

Objective: This study aimed to address the abovementioned gap by exploring the factors influencing consumers’ voluntary rewarding behaviors (VRBs) toward contributors of free health services in OHCs.

Methods: On the basis of prior studies and the cognitive-experiential self-theory (CEST), we incorporated two health service content–related variables (ie, informational support and emotional support) and two interpersonal factors (ie, social norm compliance and social interaction) and built a proposed model. We crawled a dataset from a Chinese OHC for mental health, coded it, extracted nine variables, and tested the model with a negative binomial model.

Results: The data sample included 2148 health-related questions and 12,133 answers. The empirical results indicated that the effects of informational support ($\beta = .168; P < .001$), emotional support ($\beta = .463; P < .001$), social norm compliance ($\beta = .510; P < .001$), and social interaction ($\beta = .281; P < .001$) were significant. The moderating effects of social interaction on informational support ($\beta = .032; P = .02$) and emotional support ($\beta = -.086; P < .001$) were significant. The moderating effect of social interaction on social norm compliance ($\beta = .014; P = .38$) was insignificant.

Conclusions: Informational support, emotional support, social norm compliance, and social interaction positively influence consumers to voluntarily reward free online health service contributors. Social interaction enhances the effect of informational support but weakens the effect of emotional support. This study contributes to the literature on knowledge sharing in OHCs by exploring the factors influencing consumers’ VRBs toward free online health service contributors and contributes to the CEST literature by verifying that the effects of experiential and rational systems on individual behaviors can vary while external factors change.

(J Med Internet Res 2020;22(4):e16526) doi:10.2196/16526
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Introduction

Background

With the development of information and communication technologies (ICTs), the sharing economy (SE) has emerged as a market for collaborative consumption in which peer communities gain access to a pool of shared knowledge and resources [1-3]. Health services, a typical kind of knowledge-intensive service [4,5], has recently become increasingly popular worldwide on many noncommercial web-based SE platforms. Such services emerge in online health communities (OHCs)—a special kind of online forums that links health care professionals and normal users [6-10]. In OHCs, health care professionals and consumers collaborate with each other to generate new health knowledge, such as disease symptoms and routine daily care discussions, health self-management experiences, or suggestions on treatments [5,11-19]. The generated knowledge will become available to the public and can be freely accessed by every consumer on online SE platforms [20,21].

Similar to many other noncommercial web-based SE platforms, OHCs are facing the sustainability issue (ie, the provision of free health knowledge and health services) [6,22-25]. In OHCs, health care professionals or enthusiastic consumers generally provide free health knowledge and health services. They voluntarily contribute their time and knowledge to the community [11,22,26]. However, both health care professionals and other free health service contributors have their own professional burnouts, duties, and responsibilities [22,27,28]. They are likely to stop providing health knowledge and health services if they lose their passion to contribute or they become busy with other duties.

Objectives

To keep the sustainable provision and sharing of free health knowledge and health services, some OHCs have designed a new feature that allows consumers to voluntarily reward free health service contributors. Such rewarding behavior is particularly important for OHCs to thrive, because the rewards act as monetary incentives that can stimulate health service providers to continuously contribute high-quality health knowledge and free health services [28-35]. However, given that the voluntary reward feature is new and consumers’ rewarding behaviors are emerging, we still have little knowledge on the following questions:

1. What are the factors that motivate consumers to voluntarily reward free health service contributors in OHCs?
2. How do those factors motivate consumers to voluntarily reward free health service contributors in OHCs?

This study aimed to address the abovementioned questions. We adopted the cognitive-experiential self-theory (CEST) as the theoretical foundation and proposed seven hypotheses. We crawled an objective dataset from an OHC for mental health and verified most of the hypotheses. The empirical results indicate that informational support, emotional support, social norm compliance, and social interaction positively influence consumers to voluntarily reward free online health service contributors. Social interaction enhances the effect of informational support but weakens the effect of emotional support. These findings provided several important theoretical contributions and practical implications.

Methods

Literature Review

We reviewed two streams of related studies to address the research questions. Specifically, we reviewed the literature on free health services in OHCs to describe the characteristics of free online health services. We reviewed the literature on pay-what-you-want to understand the theories, variables, and models that were used to explain consumers’ voluntary rewarding behaviors (VRBs). In this section, we have summarized the implications of prior studies.

Free Health Services in Online Health Communities

There are different types of OHCs (eg, peer communication for health care professionals, physician-patient interaction communities, and patient-patient interaction communities), and activities in different OHCs are organized differently [7,11,30,36]. In this study, we have specifically focused on freemium problem-solving communities (eg, health-related question and answer forums), in which both health care professionals and patients can participate [17,22,36,37]. In those communities, health services—eg, users’ collaborative behaviors to generate new health knowledge, help consumers meet their health needs, and help consumers to reach a better state of health [8,38-41]—are usually free, and both health service providers and consumers create new values in a collaborative way [9,15,21,38]. As a voluntary behavior, providing health services is mainly motivated by prosocial factors. Prosocial factors are those factors relating to a broad range of actions intended to benefit one or more people other than oneself, such as trust, enjoyment, altruism, empathy, and reciprocity [9,11], and such factors are usually salient in noncommercial web-based communities [2,42]. Such factors are important because they enable the sustainable provision of free health services in OHCs [11,22,24].

Free web-based health services provide consumers many benefits. Consumers can conduct health-related activities in OHCs, such as health knowledge sharing and seeking (eg, recommending treatment plans and seeking health care suggestions) and health self-management [5-7,12,36,43]. They can manage their embarrassing conditions or stigmatized illnesses in OHCs and access health services without physically appearing in hospitals [22,36]. Free online health services meet consumers’ needs and help them to achieve better health outcomes, such as higher electronic health literacy, increased patient empowerment, and a better quality of life [6,8,39,44-46].

The nature of free health services in OHCs can be treated as social support [6-8,19,36,47,48]. Social support refers to the individual’s perceptions and experiences that they feel they are being cared for [49]. Social support could be divided into five subtypes: informational support, emotional support, network support, esteem support, and tangible support [49]. In this paper, we have particularly focused on freemium problem-solving
communities, and in such communities, consumers mainly exchange emotional support (eg, show or receive sympathy and make new friends or companionships) and informational support (eg, health knowledge seeking or contributing), whereas network support, esteem support, and tangible support are less salient. For example, many studies have shown that members in such communities do not form new subnetworks [16,36,47]. As a result, informational support and emotional support become the two most crucial aspects in the literature relating to freemium problem-solving communities [8,9,36,47,50-52]. In this paper, we have followed prior studies and adopted informational support and emotional support to describe the contents of free online health services.

**Pay-What-You-Want and Voluntary Rewarding**

Voluntarily rewarding free health services belongs to an emerging business model that gives consumers full control in monetizing free web-based knowledge/goods/services [33,34]. Consumers can choose to pay any amount of money or pay nothing but still enjoy free knowledge/services. Such behavior is similar to the pay-what-you-want behavior, which is “a new participative pricing mechanism in which consumers have maximum control over the price they pay” [3]. According to existing literature, firms can use pay-what-you-want pricing for two different goals: (1) commercial profit or (2) free promotion to increase knowledge and service provision on the internet [53]. In this paper, we believe that voluntary behavior is noncommercial behavior that is similar to the pay-what-you-want behaviors for the promotion of increasing knowledge/service on the internet. In such a situation, exchange partners build their relationships according to prosocial exchange norms (eg, norms of reciprocity, norms of cooperation, or norms of distribution) [54,55]. Thus, we have referred to the studies on pay-what-you-want behaviors and investigated consumers’ voluntary reward behaviors from a prosocial motivation perspective [2,3,54,56,57]. We reviewed some related studies and summarized them in Table 1.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Contexts</th>
<th>Theory</th>
<th>Independent variables</th>
<th>Dependent variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim et al [3]</td>
<td>Restaurant, cinema, and delicatessen</td>
<td>Equity theory</td>
<td>• Fairness, altruism, satisfaction, and loyalty&lt;br&gt;• CVs^a: price consciousness and income</td>
<td>Final price paid</td>
</tr>
<tr>
<td>Jang and Chu [58]</td>
<td>Experiments for consumers</td>
<td>Equity theory</td>
<td>• Fairness motives of individuals, self-signaling, and norm conformity</td>
<td>Willing to pay</td>
</tr>
<tr>
<td>León et al [59]</td>
<td>Travel company</td>
<td>Game theory</td>
<td>• Customer characteristics, the influence of subjective factors, and product characteristics</td>
<td>Payments in El Trato</td>
</tr>
<tr>
<td>Hilbert and Suessmair [60]</td>
<td>A laboratory experiment about a travel mug</td>
<td>N/A^b</td>
<td>• Social interaction and social norm compliance</td>
<td>Willing to pay</td>
</tr>
<tr>
<td>Regner [57]</td>
<td>An online survey about the online music label/store, Magnature</td>
<td>N/A</td>
<td>• Social preferences, reciprocity, guilt, social norms, altruism, fairness, and social image concerns</td>
<td>Willing to pay</td>
</tr>
<tr>
<td>Barone et al [61]</td>
<td>A leadership questionnaire</td>
<td>N/A</td>
<td>• Consumer power, perceived value, and perceived self-reliance</td>
<td>Purchase intentions</td>
</tr>
<tr>
<td>Dorn and Suessmair [62]</td>
<td>Survey in several countries under three hypothetical situations where a McDonald’s Big Mac was offered</td>
<td>N/A</td>
<td>• Satisfaction, income, price consciousness, reference price, high level of reputation, loyalty, altruism, fairness, social acceptance, and social norm compliance</td>
<td>Willing to pay</td>
</tr>
<tr>
<td>Narwal and Nayak [63]</td>
<td>Scenario-based online experimental approach on purchase intention</td>
<td>N/A</td>
<td>• Quality of product/services, satisfaction, types of products/services, self-image, and fairness perception&lt;br&gt;• Moderators: communication message, interaction, and reference prices</td>
<td>Pay-what-you-want</td>
</tr>
<tr>
<td>Viglia et al [64]</td>
<td>Service</td>
<td>Fairness theory</td>
<td>• Timing and uncertainty reduction</td>
<td>Consumers’ chosen payments</td>
</tr>
</tbody>
</table>

^aCV: control variable.<br>
^bNot applicable.

**Implications of Prior Literature for This Study**

We concluded three useful findings according to the literature review. First, pay-what-you-want is a result of consumers’ positive experiences with the services via direct interactions with service providers [59,65]. The experiences are related to factors in three domains: (1) consumer characteristics, eg, fairness motivation, income, or self-image [3,57,62], (2) product or service content–related factors, eg, price, quality, or value of services [39,61,66], and (3) interpersonal factors, eg, social interaction or social norm compliance [60,62,66].
Specific to this study, we proposed that consumers’ VRBs toward free health service contributors are a result of consumers’ positive experiences with the services via direct interactions with service providers in OHCs [59,65]. In addition, we incorporated informational support and emotional support as service content–related factors, social norm compliance as interpersonal factors, and social interaction to describe the communication between service providers and consumers [60,66].

Second, research focuses are shifting with time. As discussed above (please see the timeline of prior studies in Table 1 and the first paragraph of section: Implications of Prior Literature for This Study), early studies have adopted the experimental approach and mainly focus on consumer characteristics, whereas recent studies have paid more attention to service content–related factors and interpersonal factors (see also Table 1). For example, scholars have verified that the ways in which online health services are delivered are crucial in the era of ICTs [39,67], and consumers can easily be influenced by peers or friends their age [62,63]. In addition, new methodologies, such as online surveys [57,62] and econometric modeling based on objective data, are emerging [22,30]. We sought to adopt new methodologies in this paper.

Finally, there is a lack of conceptual frameworks in analyzing consumers’ pay-what-you-want behaviors. Scholars tend to analyze this issue from a prosocial motivation perspective. They have adopted theories such as the equity theory and fairness theory to select influencing factors (see Table 1) rather than using them to build proposed research models. Scholars should build a conceptual framework to better explain consumers’ pay-what-you-want behaviors [68].

Theoretical Foundations and Logic for Model Development

Cognitive-Experiential Self-Theory

As there is a lack of conceptual frameworks to explain consumers’ pay-what-you-want behaviors [68], we incorporated a new theory, the CEST, to explore how the four selected factors influence consumers’ VRBs in OHCs.

CEST is a psychological theory that argues that human beings operate with two systems: an experiential/intuitive system (hereafter referred to as the experiential system) and a rational/analytical system (hereafter referred to as the rational system) [69-71]. We noted in persuasion literature that scholars also refer to the dual-process models (ie, the elaboration-likelihood model and the heuristic-systematic model) [72,73]. These models also mentioned controlled vs automatic processes. However, these models are limited to validity-seeking persuasion contexts [73], which are not suitable in our research contexts. Specifically, they assume that the primary goal of the dual process is to assess the validity of persuasive messages [73], but in our research contexts, the rewarding behaviors are voluntary, and people post the answers and discussions in OHCs to help rather than to persuade users to reward. Compared with assessing the validity, assessing the helpfulness is more important for recipients. The experiential system operates in an automatic, nonverbal, imagistic, rapid, and effortless manner, which is associated with affect or emotions. This system has also been called an automatic system [74], a natural system [75], and system 1 [76]. Compared with the experiential system, the rational system is a reasoning system that operates in a conscious, verbal, abstract, slow, and effortful manner, which is affect-free and demanding of cognitive resources [70,71]. This system has also been called an intentional system [74], an extensional system [75], and system 2 [76].

CEST is being widely used to explain consumers’ web-based behaviors, including their web purchase–related decisions. For example, consumers’ reactions to experiential information demonstrates a contagion effect: experiential information at the early stage can cause more similar information in the following stage, and normal consumers like to follow opinion leaders who post experiential information [77]. To avoid consumers being influenced by negative experiential information, operation teams should enhance the information or topic management in their communities [78]. In their study, Kim and Lennon [79] applied CEST to explain the effects of different product presentation formats (visual vs verbal) on consumers’ attitudes toward products and their purchase intentions in an electronic-commerce context. Previous research has verified that consumers’ involvement and their consequential behaviors (eg, attitude and purchase attention) are conditional upon the amount of experiential information provided by web-based sellers [80]. The abovementioned studies indicate that consumers’ money-related decisions could be explained with CEST. Therefore, it is appropriate to use CEST to explain consumers’ VRBs in OHCs.

Key Logic for Model Development

We built our research model based on the following logic.

According to CEST, the rational is a verbal reasoning system—it suggests that human behaviors are driven by logic inferences from the information or evidence received [70]. As discussed earlier, informational support is one of the most important aspects of free health services in OHCs. Consumers evaluate the quality of health services they receive (eg, whether the services include useful health knowledge) and then decide how to react to these services (eg, whether to reward or not). This is a reasonable and logic-directed process. We thus used the impact of informational support to reflect the rational processing [70].

According to CEST, the experiential system is an affect-driven system—it suggests human behaviors are directed by pursuing positive feelings and avoiding negative feelings [70]. On one hand, emotional support is closely related to affect, because emotional support is a typical feeling of experience and intuition [36]. As a result, we used the impact of emotional support to reflect the experiential processing. On the other hand, consumers can observe what others do and comply with others to avoid negative results [57,62]. We thus used the impact of social norm compliance to reflect the experiential processing.

CEST also argues that the relative influence of both systems varies along a dimension of complete dominance by one system to complete dominance by the other [70]. Previous studies have verified that external factors could change the effects of experiential and rational systems [81,82], which is followed in
this study. Considering that consumers’ experience of health services is influenced by the interaction between service providers and consumers (ie, social interaction) [5,39,83], we treated social interaction as an external factor and proposed that social interaction can change the effects of emotional support, social norm compliance, and informational support (see Figure 1).

**Hypotheses**

**Direct Effects Relating to the Rational System**

Informational support refers to the overall quality and usefulness of the information received in OHCs. According to CEST, the rational system is verbal and based on the information received, so users tend to rely on rational processing when receiving informational support. Service providers and consumers usually collaboratively generate health services in the form of question and answers in OHCs. Consumers post their questions and respondents address these questions. They discuss health-related issues and generate new health knowledge in OHCs. CEST also suggests that by rational processing, consumers behave based on the logical inference from information/evidence received [70]. As a result, to better help consumers achieve logical inference, the information or knowledge quality provided in OHCs becomes important. High quality usually causes positive results. For example, high-quality information can satisfy consumers’ informational needs [84,85] and motivates users to purchase [86] or to continue using web-based services [87]. Specific to the context of health services, consumers will evaluate the quality of health information they receive from free health services. As CEST suggests, if the consumers’ rational processing of information suggests that it is logical and can meet their health-related needs, they will be more likely to reward these services [70]. Thus, we hypothesized the following:

\[ H1: \text{Informational support expressed in free health service threads positively influences consumers’ voluntary rewarding behaviors in OHCs.} \]

According to CEST, the experiential system is emotional [70], so users tend to rely on experiential processing when receiving emotional support. As the experiential system suggests that users are motivated to pursue positive emotions and avoid negative emotions [70] when receiving emotional support, consumers’ consequential behaviors (eg, rewarding decisions) are directed by their experiential processing [70]. Specifically, consumers participate in OHCs to look for patients similar to them. They can share personal experiences and exchange emotional support. Expressing care and concern could make others feel that they are being taken care of and are valued [36]. Emotional support is especially important for consumers with diseases who rely less on physical treatments. For example, consumers with mental health conditions can be alleviated with emotional direction and confession and can move to a better state of health [22,36]. Consumers in turn are likely to reward these services that provide them useful emotional support. Thus, we hypothesized the following:

\[ H2: \text{Emotional support expressed in free health service threads positively influences consumers’ voluntary rewarding behaviors in OHCs.} \]

**Direct Effects Relating to the Experiential System**

Emotional support refers to sympathy, ie, perceiving, understanding, and reacting to others’ distress or needs [88]. Social norm compliance refers to conformity to a set of norms that are accepted by a significant number of people in a social surrounding, community, or society [60,62]. The detailed norms in prior studies include altruism, reciprocity, and fairness [3,57,60]. According to CEST, the experiential system learns from prior experience, belief, or norms [70], so consumers tend to rely on experiential processing when they feel they need to comply with some social norms. Normative messages can influence people and promote prosocial behaviors [89,90]. In a free service and voluntary reward context, service providers help others without expecting economic rewards. This is a prosocial behavior and can activate the service consumers’ sense
of reciprocity and fairness. CEST also suggests that the experiential system influences consumers to pursue positive emotions and avoid negative emotions [70]; therefore, we believed that social norm compliance can positively influence consumers to conduct voluntary reward behaviors to pursue positive feelings and avoid negative feelings [57,60,62,70]. Thus, we hypothesized the following:

**H3: Social norm compliance positively influences consumers to voluntarily reward free health service contributors in OHCs.**

**The Direct Effect of Social Interaction**

Social interaction refers to the observed strength of relationships, the amount of time spent, or the communication frequency among health service providers and consumers in a health service thread [39,91,92]. The application of ICTs in health care has significantly changed the context in which health service is delivered and experienced [5,83]. Consumers need to interact with service providers to better understand professional health knowledge and know how to apply it [39]. More frequent social interactions between service providers and consumers can better deliver health services and make consumers have better health outcomes [93,94]. Consumers could be grateful to service providers and thus choose to reward those free health services to feel less guilty [60,68]. Namely, social interaction drives consumers to pursue positive feelings and avoid negative feelings [70]. Thus, we hypothesized the following:

**H4: Social interaction between service providers and consumers motivates consumers to voluntarily reward online free health service contributors in OHCs.**

**Moderating Effects of Social Interaction**

CEST suggests that the extent to which people think or behave primarily according to the experiential system or rational system depends on the situation [70]. The relative influence of both systems varies along a dimension of complete dominance by one system to complete dominance by the other [70,95]. Previous studies have verified that external factors could change the effects of experiential and rational systems [81,82]. For example, in a conflict-handling context, constructive thinking together with the experiential system and rational system influences consumers’ conflict-handling style [81]. In an online shopping context, consumers’ involvement changes the effects of experiential information on their product attitude and purchase intention [80]. We followed the above findings and proposed that social interaction as an external factor changes the effects of the experiential system and rational system on consumers’ VRBs.

OHCs are web-based social networks in which health-related stakeholders with common interests, goals, or practices interact to share health information and knowledge, communicate health services, and engage in social interaction [7,91]. It is the nature of social interaction and the resources embedded within social interaction networks that sustain the communities [91]. In OHCs, social interaction links different community members and provides them opportunities to discuss health information and knowledge [93,96]. We proposed that higher levels of social interaction can facilitate consumers to think or behave in a manner that is based more on the rational system. This is because by interacting with others, consumers can clearly express their health condition and needs, which also helps knowledge providers to better understand their needs and thus offer more useful suggestions. Consumers can then also carefully compare different information they receive. During the above mentioned process, they take time to think and logically evaluate the quality of informational support, which also slows down their decision-making process. Given that the rational system is slow and more logical, consumers’ VRBs rely more on their rational system [70,95], meaning they rely more on informational support. Thus, we proposed the following:

**H5: Social interaction positively moderates the effect of informational support on consumers’ voluntary rewarding behaviors in OHCs.**

As discussed earlier, both emotional support and social norm compliance are factors relating to the experiential system. According to CEST, because the relative influence of the experiential system and rational system varies from complete dominance by one to complete dominance by the other [70], when consumers rely more on their rational system to decide whether or not to reward, they tend to rely less on their experiential system, ie, although higher levels of social interaction make consumers rely more on informational support, it also makes users rely less heavily on emotional support and social norm compliance. In addition, when consumers are highly involved in social interaction, they pay more attention to the informational support they receive; therefore, they tend to be less influenced by their emotions and social norms [91]. Thus, we proposed the following:

**H6: Social interaction negatively moderates the effect of emotional support on consumers’ voluntary rewarding behaviors in OHCs.**

**H7: Social interaction negatively moderates the effect of social norm compliance on consumers’ voluntary rewarding behaviors in OHCs.**

**Data Collection**

To test the hypothesized model, we crawled an objective dataset from the question and answer forum on a Chinese OHC for mental health (the question and answer forum on YiXinLi). YiXinLi is a leading web-based health community for mental health in China. We focused on mental health because without mental health there can be no true physical health [97]; in addition, mental health services in China are relatively limited [98,99], and consumers usually read books or use the internet for health-related knowledge or services [100].

YiXinLi was set up in 2011 and aims to promote mental health services in China. The question and answer forum on YiXinLi, which was launched in 2014, provides free mental health services for consumers. Consumers can post their health-related questions in the question and answer system and wait for free answers. However, with the emerging trend of knowledge monetizing [33,34], the YiXinLi website launched a new feature, “Voluntary Reward,” that supports the consumers’ decision to reward the answers as they desire. As rewarding is voluntary, we were curious about the factors motivating consumers to
voluntarily reward free health services and the impact of those factors.

We used a spider program (named Locoy Spide) and crawled all the threads on the YiXinLi question and answer forum on January 12, 2019. We treated a question and answer thread (i.e., a question and its answers) as the basic analysis unit. We cleaned the data by deleting 12 inconsistent threads—the threads in which the actual number of answers was less than the number shown on the web page because one or more answers were deleted by the providers (the number of answers displayed on the web page includes all the answers that have been provided. However, if a provider deletes his or her answer, the number shown on the web page does not change, but the actual number of answers we crawled would be less than the number shown on the web page). After cleaning the data, we had 2148 data samples, including 2148 questions and 12,133 answers. Figure 2 shows detailed information on a question posted in a question and answer thread.

As shown in Figure 2, the question and answer thread web page displays question-related information (e.g., question title, question content, post time, number of page views, number of answers received, number of hugs received, and number of times favorited) at the top of the page. Figure 3 shows detailed information on answers in a question and answer thread.

Figure 2. A sample of a question.
As shown in Figure 3, the question and answer thread web page displays answer-related information (e.g., provider ID, provider rank, answer details, post time, number of rewards, usefulness rank, and number of comments) following the question.

**Data Coding**

We coded nine variables that were used for data analysis. We treated consumers’ voluntary rewarding behaviors as the dependent variable. Voluntary rewarding behaviors was measured by the number of times a thread is rewarded. There were four key independent variables: informational support, emotional support, social norm compliance, and social interaction. Other factors such as answer length [101], date of exposure, page view [102], and provider reputation [103] also might influence consumers’ rewarding behaviors and were treated as control variables in this study. Table 2 shows the details of all variables.

The descriptive statistical results of different variables are shown in Table 3.
### Table 2. Variables and measurement.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, mean (SD)</th>
<th>Measurement</th>
</tr>
</thead>
</table>
| **VRB**<sup>a</sup> | 2.141 (3.334) | - The VRB is measured by the rewarding times of a thread received. For example, the answers of the sample thread in Figure 3 received four rewards (3+1+0=4). Therefore, the value of VRB is 4.  
- We did not use the sum of real money that all answers received. In fact, we cannot capture the actual sum of rewarded money in a thread |
| **IS**<sup>b</sup> | 4.375 (3.991) | - On YiXinLi, consumers can evaluate the answer quality with the feature, *usefulness*. We measured IS with the average answer quality in a thread  
- For example, the answer in Figure 3 have received 25 times of usefulness. And if there is another answer for the same question received 14 times of usefulness; in total, the question and answer thread received 25 times of usefulness. The value of IS is assigned as 8.333 (ie, 25/3=8.333) |
| **ES**<sup>c</sup> | 3.274 (1.467) | - On YiXinLi, providers and other consumers can use the feature, *hugs*, to show their sympathy for help-seekers  
- We thus use the volume of *hugs* in a thread to measure the emotional support that help-seekers received. For example, there are six hugs in Figure 2. Thus, the value of emotional support is 6  
- Although *hugs* in a thread are expressed to the help-seeker (ie, the thread poster), the empathy mechanism (ie, feeling there are patients like me) makes other consumers who have similar conditions feel that they are being taken care of and loved by others |
| **SNC**<sup>d</sup> | 0.536 (0.61) | - SNC is measured by the percentage of people interested in the question who finally reward the question. Such a measurement reflects the peer pressure the consumers feel when they find that others have rewarded the thread they viewed. We designed this measurement according to industrial practice and prior studies. Previous literature suggests that other consumers’ purchase behavior (number of goods purchased) acting as social norms influences a focal consumer’s intention [104]. For example, in the electronic commerce context, Amazon designed a notification stating “15% of consumers who viewed this item have bought this item” to incent other consumers’ purchase intention/behaviors; in the tax auditing context, some scholars used the rate of taxing (tax paid/tax owed) to measure the compliance rate (ie, other people’s paying behaviors) and verified that individuals’ taxing intention will increase when they can see a higher compliance rate [105]. We followed the above studies and measured SNC with the following equation: \( SNC = \frac{VRB}{\text{favorite}+1} \)  
- Specifically, VRB refers to the number of rewarding. The volume of *favorite* (see Figure 2) represents the number of consumers who are interested in a question. “1” represents the help-seeker himself/herself, and *(favorite+1)* represents all the people who are interested in a question. The result of \( \frac{VRB}{\text{favorite}+1} \) therefore represents the compliance rate (ie, the percentage of people interested in the question who finally reward the question)  
- For example, there are five favorites in Figure 2. Thus, the value of SNC is 0.83 (ie, 5/(5+1)=0.83) |
| **SI**<sup>e</sup> | 8.75 (8.757) | - SI is measured by the interaction frequency between service providers and consumers in a thread. On YiXinLi, providers can respond to a question by posting their answers. Providers and consumers can also discuss a particular answer via the feature *comment* (see Figure 3). Social interaction is evaluated by the sum of answer volume and comment volume  
- For example, there are three answers and 0 comments in Figure 3. Thus, the value of SI is 3 (ie, 3+0=3) |
| **AL**<sup>f</sup> | 188.4 (120.866) | - AL refers to the average text length of all answers in a thread. We calculated the character numbers of all answers and then divided the volume of answers in a thread  
- For example, there are three answers in a thread. The first one has 200 characters, the second one has 300 characters, and the last one has 400 characters. Thus, the value of AL is 300 (ie, (200+300+400)/3=300) |
| **DoE**<sup>g</sup> | 73.17 (135.115) | - DoE is measured by comparing the time a question is posted with the time we crawled the dataset |
| **PV**<sup>h</sup> | 647.985 (1918.211) | - PV refers to how many times a thread is read.  
- For example, the thread in Figure 2 was read 171 times. Thus, the value of PV is 171. |
| **PR**<sup>i</sup> | 0.835 (0.193) | - On YiXinLi, there are 3 rank levels for a service provider, ie, normal provider, higher-rank provider, and top provider. The rank level is related to how many times their answers were set as best answers. We used the rate of higher rank/top providers of all providers in a thread to measure the PR  
- For example, the three providers in a thread include one normal provider, one higher-rank provider, and one top provider. Thus, the value of PR is 0.667 (ie, 2/3=0.667). |

<sup>a</sup>VRB: voluntary rewarding behavior.  
<sup>b</sup>IS: informational support.
Data Analysis

As our dependent variable (i.e., voluntary rewarding behavior) is count data, we used count data models for our analysis [106]. As the variance value of VRB (11.114) is greater than its mean value (2.141), the distribution of the dependent variable was overdispersed, and a negative binomial (NB) model is preferred over a Poisson model [107]. NB regression relies on a log-transformation of the conditional expectation of the dependent variable and requires an exponential transformation of the estimated coefficients for assessing and interpreting the effect sizes [108]. Following econometric modeling guidelines and based on Stata 15 [106], we tested our hypotheses by using the \textsf{nbreg} model with the following equation:

$$
\log(\lambda_{\text{VRB}}) = \beta_0 + \beta_1 \text{ArticleLength}_i + \beta_2 \text{PageView}_i + \beta_3 \text{DoE}_i + \beta_4 \text{ProviderReputation}_i + \beta_5 \text{InformationSupport}_i + \beta_6 \text{EmotionalSupport}_i + \beta_7 \text{SocialNormCompliance}_i + \beta_8 \text{SocialInteraction}_i + \epsilon_i
$$

where $\lambda_i = \exp(x_i + \text{offset})$, represents a vector of parameters for the model predictors, $x_i$ represents the $i$th predictor, and $\epsilon_i$ represents the $i$th error term.

Results

Hypothesis Test

We ran the NB model with the volume of voluntary rewarding behaviors as the dependent variable. The overall results indicated a good fit with a highly significant log likelihood ratio ($P<.001$ for Wald$^2$; see Table 4).
Table 4. Results of the negative binomial model (N=2148).

<table>
<thead>
<tr>
<th>Indices</th>
<th>Results</th>
<th>SE</th>
<th>Z test</th>
<th>P value&gt;Z test value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.367&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.021</td>
<td>17.180</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Response length</td>
<td>−0.033&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.019</td>
<td>−1.780</td>
<td>.07</td>
</tr>
<tr>
<td>Page view</td>
<td>0.072&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.017</td>
<td>4.220</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Date of exposure</td>
<td>−0.050&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.022</td>
<td>−2.250</td>
<td>.02</td>
</tr>
<tr>
<td>Provider reputation</td>
<td>0.135&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.023</td>
<td>5.960</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Informational support</td>
<td>0.168&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.020</td>
<td>8.540</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emotional support</td>
<td>0.463&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.023</td>
<td>20.490</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social norm compliance</td>
<td>0.510&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.018</td>
<td>28.150</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social interaction</td>
<td>0.281&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.021</td>
<td>13.230</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social interaction × informational support</td>
<td>0.032&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.013</td>
<td>2.410</td>
<td>.02</td>
</tr>
<tr>
<td>Social interaction × emotional support</td>
<td>−0.086&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.006</td>
<td>−13.600</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social interaction × social norm compliance</td>
<td>0.014&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.016</td>
<td>0.880</td>
<td>.38</td>
</tr>
</tbody>
</table>

<sup>a</sup>Log likelihood=−3130.778.  
<sup>b</sup>Likelihood ratio<sup>2</sup><sub>11</sub>=2178.5 (P value<.001).  
<sup>c</sup>Pseudo R<sup>2</sup>=0.258.  
<sup>d</sup>P<.001.  
<sup>e</sup>P<.1.  
<sup>f</sup>P<0.05  
<sup>g</sup>Nonsignificant.

Findings

As shown in Table 4, most hypotheses were supported (our tests are 2-tailed tests and the degree of freedom is 11). The four direct effects were significant. Informational support (β=.168; t<sub>11</sub>=8.540), emotional support (β=.463; t<sub>11</sub>=20.490), social norm compliance (β=.510; t<sub>11</sub>=28.150), and social interaction (β=.281; t<sub>11</sub>=13.230) positively influenced consumers’ VRBs in OHCs. H1, H2, H3, and H4 were supported. The moderating effects of social interaction on informational support (β=.032; t<sub>11</sub>=2.410) and emotional support (β=.−.086; t<sub>11</sub>=13.600) were significant. H5 and H6 were supported. The moderating effect of social interaction on social norm compliance (β=.014; t<sub>11</sub>=0.880) was insignificant. H7 was unsupported.

Although we proposed that social interaction negatively moderates the effect of social norm compliance on consumers’ VRBs, our results did not support this hypothesis. This may be because although CEST indicates such a negative moderating effect [70], other literature suggest that social interaction can provide consumers an opportunity to observe what others do [39,91], ie, the more frequently health service providers and consumers interact, the more consumers feel social pressure from others and the expectation to fit within social norms. This may be likely to enhance the effects of social norm compliance to some extent and that is why we did not observe a significant relationship empirically.

Discussion

On the basis of prior related studies and grounding our research in CEST, this study has identified two health service content–related factors and two interpersonal factors and explored how these factors influence consumers’ VRBs toward free health service contributors in OHCs. Our empirical findings have demonstrated that informational support, emotional support, social norm compliance, and social interaction positively influence consumers to voluntarily reward free health service contributors. In addition, social interaction enhances the effect of informational support but weakens the effect of emotional support on consumers’ VRBs toward free health service contributors in OHCs.

Theoretical Contribution

This paper makes two theoretical contributions. First, we contribute to the literature on knowledge sharing in OHCs. As noncommercial web-based SE platforms are becoming increasingly popular, scholars have begun to examine health care professionals’ or consumers’ health knowledge–sharing behaviors [6,9,11,22,32]. However, few studies have explored the factors influencing consumers’ VRBs, which is an effective way of promoting the sustainable provision of health services in OHCs. This study has addressed this gap. On the basis of prior studies, we identified two health service content–related factors (ie, informational support and emotional support) and
two interpersonal factors (ie, social norm compliance and social interaction). On the basis of CEST, we verified that informational support, emotional support, and social norm compliance positively influence consumers’ VRBs, and social interaction, as an external factor, also positively influences consumers’ VRBs. Social interaction enhances the effect of informational support but weakens the effect of emotional support. Given that the VRBs toward free web-based health service contributors is so new that it has not been studied well, the abovementioned findings contribute to the research on knowledge sharing by identifying and explaining how different factors motivate consumers to voluntarily reward free health services in OHCs.

Second, our research is based on CEST and also contributes to CEST. Specifically, CEST mentioned that the extent to which individuals behave primarily according to one of the systems varies based on situations or the person himself or herself [70,95], but it did not specifically study which factor can affect such changes. Some later studies have verified the abovementioned proposition in different situations and found that external factors (eg, attraction effect and constructive thinking) do change the effects of experiential and rational systems [81,82]. This study has verified the abovementioned proposition in an OHC context. We found that social interaction together with emotional support negatively influences consumers’ VRBs, but together with informational support, it positively influences consumers’ VRBs. This finding extends the literature on CEST by verifying the moderating roles of a new external factor (social interaction) in a new context (OHCs).

Practical Implication
This paper has identified and verified the effects of four main variables on consumers’ VRBs on free health services in OHCs. We contributed to noncommercial web-based SE platforms by providing these platform operators strategies on how to motivate consumers to voluntarily reward free service contributors.

First, platform operators could optimize their platform feature design. They can optimize the platform communication features and encourage service providers and consumers to interact with each other. In addition, they can design and implement new rewarding systems. For example, they can display the rewarding messages such as “consumer XX just rewarded provider YY some money.” These rewarding messages might cause more consumers to comply with others and choose to reward free service contributors.

Second, platform operators should encourage service providers to contribute professional knowledge and generate high-quality services. They can invite more professionals or experts to use their platforms. They can help enthusiastic consumers to improve professional capabilities. The engagement of professionals and enthusiastic consumers can guarantee the quality of services on noncommercial SE platforms and can in turn attract more consumers to use their platforms and reward free service contributors.

Limitations for Future Studies
We address two potential limitations. First, we did not test the effects of consumers’ sociodemographic variables and consumer characteristics. As the dataset was crawled in a public community, we could not obtain consumers’ sociodemographic information and their characteristics. In addition, we measured all variables with the objective data, namely an indirect measurement approach. Second, different from prior studies that use the actual volume of money as dependent variables, we used the number of times a thread is being rewarded as the dependent variables. We are not sure whether these points undermine our conclusions or not. We appeal that more studies be conducted through the econometric modeling approach and also suggest a mixed method approach of combining objective data and subjective data in future studies.
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Abstract

Background: Patients seek information from numerous sources before choosing a primary care provider; two of the most popular sources are providers’ own online biographies and patient rating websites. However, prior research has generally only examined how these sources influence patients’ decisions in isolation.

Objective: This study aimed to determine how primary care providers’ online biographies and online patient ratings interact to affect patients’ decision making, especially in the face of negative reviews.

Methods: An 8-condition online experiment (n=866) was conducted, manipulating patient ratings and the timing of viewing a provider’s online biographical video (pre- or postrating viewing).

Results: When participants were shown a short video introduction of a provider after reading predominantly negative reviews a positive expectancy violation occurred, which was also related to more positive perceptions of the provider. When exposed to all negative reviews, 43% of participants indicated they would still choose to make an appointment with the provider, with many indicating that the video provided the evidence needed to help make up their own minds.

Conclusions: These findings are especially relevant to health care organizations seeking to combat a recent rise in fake patient reviews. Providing patients with realistic expectations of the care that clinicians can offer via their own online biographical videos can help counteract negative patient comments online.

(J Med Internet Res 2020;22(4):e16635) doi:10.2196/16635
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Introduction

Background

Selecting a new primary care provider, “one of the most important health-related decisions a patient makes” [1], can be a daunting task with numerous qualities to consider. For example, can I easily get an appointment; will the provider treat me with respect; will I feel comfortable communicating with this provider? As a result of governments’ and health care organizations’ directives to provide greater levels of patient-centered care (PCC), patients arguably have more information at their fingertips than ever before to help make this decision.

Outside of recommendations from others, one source that prospective patients use to gain information about providers is through biographies on health care systems’ websites [2]. Other sources some patients consult are physician online ratings websites, in which patients give reviews in the form of numerical ratings and include narrative comments about their experiences with providers [3].

Given the importance of selecting a provider, patients likely consult information from multiple sources. However, previous
research has generally examined patients’ decision-making processes and their perceptions of providers based on visiting only one type of information source. For example, Perrault and Silk [4,5] examined prospective patients’ attitudes when experimentally manipulating content within providers’ online biographies. Others have solely investigated the effect of providers’ online ratings on patients’ beliefs and decision making [6-8]. What happens when prospective patients examine multiple sources of information to make their decisions? If researchers continue to only study individual sources of information in isolation, a complete understanding of the impact that the totality of this information can offer will never be fully realized.

Therefore, guided by expectancy violations theory [9,10] and the concept of thin slicing [11], this research sought to understand how both the information provided by providers’ own online biographies and that offered on rating websites might interact in influencing prospective patients’ perceptions of a primary care provider and patients’ decision making. The results could also provide important information to health care organizations on the strong influence their providers’ own online biographies may have, especially in the face of negative reviews.

The Growing Information About Providers

Providing PCC is becoming a growing necessity in the health care industry. In the near future, some degree of provider reimbursements is going to be tied to the Agency for Healthcare Research and Quality’s (AHRQ’s) Consumer Assessment of Healthcare Providers and Systems (CAHPS) survey measures [12], an assessment that among other things measures patient-centered experiences (eg, ease of access to health care services and provider communication). A part of providing greater levels of PCC is offering patients information to enable them to be more informed decision makers, especially in helping them choose a provider or practice that is most likely to meet their individualized needs [13]. The industry is therefore seeing increased innovation and research into the development and improvement of information available to patients to help them make decisions on choosing providers. Two of these information sources are providers’ own online biographies and third-party rating websites.

Online Biographies

In a recent survey of almost 4000 people, Perrault and Hildenbrand [2] found that the most popular source from which prospective patients sought information about providers was through online biographies provided by health care organizations. In an industry that is increasingly becoming more consumer-centric [14], with systems competing for patients, there has been greater attention paid toward finding ways to help health care organizations improve outward-facing communication about their providers to prospective patients. After all, the information provided by health care systems on their own websites about providers is under their complete and direct control [15]. Although patients desire the technical expertise of providers, which is often displayed within providers’ online biographies through the articulation of degrees and fellowships [16], patients strongly care about the communication qualities of providers. Specific qualities valued by patients include a provider engaging in active listening, being friendly, explaining information in an understandable way, and having a good bedside manner [17,18]. These types of qualities can usually be conveyed within online biographies through philosophy of care statements or even through video introductions of providers [5,19], and it is therefore likely why these types of communicative qualities are also usually displayed on rating websites.

Rating Websites

There are a growing number of online provider rating websites for patients to choose from when seeking information about prospective providers [3,20]. Most often these rating sites consist of quantitative ratings and narrative comments in which patients rate or describe personal experiences with particular providers [3]. These websites request the patient’s feedback in categories such as physician’s knowledge, timeliness, and interpersonal skills [21].

However, although large numbers of patients do seek information from these rating websites [3,22], most do so with caution. “Americans do not seem to put much stock in overall rating systems of doctors or other care providers” [17]. Only about 10% of Americans “completely”, or “trust very much”, the provider quality information provided by ratings websites, and only about 30% would trust quality ratings from patients who are surveyed anonymously about the quality of their care [17]. In addition, most ratings on rating websites tend to be positive [6], indicating that patients who consult these sites may not be receiving a fully representative picture of other patients’ experiences [23]. In other words, patients who solely make decisions based on rating websites may choose providers who violate the patients’ expectations.

Expectancy Violations Theory

Expectancy violations theory is rooted in the belief that everyone has or develops expectations about what a future interaction with someone should and will be like [10]. In the case of seeking a new health care provider, prospective patients could develop these expectations by reading other patients’ comments on rating websites discussing their experiences with a specific provider. Even though prospective patients do not place much confidence in patient rating websites to select providers, about two-thirds of those surveyed in a nationally representative sample indicated that patients’ ratings of providers’ communication are an important factor [17]. Patients are less likely to visit doctors when they are rated negatively, and this is especially the case when negative reviews are shown before positive reviews [7]. In other words, once a negative expectation of the provider is set, that negative expectation may persist and influence a patient’s ultimate decision to not visit the provider.

However, expectancy violations theory also posits that a person may modify his or her perceptions of a target when the target’s actual communication runs counter to what is expected [9,10]. As Burgoon and LePoiré [24] found, negatively induced preinteractional expectancies about a target could be overcome after having a pleasant conversation with that target: “To the extent that uncertainty is introduced by mixed expectancies...perceivers should be motivated instead to attend
more to the actual behavioral evidence” [24]. One way that health care organizations are beginning to provide this behavioral evidence to prospective patients is through the development of short video introductions of providers to place within online biographies [19]. Therefore, if given a short video introduction of a provider showcasing positive communication skills, that video may be able to override the initial negative expectancies induced by negative reviews.

Hypothesis 1: Participants who first view predominantly negative reviews (all negative or two-third negative) will have more significant expectancy violations of the provider after subsequently viewing a short video of the provider than those exposed to predominantly positive reviews.

Video Biographies as Thin Slices

People’s ability to accurately predict attributes of others after only viewing short video clips has been termed thin slicing [11]. Thin-slice research has found that participants are able to make accurate judgments of targets from as little as 6-second silent videos [25]. Others have found that attributes such as sexual orientation can be predicted from as little as 10-second clips [26], the level of altruism from 20-second clips [27], and personality traits from 30-second clips [28].

In addition, in watching short video biographies of providers, prospective patients are able to actually see the providers’ personality traits, thereby helping them better predict how the provider might interact in a consultation [19]. For example, one participant in Perrault’s [19] study of provider videos indicated the videos to which she was exposed “helped me see if I would feel comfortable with that person.”

Therefore, viewing a video after reading predominantly negative reviews (ie, a positive violation) might actually repair the initial negative perceptions prospective patients had about the provider such as provider liking, trustworthiness, expertise, anticipated patient satisfaction, and anticipated medical care quality—qualities that prior research finds are important to patients [29-31]. Conversely, viewing a video before reading negative comments also might provide a protective effect, lessening any negative impact those comments could have had if simply viewed in isolation. Therefore, we hypothesized the following:

Hypothesis 2: A significant interaction between the viewing order of provider content (video and patient reviews) and the valence of the reviews viewed (all positive, two-third positive, all negative, and two-third negative) on the dependent variables of provider liking, trustworthiness, expertise, anticipated patient satisfaction, and anticipated quality of medical care will be observed.

Choosing a Provider

After considering all the information available, patients ultimately have to make a choice [32]. To the best of the authors’ knowledge, this is the first study to have participants view both health care system–controlled biographical information of the provider and third-party patient ratings before making decisions. Therefore, a series of research questions (RQs) were posed:

- RQ1: How will the information viewing condition be related to provider selection?
- RQ2: What information influences people’s decision the most regarding whether or not they would want to select the provider?
- RQ3: When exposed to a condition containing all negative reviews, what reasons do people provide for wanting, or not wanting, to choose to visit the provider?

Finally, given that we predicted that an expectancy violation will occur when people who are exposed to negative reviews subsequently see the provider’s video, we believed that there will be some people who will choose to visit the provider even in the face of all negative reviews. Therefore, we are curious how people will explain their decisions when provided all negative reviews with the following RQ:

Methods

This study took the form of a 4 (provider ratings: all positive, two-third positive, all negative, two-third negative) x 2 (viewing order of provider content) mixed design experiment, where the provider ratings (all positive, two-third positive, all negative, and two-third negative) was the between-subjects factor and the viewing order (video first–reviews second vs reviews first–video second) was the within-subjects factor.

Procedures and Scenario

Upon consenting and indicating that they were using a device in which they could view the video and listen to the audio, participants were recruited into the study. Participants were asked to imagine themselves as patients who had recently moved across the country for a new job and had fallen ill. After a few days of rest and not feeling any better, they decided it was time to go to a health care provider. They went online to look for a nearby clinic and provider who fit with their health insurance. One half of the participants were told that their first stop online was the health care provider’s own website where a video of the provider they were considering could be found. The other half were told that their first stop online was a popular website where patients’ ratings of health care providers existed, and they looked up the ratings of a provider they were considering.

At the end of the study, participants were asked to rate on a one-item measure (1=strongly disagree and 7=strongly agree) on how realistic they thought the scenario regarding selecting a new provider seemed. A one-sample t-test revealed a mean score significantly above the scale’s midpoint (mean 5.99, SD 0.94; t_{52}=61.73; P<.001), indicating that participants thought this scenario was realistic.

Provider Content—Experimental Manipulations

The Video

Participants were exposed to a 68-second video of a nurse practitioner who was interviewed discussing her philosophy of care, what a normal consultation with her is like, and what she likes to do when she is not at the clinic. The practitioner was shot in an interview style, with her head and shoulders in the frame. The majority of the interview footage was covered up with B-roll of the provider actually interacting with a patient.
For example, a participant could see the provider actually asking questions to the patient, performing a brief examination, and then discussing treatment options with the patient. This B-roll of the provider was included within the video as prior research indicated that prospective patients would like B-roll included in video introductions [19]. The video was produced and edited by the first author who is also a former television reporter. To try and ensure that the participants actually viewed the video, participants were not able to continue with the survey until 68 seconds (the length of the video) elapsed. Underneath this video was a brief biography of the provider that only provided her name, photo, specialty, and educational credentials (see Multimedia Appendix 1). This basic content is usually provided within most online provider biographies [16].

**Likeability Induction of the Provider**

All participants who viewed the video first (n=413) rated the provider as likable (see the Measures section). A one-sample two-tailed t test found responses significantly above the midpoint of the scale (mean 6.38, SD 0.75; t412=64.52; P<.001). Therefore, this video succeeded at showing participants a provider who is initially perceived as likable by individuals without any information to the contrary.

**The Reviews**

Reviews of the provider were developed by simulating the page of a provider rating website (see Multimedia Appendix 2). Patients’ comments were developed by the second author who viewed hundreds of real patients’ comments on numerous rating websites to create the most realistic comments possible. All comments were solely focused on the communication between the patient and the provider. This is because patients’ ratings of providers’ communication play an important role in prospective patients’ decision making [17,33]. In addition, a majority of clinicians and patients agree that providers should not be evaluated by patients on the clinicians’ technical skills but do agree that patients have the knowledge to evaluate the clinicians’ communication skills [34].

Each review had 3 patient comments, followed by a 5-point star rating. Four sets of patient comments were developed to which a participant could have been randomly assigned: all 3 positive comments, all 3 negative comments, 2 positive comments out of 3 comments (middle comment negative), and 2 negative comments out of 3 comments (middle comment positive). Positive comments were all given five stars, and negative comments were all given one star. Negative comments were an exact opposite translation of the positive comments. For example, if a positive comment said that the provider “always pays attention to me,” the negative version of that same comment said that the provider “never pays attention to me.”

**Viewing Order**

To test this study’s hypotheses and RQs, the viewing order of the video and reviews was also randomly assigned. Half of the participants were randomly assigned to view the video first and the other half randomly assigned to view the patients’ reviews first. After viewing each portion of the provider content, participants completed a series of survey measures.

**Measures**

Unless otherwise noted, all variables were measured at two timepoints, once after each exposure to the video and patient reviews.

**Liking**

Provider liking was measured with four items adapted from a study by Jayanti and Whipple [35]. Participants rated their level of agreement on a 7-point Likert scale (1=strongly disagree and 7=strongly agree) with the following statements: This provider seems likable, pleasant, friendly, like a nice person (alpha=.992 and alpha=.984 for the first and second times, respectively).

**Trust**

Provider trust was measured with six 7-point, semantic differential items adapted from source credibility scales of McCroskey and Teven [36] and Ohanian [37]. Participants were asked to rate how dishonest-honest, dependable-dependable, unreliable-reliable, sincere-insincere, trustworthy-trustworthy, and phony-genuine they perceived the provider to be (alpha=.980 and alpha=.977 for the first and second times, respectively). Higher scores indicated greater levels of trust.

**Expertise**

Expertise was measured with six 7-point, semantic differential items also adapted from the source credibility scales of McCroskey and Teven [36] and Ohanian [37]. Participants rated how they believed the provider to be an expert/not an expert, inexperienced/experienced, incompetent/competent, unqualified/qualified, unskilled/skilled, and stupid/smart (alpha=.971 and alpha=.969 for the first and second times, respectively). Higher scores indicated greater levels of expertise.

**Anticipated Patient Satisfaction**

Anticipated patient satisfaction was measured with three 7-point, semantic differential items from Richmond et al’s [38] satisfaction with the physician scale. Participants were asked to indicate how displeased-pleased, dissatisfied-satisfied, uncomfortable-comfortable they would be with their visit (alpha=.987 and alpha=.974 for the first and second times, respectively). Higher scores indicated greater satisfaction.

**Anticipated Quality of Medical Care**

The anticipated quality of medical care was measured using four items adapted from Richmond et al’s [38] perceived quality of medical care measure. Participants were asked to indicate where they would fall along the 7-point continuum for the following word pairs regarding the kind of medical care they would obtain from the provider: impersonal-personal, uncaring-caring, unconcerned-concerned, and unsatisfactory-satisfactory (alpha=.984 and alpha=.977 for the first and second times, respectively). Higher scores indicated greater perceptions of care quality.

**Expectancy Violation**

Expectancy violation was measured only once, after participants were exposed to the video. Expectancy violation was measured using three items adapted from a study by Klingle and Burgoon [39]. Participants rated on a 7-point Likert scale (1=strongly disagree and 7=strongly agree) their level of agreement to the
following prompt and statements: Based on the video you just saw of the provider, please rate your level of agreement with each statement: Kris communicated in a way that I expected; Kris’ communication style is what I anticipated it would be; I expected that Kris would interact with the patient in the way she did (alpha=.960). Lower scores indicated a greater expectancy violation.

Decision Making
After viewing both pieces of provider content (video and reviews), participants were asked to indicate (yes/no) their decision regarding the following question: “Based on all the information that you saw, would you decide to make a medical appointment with Kris?”

Influence of Content
Participants were then asked to indicate via a closed-ended response about what information influenced them the most regarding whether or not they would make an appointment with the provider. Participants could select from the following three options: provider’s video and biography, patients’ ratings of the provider, or both the video/biography and patients’ ratings.

Rationale for Decision
Participants were then asked to respond to an open-ended question inviting them to indicate why they would or would not choose to make an appointment with the provider.

Participants and Data Cleaning
Participants were recruited utilizing Amazon Mechanical Turk (Seattle, WA) in October 2018 and paid US $1 for participating. Participants were only recruited from the United States. To ensure integrity of the data, multiple procedures were utilized to clean the dataset. An initial captcha item was used to ensure humans, and not machines, were the actual participants. Initially, 1716 surveys were completed. Utilizing procedures outlined by Dennis et al [40] regarding how to identify and remove participants who circumvent initial screening methods (eg, using server farms to circumvent country of residence), the following methods were used. Responses that originated from duplicate GPS coordinates were initially removed (n=301); next, those originating from duplicate internet protocol addresses were also removed (n=105). Three people were removed who did not watch the video, and 138 were removed for not completing more than half of the study’s questions. An additional 87 people were removed for indicating that they had previously seen the provider, 96 people who worked in the health care industry were removed, and 109 people who took less than 8 min to complete the study (an approximate time to reasonably view all stimuli and answer questions) were removed. Finally, 11 participants were removed who did not logically answer the open-ended question asking why they would (or would not) choose to make an appointment, eg, “for meet her” and “I make.” This left a final participant pool of 866 valid responses.

Demographics
The average age of participants was 39.2 years (SD 12.6; range 18-82). A little more than half of the participants identified as female (n=493). Most participants (626/866, 72.3%) identified as Caucasian, followed by African American (92/866, 10.6%), Hispanic (63/866, 7.3%), Asian (56/866, 6.5%), Native American (8/866, 0.9%), Pacific Islander (2/866, 0.2%), and other (16/866, 1.8%). Participants came from all states except North Dakota. Six participants reported their highest level of education as never completing high school; other participants reported completing a high school diploma/general education diploma (225/866, 26.0%), 2-year college degree (182/866, 21.0%), 4-year degree (336/866, 38.8%), and an advanced college degree (114/866, 13.2%).

Results

Hypothesis 1
Hypothesis 1 predicted that participants who first viewed predominantly negative reviews of the provider (ie, all negative or two-third negative) would have a more significant expectancy violation of the provider after subsequently viewing the provider’s video than those who were initially exposed to predominantly positive reviews. To test this hypothesis, a one-way analysis of variance (ANOVA) was conducted where the provider’s review condition was the independent variable and expectancy violation was the dependent variable. The analyses revealed a significant finding: $F_{7,858}=93.11$ and $P<.001$. Post hoc comparisons using the Tukey honestly significant difference test at $P<.05$ showed that those who initially saw all negative reviews had the most significant expectancy violation after viewing the video (mean 3.34, SD 1.76), followed by those who saw two negative comments and then the video (mean 4.14, SD 1.51). All the other six conditions were not statistically different from one another (see Table 1). Therefore, hypothesis 1 was supported. Those who viewed predominantly negative reviews of the provider and then viewed her video had the most significant expectancy violations.
Hypothesis 2

Hypothesis 2 predicted that a significant interaction would arise between the viewing order of the provider content and the valence of the reviews viewed on the dependent variables of provider liking, trustworthiness, expertise, anticipated patient satisfaction, and quality of medical care. A series of mixed ANOVA for each dependent variable was conducted, where the valence of reviews was the between-subjects factor and the viewing order of the provider content (video/reviews either first/second) was the within-subjects factor. The analyses revealed significant interactions for all five dependent variables in the same pattern (see Table 2 for descriptive data and analyses and Figure 1 for a visual depiction of one of the interactions). In general, those who viewed predominantly negative comments first saw their attitudes toward the provider increase significantly after viewing the video of the provider. In fact, in every instance these participants’ attitudes increased to a point significantly above the midpoint of the 7-point scale according to one-sample t tests. Conversely, participants who viewed the video first and then were exposed to predominantly negative reviews saw their attitudes significantly decrease. However, in none of these instances did subsequent attitudes decrease significantly below the midpoint of the 7-point scale according to one-sample t tests. Therefore, although the videos were not able to hold participants’ initial positive attitudes stable in the face of subsequently viewing predominantly negative reviews, these participants did not ultimately hold negative attitudes toward the provider, or the care that could be provided, after viewing the negative reviews.
Table 2. Descriptive statistics and mixed analysis of variance results.

<table>
<thead>
<tr>
<th>Dependent variables and exposure</th>
<th>Condition, mean (SD)</th>
<th>Condition×exposure</th>
<th>Partial η²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Video first, then...reviews</td>
<td>...Reviews first, then video</td>
<td>F test (df)</td>
</tr>
<tr>
<td></td>
<td>All positive (n=105)</td>
<td>Two-third positive (n=101)</td>
<td>All negative (n=106)</td>
</tr>
<tr>
<td>Liking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
<td>First</td>
</tr>
<tr>
<td></td>
<td>6.32 (0.78)</td>
<td>6.44 (0.78)</td>
<td>6.39 (0.75)</td>
</tr>
<tr>
<td></td>
<td>2.79 (0.99)</td>
<td>5.31 (0.78)</td>
<td>6.49 (0.75)</td>
</tr>
<tr>
<td>Trust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
<td>First</td>
</tr>
<tr>
<td></td>
<td>6.31 (0.84)</td>
<td>6.52 (0.70)</td>
<td>6.44 (0.92)</td>
</tr>
<tr>
<td></td>
<td>4.17 (1.83)</td>
<td>5.14 (1.39)</td>
<td>6.59 (0.69)</td>
</tr>
<tr>
<td>Expertise</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
<td>First</td>
</tr>
<tr>
<td></td>
<td>6.21 (0.99)</td>
<td>6.30 (0.85)</td>
<td>6.24 (0.97)</td>
</tr>
<tr>
<td></td>
<td>6.22 (0.83)</td>
<td>4.89 (1.61)</td>
<td>5.45 (1.23)</td>
</tr>
<tr>
<td>Patient satisfaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
<td>First</td>
</tr>
<tr>
<td></td>
<td>6.28 (0.91)</td>
<td>6.47 (0.68)</td>
<td>6.34 (1.03)</td>
</tr>
<tr>
<td></td>
<td>4.81 (1.55)</td>
<td>6.60 (0.68)</td>
<td>6.18 (0.98)</td>
</tr>
<tr>
<td>Medical care quality</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
<td>First</td>
</tr>
<tr>
<td></td>
<td>6.32 (0.78)</td>
<td>6.46 (0.69)</td>
<td>6.43 (0.81)</td>
</tr>
<tr>
<td></td>
<td>3.79 (1.89)</td>
<td>4.76 (1.62)</td>
<td>6.59 (0.70)</td>
</tr>
</tbody>
</table>
Research Question 1
RQ1 was interested in determining how the information viewing condition was related to whether the participants would decide to make an appointment with the provider. A chi-square analysis resulted in a significant finding: $\chi^2_{17}=216.1$ (n=866) and $P<.001$. In only two instances (ie, both conditions where participants saw all negative reviews) did the number of people who indicated not wanting to make an appointment with the provider outnumber those who would. However, even in these two conditions, a large number of participants (95/220, 43.2%) indicated that they would make an appointment.

Research Question 2
This RQ sought to understand what information influenced people the most regarding their decision to select the provider. A chi-square analysis resulted in a significant finding: $\chi^2_{14}=288.5$ (n=866) and $P<.001$. In only one condition (ie, video first, then all negative comments), the participants reported that the patients' ratings had the most significant influence. When the participants were exposed to two negative comments or all negative comments first, the video that was viewed influenced the participants more (see Table 3). In conditions where there was agreement in the content that was viewed (ie, reviews predominantly matched the pleasantness of the provider viewed in the video), participants indicated that a combination of the ratings and video were equally influential.
Research Question 3
To more thoroughly investigate why participants exposed to all negative reviews would, or would not, choose to visit the provider, a content analysis of the participants’ open-ended responses was conducted. The two researchers utilized a thematic analysis approach [41] where both researchers independently read all 220 open-ended responses for why participants decided to either want to make, or not make, an appointment with the provider. General themes were developed into a formal coding scheme. Both researchers independently coded the responses with a high level of initial overall agreement (kappa for each category >0.7) and then met to resolve disagreements until 100% agreement was reached. The following themes emerged.

Participants Who Would Make an Appointment
A total of 95 people who were exposed to all negative comments mentioned that they would make an appointment with the provider. The following four relevant themes emerged from these participants’ rationales. See Table 4 for all frequencies.

Table 4. Rationales for selection of participants exposed to all negative reviews.

<table>
<thead>
<tr>
<th>Reasoning behind the decision</th>
<th>Participants, n (%)</th>
<th>Example comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would visit the provider (n=95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality of the provider</td>
<td>50 (52.6)</td>
<td>“she seemed genuine”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“seems very nice and caring”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“she seemed very warm”</td>
</tr>
<tr>
<td>Do not trust reviews</td>
<td>50 (52.6)</td>
<td>“many people online can be dishonest about their visit”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I don’t pay attention to reviews about people, products yes. Some people just grate on each other.”</td>
</tr>
<tr>
<td>Video made the difference</td>
<td>47 (49.5)</td>
<td>“the video tells all”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I liked the way she was in the video”</td>
</tr>
<tr>
<td>Expertise</td>
<td>44 (46.3)</td>
<td>“she seems very competent”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“she has experience”</td>
</tr>
<tr>
<td>Other</td>
<td>10 (10.5)</td>
<td>“she sounded like the kind of doctor I would want”</td>
</tr>
<tr>
<td>Would not visit the provider (n=125)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reviews were bad</td>
<td>113 (90.4)</td>
<td>“the reviews she has were all bad”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I think past patient reviews say a lot and all of hers were negative”</td>
</tr>
<tr>
<td>Did not like the providers’ communication style in the video</td>
<td>12 (9.6)</td>
<td>“I thought her communication was poor in the video”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“her tone in the video seemed very cold”</td>
</tr>
<tr>
<td>She is not a doctor</td>
<td>8 (6.4)</td>
<td>“I prefer to see a doctor rather than a nurse practitioner”</td>
</tr>
<tr>
<td>Other</td>
<td>7 (5.6)</td>
<td>“I am male and prefer to speak with a male”</td>
</tr>
</tbody>
</table>
Do Not Trust Reviews
A little more than half of the participants who mentioned that they would visit the provider (50/95, 53%) indicated not putting much trust in the patients’ reviews when making decisions. Examples included statements like “I do not always believe what is written by patients/clients/consumers on review sites. I just do not trust the general public when it comes to impartial opinions,” and “I would want to make up my mind on my own instead of relying on the opinions of strangers...There could be a lot of reasons why someone would leave a negative review, sometimes out of spite or because they did not get their way.”

Personality of the Provider
A little more than half also indicated that their choice was because of the positive personality characteristics perceived (50/95, 53%). Examples included statements such as “she seemed sincere,” “she seems genuine,” and “she seemed to be very nice, compassionate.”

Video Made a Difference
Nearly half of these participants (47/95, 50%) explicitly mentioned the video as a deciding factor. For example, “I would make an appointment with her after seeing the video; “I am relying on my own judgement from her behavior in the video;” and “I feel like I know much more about what to expect after seeing the video.”

Expertise
Just less than half (44/95, 46%) referenced the provider’s expertise as a deciding factor. Perceived expertise was seen in comments such as “she has a long career with good experience;” “she seemed smart, capable;” and “I liked her credentials, her experience.”

Multiple themes could have been present in each statement. For example, 14 responses contained all themes. An example of one of these was “I would make an appointment with her after seeing the video because she seems like a very nice and experienced person. Originally, I thought that she was going to be very rude and unprofessional based on the reviews I had seen. However, I now feel that the reviews were wrong.”

Participants Who Would Not Make an Appointment
A total of 125 participants who were exposed to all negative reviews indicated that they did not want to make an appointment with the provider. The following three relevant themes emerged.

Reviews Were Bad
Overall, 90.4% (113/125) of these participants indicated that the negative reviews played a deciding factor. Examples include statements such as “I take reviews from people with experience very seriously, and they were all negative,” “I trust patient reviews more;” “based on reviews, I believe those that have seen her, especially when the reviews are so consistent;” and “based on the people that saw her and talked about her I would not care to be involved with her at all.”

Did Not Like the Communication Style in the Video
Furthermore, 9.6% (12/125) of these participants also indicated not liking the communication style the provider displayed in the video. For example, “she seemed insincere when interacting with the patient,” “watching the video confirmed [for] me that she is not that friendly,” and “I feel like I can read people well by body language and facial expressions. Based on that alone, the vibe she gives me is still impersonal and not very warm.”

She Is Not a Doctor
Overall, 6.4% (8/125) of the participants indicated not wanting to make an appointment because the provider was not a doctor. Examples included statements such as “I would prefer an M.D.;” “nurse practitioners are not doctors;” and “I prefer to see a doctor rather than a nurse practitioner.”

Discussion
Principal Findings
This study strove to determine how provider-controlled content (ie, providers’ online biographies/videos) and uncontrolled content (ie, online patient reviews) interact to influence patients’ attitudes and decision-making processes. The findings revealed that the initial deleterious effects of viewing negative patient comments can be significantly reversed when provided with a realistic preview of the provider through a short video introduction. In other words, any initially negative attitudes toward the provider after viewing negative reviews did not persist after viewing the provider’s video. Although the participants’ attitudes did not reach the same heights as when people only viewed positive comments, this research does show health care organizations that hosting videos of providers on their websites can provide a significant buffering effect to negative comments that might exist online via third-party rating websites.

The only conditions in which the provider’s video had the least amount of impact on choosing to visit the provider was when participants viewed comments that comprised all negative reviews. However, even in these conditions, just under half of the participants (43%) chose to go against the reviews and indicated wanting to make an appointment. In these instances, about half of the participants indicated that the video played an important role with one participant stating that “the reviews must have been fake because she seems genuine, compassionate, and capable.” Prior research supports the claim that patients seek providers whom patients perceive as having good interpersonal skills [42]. Therefore, providing prospective patients with videos can offer a realistic preview into how an interaction with the provider might unfold, allowing patients to make up their own minds even in the face of contradictory reviews.

Extending Expectancy Violations Theory
Although expectancy violations theory was originally applied to nonverbal behaviors [10], it was later extended to verbal behaviors in the context of face-to-face interactions [9]. Since then, the theory has been applied in computer-mediated [43] and mass-mediated settings [44] as well as health settings such as health campaigns [45] and patients’ expectations for communication with a physician [46]. This study breaks new ground in the application of expectancy violations theory by incorporating the comparison between multiple sources—a...
provider’s online video introduction and online patient ratings—to demonstrate how providers’ videos can be used to generate positive expectancy violations in the case of negative provider reviews.

Limitations and Future Directions
The first limitation of this study was that only a positively perceived provider was utilized in this study, allowing for only positive expectancy violations to take place. However, given that the majority of patient reviews found online are positive [6], providers may exist who could induce negative expectancy violations. In other words, future studies may want to provide conditions where a provider receives positive reviews but appears grumpy and gruff in his or her video. Future studies may also want to vary video length to determine how short of a video (ie, how thin of a slice) could work to still be effective at providing a significant buffering effect to negative comments.

This study also only tested reviews appearing on the extremes with comments being bipolar opposites of one another (eg, five stars or one star). Future studies might want to test the effects of reviews that are more middle of the road, ie, combinations of two, three, and four stars, and how these ratings interact with providers’ online biographical content provided by health care organizations. In addition, in this study, the content of the reviews focused on the provider’s communication. Future research may also want to include comments discussing other qualities of the provider (eg, credentials and technical competence).

Conclusions
The rise of health care consumerism today means that patients are shopping around for providers more than ever before. A recent report of top health industry issues reveals that more than three-quarters of consumers desire a “menu of care options offered by multiple providers, allowing them to choose care from local providers or virtual care from specialists across the country.” [47] As Perrault and Hildenbrand [2] found, two of the most popular sources patients are using to seek this information are providers’ own online biographies and patient reviews online. Therefore, continuing to only research the impact of each of these channels in isolation on patients’ perceptions will only provide limited conclusions.

More importantly, recent media reports indicate that fake reviews of medical providers are on the rise, possibly attributing them to competing offices, disgruntled former employees, or even image repair companies seeking to make a profit [48]. Doctors can even pay large sums of money to hide negative reviews or hire reputation management firms [49,50]. However, what this research found is that there is a much less expensive solution to combat potentially false negative reviews online—offering a realistic preview of the provider through short video introductions on providers’ own profiles. As this study revealed, providing a video to participants initially exposed to primarily negative reviews can produce a positive expectancy violation and turn initially negative perceptions into positive ones. Most importantly, more than 40% of the participants exposed to all negative reviews indicated wanting to choose to visit the provider anyway, with many of those indicating that the video helped in making this decision.

In the increasingly competitive world of health care, if providers continue to only offer prospective patients limited information about themselves (eg, text biographies that only provide credentials)—information that is currently the norm [16], patients’ perceptions may become overly clouded by reviews that they read online, whether they are genuine or not. However, if health care organizations decide to offer patients videos that can actually showcase how providers communicate, these organizations may just find that patients are willing to trust their own intuitions. As one participant stated, “you can’t fake nice.”
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Abstract

Background: Physical activity (PA) is important for children with a chronic disease. Serious games may be useful to promote PA levels among these children.

Objective: The primary purpose of this systematic review was to evaluate the effectiveness of serious games on PA levels in children with a chronic disease.

Methods: PubMed, EMBASE, PsycINFO, ERIC, Cochrane Library, and CINAHL were systematically searched for articles published from January 1990 to May 2018. Both randomized controlled trials and controlled clinical trials were included to examine the effects of serious games on PA levels in children with a chronic disease. Two investigators independently assessed the intervention, methods, and methodological quality in all articles using the Cochrane risk of bias tool. Both qualitative and quantitative analyses were performed.

Results: This systematic review included 9 randomized controlled trials (886 participants). In 2 of the studies, significant between-group differences in PA levels in favor of the intervention group were reported. The meta-analysis on PA levels showed a nonsignificant effect on moderate to vigorous PA (measured in minutes per day) between the intervention and control groups (standardized mean difference 0.30, 95% CI –0.15 to 0.75, \(P=.19\)). The analysis of body composition resulted in significantly greater reductions in BMI in the intervention group (standardized mean difference –0.24, 95% CI –0.45 to 0.04, \(P=.02\)).

Conclusions: This review does not support the hypothesis that serious games improve PA levels in children with a chronic disease. The meta-analysis on body composition showed positive intervention effects with significantly greater reductions in BMI in favor of the intervention group. A high percentage of nonuse was identified in the study of serious games, and little attention was paid to behavior change theories and specific theoretical approaches to enhance PA in serious games. Small sample sizes, large variability between intervention designs, and limited details about the interventions were the main limitations. Future research should determine which strategies enhance the effectiveness of serious games, possibly by incorporating behavior change techniques.
Introduction

Worldwide, there are many children who have been diagnosed with a chronic disease [1,2]. A disease or condition is considered chronic in childhood if all of the following conditions are met: (1) it occurs in children aged 0-18 years; (2) the diagnosis is based on medical scientific knowledge and can be established using reproducible and valid methods or instruments according to professional standards; (3) it is not (yet) curable or, for mental health conditions, it is highly resistant to treatment; and (4) it has been present for >3 months; it will, very probably, last >3 months; or it has occurred ≥3 times during the past year and will probably recur again [3]. Having a chronic disease during childhood can impact all elements of growth and development, including physical, psychosocial, and emotional functioning [4]. Physical activity (PA) is important for general health and to minimize the impact of chronic diseases on children. Unlike healthy children, children with chronic diseases are more often restricted in PA, such as playing, running and leisure activities. As a consequence, children with a chronic disease are less physically active than their healthy peers [5,6]. Participation in PA is of particular importance for children with a chronic disease [7-12]. In children with a chronic disease with a physical cause such as juvenile idiopathic arthritis, PA can improve muscle strength and physical fitness without exacerbating joint pain [8]. And, for children with type 1 diabetes mellitus, a physically active lifestyle is beneficial for glycemic control [7] and insulin sensitivity [11]. In addition, participation in sports and PA improves social functioning and mental health for all children [10].

To increase PA levels in children with a chronic disease, various physical exercise interventions have been developed, but not all have had substantial and significant effects [13-15]. The growing popularity of videogames has led to the development of serious games to promote PA in children. Serious games are especially suitable for children as these interventions use interactive and visual strategies that match the learning style of these ‘digital natives’ [16]. Well-designed games are adjustable in content, provide a feeling of satisfaction, and are challenging; they match the personal interest, motor skills, and cognitive levels of children [16]. Serious games are accessed through a personal computer, game console, tablet, or a smartphone, all of which are commonly used in a general family’s daily life. According to Bergeron [17], serious games are defined as interactive computer applications, with or without a hardware component, that have challenging goals, are fun to play, are engaging, incorporate concepts of scoring, and impart skills, knowledge, or attitudes to the user that can be applied in the real world. Whereas the hardware is comparable between games, the program itself and working mechanisms may differ. For example, Dance Dance Revolution (Konami of America, Inc., Redwood City, CA) is an exergame available on different platforms that uses cameras, motion sensors, and force sensors to encourage dancing. Other games, such as Reumaatjes@work, motivate and educate children through an interactive website with films, puzzles, and brain twisters to better cope with having childhood juvenile idiopathic arthritis and promote PA [18].

According to previous reviews, serious games have the potential to promote a physically active lifestyle in children. Especially in studies assessing the effectiveness of serious games in overweight children, first results indicate that serious games can help increase energy expenditure, heart rate, and program compliance [19]. Other studies have shown improvements in specific health outcomes, such as lung function and glycated hemoglobin A1C [20,21]. The evidence from reviews in healthy children and adolescents also supports the argument that serious games effectively promote quantitative [22-25] and qualitative PA. [26,27]. However, the long-term effectiveness on PA maintenance is not well known [22-24].

Despite the potential of serious games for healthy and overweight children, less is known about the effectiveness of serious games that promote PA in children with a chronic disease. Compared with healthy and overweight children, children with a chronic disease have unique perceived barriers and other perspectives and desires with respect to PA and serious games. In children with juvenile idiopathic arthritis, for example, pain has a major impact on the performance of PA in daily life [28], while children with diabetes have a fear of hypoglycemia [29]. It would be worthwhile to further investigate the therapeutic options for serious games in children with a chronic disease, especially when targeting PA behavior. Therefore, the aim of the present review was to study the effectiveness of serious games that promote PA in children with a chronic disease on the outcome of PA, compared to any control group condition. It was hypothesized that children in the serious game groups displayed higher levels of PA than children in the control groups.

Methods

This review was conducted according to the Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) guidelines [30] (Multimedia Appendix 1).

Search Strategy

A comprehensive systematic search was performed using PubMed, EMBASE (Ovid), PsycINFO (Ovid), CINAHL (EBSCO), and Cochrane Central Register of Controlled Trials (CENTRAL) through the Cochrane Library. The search was conducted in May 2018. Since the use of health games started after 1990, the review was limited to studies published after 1990. We wanted to select chronic diseases with a physical cause. Therefore, a combination of the following constructs was used: Chronic Disease AND Child AND Serious games AND Motor activity AND Intervention study. Only publications in English were included. Multimedia Appendix 2 provides the search string used for each database.
Screening Process and Eligibility Criteria
The full review screening process was completed by two reviewers (AB and DB), who independently selected the titles and abstracts meeting the inclusion criteria. When an article met the inclusion criteria, full text articles were obtained for closer inspection. To complete the search, the reference lists were checked, and the titles and abstracts of conference proceedings were scanned. When a conference proceeding met the inclusion criteria, the author was contacted and asked for further information on the study process and possible publications. Any unsolved disagreement between the two reviewers was resolved through discussion with a third reviewer (BV).

Inclusion and Exclusion Criteria
Randomized controlled trials (RCTs) or controlled clinical trials (CCTs) examining the effects of a serious game on PA levels in children with a chronic disease were included. Participants needed to be 6-18 years old. The definition of a chronic disease was based on the criteria by Mokkink et al [3]. We included all serious games that focused on PA behavior and were designed to entertain children with a chronic disease. Serious game interventions fulfilling the criteria of Bergeron [17] were included. These included interventions that (1) had challenging goals, (2) were fun to play and engaging, (3) incorporated some concept of scoring, and (4) provided the player with skills, knowledge, or an attitude that could be applied in the real world. Studies were excluded when PA measurements were not used and when the children, apart from the chronic disease, had a serious intellectual disability. These exclusion criteria were used to increase the comparability of the intervention outcome and population by standardizing the knowledge and understanding to general age-matched education levels.

Data Extraction
Collected data comprised study, study population, and intervention characteristics. The study characteristics were first author, year of publication, country, study design, type of control group, and follow-up, drop-out, and adherence rates. The primary outcome measure for this review was the level of PA. Objective (eg, accelerometer, pedometer) and subjective (eg, questionnaires, PA diary) PA outcomes were systematically extracted. Other outcomes, including cardiorespiratory endurance, muscular strength, body composition, and quality of life, were also retrieved. Data about the study population (eg, disease, age, gender) and intervention characteristics (eg, type and structure of serious games) were extracted. Missing data were requested from study authors.

Quality Assessment
Two reviewers (AB and DB) independently assessed the methodological quality and risk of bias criteria (at the study level) of the articles using the Cochrane Collaboration’s tool for assessing the risk of bias [31]. Items were rated as low risk, high risk, or unclear when there were no data to assess the criteria. Items scored as low risk received 1 point. Items scored as high risk or unclear received 0 points. In line with the PRISMA guidelines, an interrater process was adopted, and the degree of agreement was assessed to reduce the risk of bias. Disagreements between the authors on the risk of bias were resolved by discussion, with involvement of a third review author (BV) when necessary.

Data Synthesis and Statistical Analyses
When possible, data were pooled to assess the combined effects of the studies on PA levels. The mean outcome difference and SD in PA were retrieved from the data of each study. Continuous outcomes are presented as standardized mean difference (SMD) scores with 95% CIs. When indicated, data were converted from measurement in weeks to days, and where moderate and vigorous PA were separate groups, they were combined into a moderate-to-vigorous PA group. Heterogeneity in the effect measures between the studies was assessed using both the Chi-square test and I^2 statistic [32] and interpreted following the thresholds in the Cochrane Handbook for Systematic Reviews of Interventions, where a P value <.1 and/or an I^2 value >50% may represent substantial heterogeneity [31]. A fixed-effects model was used when heterogeneity was low; otherwise, a random-effects model was applied. The meta-analysis was performed on the latest follow-up point for each study. In addition, a sensitivity analysis based on study quality was conducted. Since Web-based interventions contain game elements other than exergames, we performed a subgroup analysis with respect to the type of intervention. Moreover, we executed a subgroup analysis on diagnosis. The meta-analysis was performed using Review Manager (RevMan) version 5.3 (The Nordic Cochrane Centre, The Cochrane Collaboration, Copenhagen) software. The protocol of this review is available in the International Prospective Register of Systematic Reviews: CRD42018070062.

Results
Search Results
The initial search yielded 6262 publications: 1577 from PubMed, 1939 from EMBASE, 355 from PsycINFO, 362 from ERIC, 1397 from Cochrane Central, and 632 from CINAHL. After duplicates were removed, 3782 articles remained for which the titles and abstract were screened. Finally, 46 full-text articles were assessed for eligibility. Consensus about the inclusion of one study was not reached [18]; after discussion with the third reviewer, this study was included. Eventually, the review included 9 studies, of which 8 could be used in the meta-analysis. The study by Armbrust et al [18] could not be included in the meta-analysis because it used median outcome scores. An overview of the search strategy is provided in Figure 1.
Methodological Quality Assessment of the Manuscripts

Methodological quality assessment resulted in 98% intrarater agreement between the two assessors with a kappa value of 0.98 (95% CI 0.95 to 1.00). The majority of the studies showed no bias in the random sequence generation [18,33-39], allocation concealment [33-39], and complete outcome data [18,33,35-40]. None of the studies fulfilled the criteria of blinding the participants and personnel. In 6 studies, the outcome assessment was not blinded, or the blinding was unclear [33,40]. None of the studies had selective reporting. Of the 9 studies, 8 [18,33,35-40] had complete outcome data and therefore had a low risk of attrition bias. Regarding other forms of bias, commercial sponsorship was investigated. We did not detect any financial conflicts of interest or other forms of bias. The risk of bias is presented in Figure 2.
Study Characteristics

Table 1 shows the characteristics of the included studies. All 9 studies used a 2-arm RCT design. All studies used an accelerometer to assess PA levels. In addition to the accelerometers, 4 studies measured objective PA using step counts with a pedometer [33,36]. Three studies used a combination of self-reported and objective PA data [18,36,38]. Other collected outcome measures were cardiorespiratory endurance [18,33-37], body composition [34-36,38,39], muscle strength [33,37,40], and health-related quality of life [18,40]. In 6 of 9 studies, the control group received usual care without any additional care [18,33,35-38]. In one study, the control group underwent a family-based intervention [39], and in 2 studies, the control group received education information [34,40]. Studies used different follow-up periods, and the total study duration varied from 12 weeks [37] to 12 months [18].
Table 1. Characteristics of the studies included in the systematic review and meta-analysis.

<table>
<thead>
<tr>
<th>Study</th>
<th>Author, year, country, study design</th>
<th>Participants</th>
<th>Outcomes</th>
<th>Intervention</th>
<th>Control</th>
<th>Other outcomes</th>
<th>Drop-outs</th>
<th>Timing (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sample size (n for I, n for C)</td>
<td>Gender (girls, n (%))</td>
<td>Age (years), mean (SD)</td>
<td>Chronic disorder</td>
<td>Juvenile idiopathic arthritis</td>
<td>AM(^c), 7-day activity diary</td>
<td>Cardiorespiratory endurance, quality of life</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Web-based intervention</td>
<td>Supervised group sessions</td>
<td>AM(^e), 7-day activity diary</td>
<td>Cardiorespiratory endurance, functional muscle strength</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No intervention (waiting list)</td>
<td>AM, pedometer</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exergame</td>
<td>AM</td>
<td>Muscle strength, quality of life</td>
<td>24, 8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No intervention (waiting list)</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exergame</td>
<td>AM</td>
<td>Overweight &amp; obesity</td>
<td>5(^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No intervention (waiting list)</td>
<td>AM</td>
<td>Cardiorespiratory endurance, muscle strength</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exergame</td>
<td>AM</td>
<td>Overweight &amp; obesity</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No intervention (waiting list)</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AM</td>
<td>Family-based weight management program</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No intervention</td>
<td>AM, questionnaire</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AM</td>
<td>Family-based weight management program</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AM</td>
<td>Family-based weight management program</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AM</td>
<td>Family-based weight management program</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AM</td>
<td>Family-based weight management program</td>
<td>AM</td>
<td>Cardiorespiratory endurance, body composition</td>
</tr>
</tbody>
</table>

\(^a\) I: intervention group.  
\(^b\) C: control group.  
\(^c\) RCT: randomized controlled trial.  
\(^d\) IQR: interquartile range.  
\(^e\) AM: accelerometer.  
\(^f\) months.  
\(^*\) I + C, not stratified by group.

**Sample Characteristics**

A total of 886 participants were included in this review. The sample consisted of 582 children diagnosed with obesity [34-36,38,39], 101 children diagnosed with cerebral palsy [37], 94 survivors of childhood cancer [40], 60 children with a previous brain injury [33], and 49 children diagnosed with juvenile idiopathic arthritis [18]. Per study, the sample size
ranged from 37 [38] to 322 patients [35]. Overall, 111 of the 886 participants did not complete the respective study. There were no large gender differences; an almost equal percentage of girls (44.6%; range 27%-100%) and boys (55.4%; range 0%-73%) participated. The age of the participants ranged from 8 to 18 years, with an estimated mean age of 11.8 years (SD 1.7 years).

**Intervention Characteristics**

Table 2 presents the PA and technology used during the serious game interventions. The first type of serious game was exergames. Exergames involve PA in gameplay, such as dancing, boxing, and balancing exercises using a Nintendo Wii, PlayStation, or Xbox [33-35,38,39]. The second type of serious game was Web-based educational interventions [18,37,40]. These interventions use puzzles, avatars, and brain twisters to encourage PA.

The duration of the interventions ranged from 10 [34] to 24 weeks [35] with a mean duration of 17.3 weeks (Table 3). In 2 studies, children were instructed to 'play' the serious game daily [33,37]; in another 2 studies, children were requested to play the game at least once a week [18,38]. The remaining 5 studies did not specify the frequency of playing [34-36,39,40].

<table>
<thead>
<tr>
<th>Study</th>
<th>Setting</th>
<th>Type of technology</th>
<th>PA elements</th>
<th>Serious game description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armbrust et al [18]</td>
<td>Home environment</td>
<td>Web-based application</td>
<td>Arthritis and physical activity education, including barriers, PA benefits, and information about self-efficacy towards becoming more physically active</td>
<td>Films, animations, spoken text, puzzles, brain twisters, and assignments to promote PA; goal setting; email reminders to complete assignments; and a feedback loop to verify whether the child had read the information and finished the assignment. Cognitive behavioral theory was used.</td>
</tr>
<tr>
<td>Baque et al [33]</td>
<td>Home environment</td>
<td>Exergame with internet-connected computer and Microsoft Kinect</td>
<td>Gross motor activities combined with cognitive and visual perception and upper limb exercises</td>
<td>Gross motor and daily PA assignments represented on a computer. An example is to use cognitive and visual perception and move the upper limb to solve a mathematical equation. Persuasive elements consisted of feedback and positive reinforcement by parents/guardians.</td>
</tr>
<tr>
<td>Christison et al [34]</td>
<td>Research laboratory</td>
<td>Exergame through a PlayStation and Nintendo Wii</td>
<td>Aerobic and muscle strength exercises</td>
<td>A group activity with several games, including aerobic dance, interactive stationary biking, hitting/kicking targets, and boxing. The games used goal setting and documentation of PA in diaries rewarded with small incentives (not specified).</td>
</tr>
<tr>
<td>Howell et al [40]</td>
<td>Home environment</td>
<td>Web-based application</td>
<td>Promotion of moderate to vigorous physical activities</td>
<td>The goal was to progress the avatar through various levels on a website. Educational materials, an activity monitor, and access to an interactive website were used to encourage PA via rewards. Points could be redeemed for small prizes (eg, t-shirts, stickers) and/or gift cards.</td>
</tr>
<tr>
<td>Maddison et al [35]</td>
<td>Home environment</td>
<td>Exergame through a PlayStation</td>
<td>Promotion of light- to moderate-intensity physical activity</td>
<td>The games were Play3, Kinetic, Sport, and Dance Factory. This was combined with information and education about PA.</td>
</tr>
<tr>
<td>Maloney et al [36]</td>
<td>Home environment</td>
<td>Exergame through a PlayStation and Wii</td>
<td>Promotion of physical dancing</td>
<td>Games to encourage dancing.</td>
</tr>
<tr>
<td>Mitchell et al [37]</td>
<td>Home environment</td>
<td>Web-based application</td>
<td>Functional gross motor exercises such as sit-to-stand, squatting, and balancing</td>
<td>The Web-based exercises involved upper limb and visual-perceptual games. Examples of active video games are flying a spaceship while squatting and balancing on foam or lunging to shoot a pirate ship with a cannon ball.</td>
</tr>
<tr>
<td>Staiano et al [38]</td>
<td>Research laboratory</td>
<td>Exergame through an Xbox 360 console</td>
<td>Encouragement of whole-body movement and moderate-intensity energy expenditure.</td>
<td>Different dance games, Games, songs, dance mode, intensity level, and dance partner were self-selected by the participant.</td>
</tr>
<tr>
<td>Trost et al [39]</td>
<td>Schools and young men’s Christian associations</td>
<td>Exergame through an Xbox 360 console</td>
<td>Not specified</td>
<td>During the second session, the JOIN for ME program was supplemented with an active sports game. A second active game was provided in week 9 of the JOIN for ME program. No explicit advice or goal was given regarding the use of the active gaming tool.</td>
</tr>
</tbody>
</table>

Table 2. Description of the physical activity and technology used in the interventions.

PA: physical activity.
### Table 3. Characteristics of the serious game interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Duration (weeks)</th>
<th>Frequency/intensity</th>
<th>Guidance and supervision</th>
<th>Measurement points</th>
<th>Game adherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armbrust et al [18]</td>
<td>14</td>
<td>Weekly/not specified</td>
<td>4 supervised group sessions with parents and children and contact via email with research personnel. Parents were requested to participate.</td>
<td>Baseline, 3 months, and 12 months</td>
<td>Not specified</td>
</tr>
<tr>
<td>Baque et al [33]</td>
<td>20</td>
<td>30 minutes per day, 60 hours game play in total</td>
<td>Supervision by a caregiver and assessment of online adherence. Parents were requested to participate.</td>
<td>Baseline and 20 weeks</td>
<td>Mean 17.57 hours (SD 14.9 hours, range 0-46.14 hours) of 'Move it to improve it' (Mitii) training, average of 52.68 logins (SD 39.98 logins)</td>
</tr>
<tr>
<td>Christison et al [34]</td>
<td>10</td>
<td>Not specified</td>
<td>10 supervised group sessions, 4 monthly maintenance sessions by a dietitian or counselor, and medical students as facilitators. Parents were requested to participate.</td>
<td>Baseline, 10 months, and 6 months</td>
<td>Not specified</td>
</tr>
<tr>
<td>Howell et al [40]</td>
<td>24</td>
<td>Not specified</td>
<td>None</td>
<td>Baseline, 12 weeks, and 24 weeks</td>
<td>Not specified</td>
</tr>
<tr>
<td>Maddison et al [35]</td>
<td>24</td>
<td>Not specified</td>
<td>None</td>
<td>Baseline, 12 weeks, and 24 weeks</td>
<td>At 12 weeks, 15.5 minutes a day (SD 26.3 minutes a day); at 24 weeks, 10.2 minutes a day (SD 23.9 minutes a day)</td>
</tr>
<tr>
<td>Maloney et al [36]</td>
<td>12</td>
<td>Not specified</td>
<td>2-6 contacts with research personnel over a 20-week period. Contact by email or fax was made if participants did not use the program for 2 weeks.</td>
<td>Baseline and 12 weeks</td>
<td>89 minutes per week over the 12-week period</td>
</tr>
<tr>
<td>Mitchell et al [37]</td>
<td>20</td>
<td>30 minutes a day on 6 days a week</td>
<td>Contact with therapists via email, telephone, or video conferencing for encouragement and technical support.</td>
<td>Baseline and 20 weeks</td>
<td>32.4 hours (SD 17.2 hours) of training over the 20-week period, logging in for 24.2 minutes (SD 5.5 minutes) on an average of 77.7 days</td>
</tr>
<tr>
<td>Staiano et al [38]</td>
<td>12</td>
<td>60 minutes a day, 3 times a week</td>
<td>Three “Gaming Coaches” were present to supervise the game sessions.</td>
<td>Baseline and 14 weeks</td>
<td>Not specified</td>
</tr>
<tr>
<td>Trost et al [39]</td>
<td>16</td>
<td>Not specified</td>
<td>The JOIN for Me program consisted of 16 weekly supervised sessions with groups of children and parents.</td>
<td>Baseline, 8 weeks, and 16 weeks</td>
<td>8 children discontinued the program</td>
</tr>
</tbody>
</table>

In 7 of 9 studies, the intervention was combined with personal guidance from a healthcare provider or researcher [18,33,34,36-39]. In 3 interventions, the guidance consisted of supervised group sessions [18,34,39]. In another 3 studies, one-on-one guidance was provided by a therapist or game coach [33,36,38], and 1 study used digital communication strategies, including email, telephone, or video conferencing [37]. Additionally, only 1 study (Armbrust et al [18]) reported the use of a health behavior theory (cognitive behavioral theory) to support the design of the intervention.

**Main Outcomes**

**Narrative Analysis**

Significant between-group differences in PA levels in favor of the intervention group were reported by 2 studies [38,39]. The first study by Trost et al [39] reported statistically significant increases in moderate-to-vigorous (7.4 minutes a day) and vigorous (2.8 minutes a day) PA. In the second study by Staiano et al [38], significant positive effects were observed for self-reported PA levels but not for accelerometer-measured PA. Although most other studies reported significant within-group results in favor of the intervention group [18,33,36,40], these differences were not significant when compared between the study groups.

Body composition was measured in 5 studies [34-36,38,39]. Of these studies, 3 [35,38,39] reported significant end-of-study measurement differences between the intervention and control groups. With respect to cardiorespiratory endurance, there were 6 studies reporting on this outcome [18,33-37]; only the trial by Mitchell et al [37] found significant improvements in the intervention group. Muscle strength was measured in 3 studies [33,37,40], of which 2 studies [33,37] reported a significant increase in muscle strength in favor of the intervention group. Two studies assessed health-related quality of life [18,40] and reported no between-group differences on this outcome measure.
Meta-analysis

For the primary outcome of PA, accelerometer and pedometer data were extracted to perform a meta-analysis to investigate the effectiveness of serious games on objective PA levels (Figures 3 and 4). The outcome was described as minutes per day of moderate to vigorous PA. The study by Christison et al [34] could not be included in the accelerometer meta-analysis, since this study used only step counts to measure PA. The meta-analysis results showed a positive but nonstatistically significant effect in favor of the intervention group (SMD 0.30, 95% CI –0.15 to 0.75, \(P = .19\)). Assessment of statistical heterogeneity indicated high study heterogeneity (\(\chi^2 = 35.9, P < .001, I^2 = 83\%\)), which supported the performance of a random effects meta-analysis. In addition to minutes per day of moderate to vigorous PA, we also performed a meta-analysis on step counts. The meta-analysis showed a nonsignificant negative effect on step counts [33,34,36,37], which means that the intervention group had lower step counts than the control group (SMD –0.22, 95% CI –0.69 to 0.26, \(P = .37\)) with statistical heterogeneity (\(\chi^2 = 6.3, P = .10, I^2 = 52\%\)).

Regarding other outcomes, 3 other meta-analyses were performed on cardiorespiratory endurance, functional muscle strength, and body composition. The forests plots are provided in Figures 5-7. Compared to the control group, serious games had no significant influence on submaximally tested cardiorespiratory endurance (SMD 0.32, 95% CI –0.01 to 0.66, \(P = .06\)) or functional muscle strength (SMD 0.46, 95% CI –0.12 to 1.04, \(P = .12\)). However, there was a significant intervention effect for BMI; the studies reported a reduction in BMI in favor of the intervention group (SMD –0.24, 95% CI –0.45 to –0.04, \(P = .02\)). A meta-analysis on health-related quality of life could not be performed due to different testing instruments and outcome presentation [18,40].
Subgroup and Sensitivity Analysis

Sensitivity analysis was performed for the primary outcome measure PA by excluding the studies with the highest risk of bias. After removal, the direction and magnitude of the SMD did not markedly differ. We also performed two subgroup analyses based on disease stratification (obesity and overweight versus other chronic diseases) and type of intervention (Web-based interventions versus exergame interventions). Additionally, we performed a post-hoc analysis for age by excluding the study by Staiano et al (>15 years) [38]. These analyses showed no significant difference in intervention effectiveness (Multimedia Appendix 3).

Discussion

This review and meta-analysis showed no significant effects of serious games on PA levels in children with a chronic disease. Only the meta-analysis on BMI showed positive intervention effects, with a significantly greater reduction in BMI in the intervention group. This review is the first to assess the effectiveness of serious games on PA in children with a chronic disease, while former reviews studied the effectiveness of serious games in the promotion of PA levels in healthy children [21-24, 26, 27, 41, 42]. Results of these reviews were inconsistent. Some showed significant positive effects on PA [21-23, 26, 27], another was inconclusive [24], and others did not find positive effects [41, 42].

We wondered why the serious games in this review failed to increase PA in children with a chronic disease. A possible explanation can be related to poor adherence rates and low intensity during use. In serious games, it is uncommon to have specific time frames or necessary duration of playtime. Serious games provide (a perception of) autonomy by allowing a child to choose their own exercise levels and own training intensity [43, 44]. However, availability and simple promotion of serious games does not automatically lead to improved PA levels [45]. The success of serious games requires explicit instructions and active participation, and children must complete a certain amount of required game content to reach sufficient levels of PA in daily life. In training programs for children, the so-called F.I.T.T. factors (frequency, intensity, time, and type) are recommended [46]. According to these factors, the frequency of training should be at least twice per week for at least 12 weeks, the intensity should be higher than 66% of peak heart rate, and the duration should be between 20 and 60 minutes per session [47]. Of the 9 included studies, 4 studies reported substantial rates of nonuse [34, 36-38], which might be the reason for a lack of change in PA behavior. These poor adherence rates are not limited to video games and are recognized as a universal problem in all types of PA exercise interventions [48].

Another factor that may have negatively influenced serious game effects in our review is the absence of information on behavior change techniques in the design of the interventions to enhance PA behavior. In general, behavior change techniques are recommended in the design of complex health service interventions [49] and are important in the promotion of PA [50]. There were only a few studies that mentioned the use of goal setting, rewards, and positive reinforcement to stimulate PA levels [18, 33, 40]. Other studies paid no or little attention to behavior change techniques [35-39].

Offering a serious game alone is not enough. Serious games should contain support from others in order to increase PA behavior in children. Parents are the most important role model for children and therefore can stimulate their PA participation [51, 52]. In the study by Trost et al [39], parents had an active role during the intervention period. This was the study that reported positive effects of the intervention on PA during the assessment of a 16-week family-based pediatric weight management program. Due to the mixed intervention design in this study, it is difficult to tell which part of the intervention was the most important to increase PA. In 4 other studies, the parents had only an administrative role during the intervention period; this role included signing informed consent forms and providing input for data collection such as baseline characteristics and study administration purposes [35, 36, 38, 40].

There are several limitations that need to be addressed. First, in this review we could include only a limited number of studies, almost all of which had small sample sizes. Therefore, it should be noted that the findings with respect to the other outcomes (ie, cardiorespiratory endurance, functional muscle strength, and body composition) must be interpreted with caution since these results were based on only 2 studies. Second, due to limited details about the game structure and exercises included in the serious games, the repeatability of the included studies is low. Third, the interventions were not homogeneous. This might be the consequence of the variation in the primary aim between interventions; some studies focused on a multicomponent intervention to achieve weight loss and increase PA, while others only focused on increasing PA. Last, of the 9 studies [34-36, 38, 39] addressed overweight and obese participants. It could be that those studies were predominantly focused on body composition, rather than PA, making it difficult to compare those studies.

In line with the findings and limitations of this systematic review, there is a need for more high-quality studies with larger homogeneous sample sizes to better understand the long-term benefits of serious games on PA levels.
impact of serious games. Furthermore, future research should determine which components, including game duration, intensity, genre, and behavior change techniques, enhance the effectiveness of serious games. Research targeting those components is essential for the development of effective serious games. In addition, studies should aim to determine which strategies are effective to improve game adherence. Studying dose-response relationships between game exposure and PA as the outcome would be useful. Since this review included heterogeneous interventions and samples with a diversity of diseases, future reviews should use a more homogeneous approach.
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Spoken Animated Self-Management Video Messages Aimed at Improving Physical Activity in People With Type 2 Diabetes: Development and Interview Study

Abstract

Background: Web-based tailored interventions are a promising approach to help people with type 2 diabetes successfully adopt regular physical activity. Spoken animation seems to be effective regardless of the characteristics of the user and may be a relevant strategy to communicate complex health information.

Objective: The objectives of our study were to evaluate (1) pretesting communication elements and user appreciation, and (2) the applied behavior change techniques of the previously designed spoken animated video messages in a tailored self-management program for people with type 2 diabetes.

Methods: We conducted semistructured interviews with patients with type 2 diabetes recruited from general practices located in different socioeconomic status urban neighborhoods. Based on the pretesting key communication elements of Salazar’s model, we asked participants about the spoken animated video messages’ attractiveness, comprehensibility, acceptance, believability, involvement, and relevance and to what extent the video messages motivated them to become more physically active. We also assessed participants’ intention to use the spoken animated video messages and to recommend them to others. To evaluate participants’ appreciation of the different applied behavior change techniques, we conducted a post hoc analysis of the qualitative data using the MAXQDA program. Transcripts were coded by 2 coders using iterative qualitative content analysis methods to uncover key health communication issues.

Results: Of 23 patients who expressed an interest in participating, 17 met the inclusion criteria and 15 took part in the interviews. The positive appreciation of the comprehensibility, believability, and personalization was supported by participants’ statements on behavior change techniques and other communication elements. Reinforcement of and feedback on participants’ answers were positively evaluated as was the simplicity and concreteness of the spoken animated video messages. Most participants indicated reasons for not feeling motivated to increase their physical activity level, including being already sufficiently physically active and the presence of other impeding health factors.

Conclusions: Spoken animated video messages should be simple, short, concrete, and without the use of medical terminology. Providing positive reinforcement, feedback on participants’ answers, examples that match user characteristics, and the possibility to identify with the animation figures will enhance involvement in the health message. To connect more with patients’ needs and thereby increase the perceived relevance of and motivation to use an animated video program, we suggest offering the program soon after diabetes mellitus is diagnosed. We recommend piloting behavior change techniques to identify potential resistance.
diabetes mellitus, type 2; internet-based intervention; telemedicine; computer tailoring; self-management; exercise; animation; health literacy

**Introduction**

**Background**

Type 2 diabetes mellitus is a chronic metabolic disease characterized by poor regulation of blood glucose caused by insulin resistance and beta-cell impairment [1,2]. The prevalence of people with type 2 diabetes in the Netherlands was almost 1.2 million in 2018 and is expected to increase by 34% by 2030 [3]. Socioeconomically disadvantaged and minority populations are especially at risk [4]. As a result, the cost of diabetes care in the Netherlands amounted to €1.7 billion (about US $1.9 billion) in 2011 [3]. Without proper treatment, type 2 diabetes can lead to long-term complications, such as neuropathy, nephropathy, retinopathy, cardiovascular disease, and a lowered quality of life [5]. The treatment of patients with type 2 diabetes is largely dependent on patients’ daily self-care, of which regular physical activity (PA), healthy diet, and medication adherence are key elements [6,7]. Hence, diabetes self-management is recognized as the key factor of overall diabetes management [8]. Self-management enables patients to take control of their chronic disease by making their own decisions and performing self-chosen actions aimed at improving their health [5].

Scientific evidence shows the importance of regular PA as one way to reduce the risk of complications associated with type 2 diabetes [9,10]. Practicing regular PA may help to improve glycemic control, reduce visceral adiposity, lower plasma triglycerides, and reduce all-cause mortality risk [10]. According to the Dutch recommendations on PA, adults with type 2 diabetes should achieve at least 150 minutes of moderate-to-high-intensity PA (≥2 metabolic equivalent tasks [METs]) per week spread over several days [11]. However, most people with type 2 diabetes are physically inactive and do not meet these recommendations [9]. For the Netherlands, in 2016, 40% of people with a chronic condition such as diabetes did not meet the national recommendations [12].

To promote PA self-management for people with type 2 diabetes, web-based computer-tailored support programs have been developed and can help people to improve their health behaviors and thereby their health outcomes [5,13,14]. Computer-tailored interventions are characterized by the provision of feedback (in the form of health messages) adapted to the users’ characteristics to target health-related behaviors [15]. Evidence showed that these programs can have positive effects on glycemic control, food intake, and exercise [5,13,14] and increase the effectiveness and reach of clinical-based consultations [5,16]. The relative advantage concerns the ease with which the determinants can be assessed and behavior change techniques (BCTs) can be applied in formulating web-based health messages [17]. However, many of these programs used text-driven health messages that in particular experienced problems reaching people with a low educational level, who are at risk of developing type 2 diabetes [18,19].

To improve the effectiveness of web-based self-management support programs for people with type 2 diabetes, it is a prerequisite to develop health messages that match the user experience, which thus enhances appreciation and usage of the intervention. Tailored health messages can be presented in various delivery modes, such as short message service (SMS) text messaging, video messages, or animations [20]. Exploring different delivery modes is needed, as they have the potential to enhance the effects of computer-tailored interventions. This is illustrated by several previous studies investigating the effects of video tailoring as compared with text tailoring [18,21,22]. To further explore ways to improve the user experience of these tailored interventions, more research on delivery modes is of paramount importance.

Studies showed that the delivery mode of spoken animation, consisting of simple line drawings, is a promising way to communicate complex health information to people with low health literacy [23,24]. Health literacy implies the achievement of a level of knowledge, personal skills, and confidence to take action to improve personal and community health by changing personal lifestyles and living conditions [25].

Animations may be better able than video illustrations to support the creation of an adequate mental representation to enhance learning and understanding [24,26,27]. People with low health literacy are better able to recall and have a more positive attitude toward spoken messages than to written texts [24]. Additionally, since animations do not negatively influence high–health literate target groups, health messages can be adapted to low–health literacy groups, which can lead to a better comprehension [23,24].

Several BCTs may be effective to help people with type 2 diabetes change their unhealthy lifestyles and should thus be applied in formulating health messages. A review by van Vugt et al [5] of the use of BCTs in web-based self-management programs for patients with type 2 diabetes mellitus showed that providing feedback on performance, information on consequences of behavior, barrier identification, and problem solving, and self-monitoring of behavior were linked to positive outcomes for health behavior change, psychological well-being, or clinical parameters.

According to Salazar’s model, animated health messages that are appreciated and positively evaluated on pretesting communication elements are a prerequisite to enhance the user experience of the intervention [28]. Health messages should catch the attention and be comprehensible, attractive, and relevant for the target group. BCTs target determinants of behavior and create the content of the messages. It is therefore relevant to evaluate health messages with respect to BCTs [28].
The My Diabetes Profile Intervention

Development

Intervention development took place at Maastricht University. As an alternative to SMS text messaging, we previously developed tailored spoken animated health messages aimed at increasing PA behavior in people with type 2 diabetes [29]. These videos will be part of a web-based computer-tailored program, My Diabetes Profile, supporting several parts of self-management (Dutch Trial Register NTR6840) [29].

Framework

We developed tailored spoken animated video messages on the basis of the integrated change (I-Change) model [1,30,31] and tailored to address important determinants [1,32,33] of PA in patients with type 2 diabetes. We used the I-Change model [30] as the theoretical framework for developing the video messages, since it integrates several social cognitive theories, including the attitude-social influence-efficacy model [31], social cognitive theory [32], the transtheoretical model [33], the health belief model [34], and implementation and goal-setting theories (Figure 1 [35]). In recent years, the use of the I-Change model in tailored interventions has resulted in long-term positive impacts on PA behavior among adults of various age groups [1,34,36]. The model identifies relevant determinants of PA in patients with type 2 diabetes [1,22,32,33].

Figure 1. The integrated change (I-Change) model for increasing self-management behavior. Adapted from De Vries [35].

The I-Change model encompasses 3 phases of the behavior change process: awareness, motivation, and action. It suggests that information factors such as the quality of messages, channels, and sources that are used will determine awareness, motivation, and behavior change, which adds up to the research question. We developed the spoken animated video messages based on the 3 indicated phases in the behavior change process: (1) to increase a person’s awareness of the importance of changing behavior, (2) to motivate the person in favor of adopting regular PA, and (3) to transfer this motivation to the adoption of regular PA.

In the web-based computer-tailored program My Diabetes Profile [29], for which we developed the spoken animated video messages, users first receive a tailored health risk appraisal based on their answers to a baseline assessment (video messages on cognizance, knowledge, and risk perception). The health risk appraisal provides information on whether their perceived adherence to the PA recommendations matches with the objective guideline target. Then, if a participant does not meet the recommendations on PA, their intention to change is assessed. A participant who has a low intention to change their PA behavior is then directed to a second session that aims to increase the motivation to change (video messages on attitude, social influence, and self-efficacy) and raise awareness of the need to make improvements. If a participant has a high intention to change their PA behavior, they are directed to session 3, which shows the animated video messages on goal setting, action planning, and coping planning.

Construction of Spoken Animated Feedback Messages

We tailored spoken animated feedback messages according to participants’ input considering their actual level of PA and the assessment of the key determinants of PA behavior. Depending on the construct of each concept, we developed 2 (intention, preparatory plans, coping plans), 3 (knowledge, attitude, self-efficacy), 6 (cognizance, risk perception), or 9 (social influence) types of animated video messages for people with a low, a neutral, and a high score on the different determinants. For example, people could indicate on a 2-point Likert scale...
whether they did or did not have a coping plan (2 video messages). Attitude questions were answered on a 5-point Likert scale and recoded to a low, neutral, or high score (3 video messages). We combined cognizance, the degree to which people are aware of (the level of) their own health behavior (eg, “I am currently sufficiently physically active (yes/no)”), with a person’s actual PA behavior (meeting the norm, or almost or not meeting the norm). We selected effective BCTs based on the I-Change model and earlier tailored studies using this model [30,31] and applied them in formulating animated video messages intending to positively modify the different determinants [1,32,33]. These techniques included repeating the given answer in the questionnaire, providing information on the consequences of a behavior, identifying barriers, and solving problems [5]. Table 1 provides an overview of applied BCTs for each concept. We used the computer program GoAnimate (Vyond) [38] to construct the spoken video animations. First, we wrote a script for each determinant, then developed the animations consisting of 1 or more slides per applied BCT. We asked 1 man and 2 women to voice-over the script. We took into account important requirements [19,39] for the appreciation and effectiveness of animated video-tailored health messages. These requirements implied that animated health messages should be shorter than 5 minutes, should be clear and to the point, and should be convincing and motivating [19].
Table 1. Overview of applied behavior change techniques for each determinant of physical activity behavior.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Behavior change techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>All health messages</td>
<td>• Repetition of answer&lt;br&gt;• Positive reinforcement (high, medium&lt;sup&gt;a&lt;/sup&gt;)&lt;br&gt;• Showing empathy or respect (low)</td>
</tr>
<tr>
<td>Determinant</td>
<td></td>
</tr>
<tr>
<td>Cognizance and behavior</td>
<td>• Feedback (meets the physical activity norm?)&lt;br&gt;• Provision of information&lt;br&gt;• Persuasive communication</td>
</tr>
<tr>
<td>Knowledge</td>
<td>• Feedback on performance&lt;br&gt;• Provision of information (chunking)</td>
</tr>
<tr>
<td>Risk perception (susceptibility and severity)</td>
<td>• Personalized risk&lt;br&gt;• Provision of information on the consequences of diabetes mellitus or inactivity&lt;br&gt;• Problem solving, self-efficacy–enhancing conclusion</td>
</tr>
<tr>
<td>Attitude pros</td>
<td>• Feedback on participants’ perception of pros&lt;br&gt;• Counterpersuasion (low, medium)&lt;br&gt;• Gain framing&lt;br&gt;• Affective arguments&lt;br&gt;• Social modeling, peer reference</td>
</tr>
<tr>
<td>Attitude cons</td>
<td>• Counterpersuasion (low, medium)&lt;br&gt;• Affective and cognitive arguments&lt;br&gt;• Problem solving&lt;br&gt;• Creation of positive image</td>
</tr>
<tr>
<td>Social influence (support, modeling, norm)</td>
<td>• Self-efficacy–enhancing questions to enable people to mobilize social support, find modeling examples, and think about their perceived social norm&lt;br&gt;• Creation of positive image</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>• Provision of information&lt;br&gt;• Barrier identification&lt;br&gt;• Problem solving (create a plan)</td>
</tr>
<tr>
<td>Intention</td>
<td>• Respect of autonomy (low)&lt;br&gt;• Counterpersuasion (low)&lt;br&gt;• Provision of information on making an action plan or setting goals</td>
</tr>
<tr>
<td>Preparatory plans</td>
<td>• Provision of information on the pros of making a preparatory plan&lt;br&gt;• Provision of information on how to make a plan (tips):&lt;br&gt;• If-then format (goal setting)&lt;br&gt;• SMART&lt;sup&gt;b&lt;/sup&gt; principles (goal setting)&lt;br&gt;• Graded activity&lt;br&gt;• Summarizing the most important information</td>
</tr>
<tr>
<td>Coping plans</td>
<td>• Provision of information on how to make a coping plan (tips):&lt;br&gt;• If-then format (goal setting)&lt;br&gt;• Mobilization of social supports&lt;br&gt;• Summarizing the most important information</td>
</tr>
</tbody>
</table>

<sup>a</sup>Low, medium, and high refer to the specific health message in which the behavior change technique is applied for people with a low, medium, or high score on the different determinants.

<sup>b</sup>SMART: specific, measurable, achievable, relevant, time-bound.

**Objectives**

The aim of this study was 2-fold: (1) to evaluate pretesting communication elements and user appreciation, and (2) to identify participants’ perceptions of the applied BCTs of the previously designed spoken animated video messages in a tailored self-management program for people with type 2 diabetes.
Methods

Study Design
According to the UK Medical Research Council framework, pilot testing is a prerequisite for the success of an intervention [40]. Hence, to optimize the intervention, we conducted a descriptive qualitative study with a cross-sectional design [41] focused on participants’ perceptions of and experiences with the previously developed spoken animated tailored video messages. To study the target group’s appreciation of the messages and to evaluate the key elements of effective communication, we conducted a semistructured interview.

Recruitment and Study Sample
To develop effective tailored health messages for a diverse patient population, we aimed to recruit a sample that was heterogeneous in age, sex, socioeconomic status, and educational background. Data collection took place in the Dutch province of Utrecht. We selected 3 general practices located in different socioeconomic status neighborhoods in a city in the center of the Netherlands for participation. One general practitioner and 2 practice diabetes nurses agreed to recruit patients with type 2 diabetes mellitus who met the inclusion criteria. To be included, patients had to be between 40 and 70 years of age, as type 2 diabetes is relatively rare before the age of 40 years; have received a diagnosis of type 2 diabetes more than 12 months previously; and were using at least one diabetes tablet or insulin, or both. Participants also had to be able to understand and read the Dutch language and have access to a computer with internet connectivity.

Recruitment took place either during patient consultations with the practice nurse or general practitioner or by telephone. The recruiting health professionals were instructed to give a short explanation of the study and hand out the invitation letter and informed consent form to potential study participants.

Procedure
We collected data from January to April 2017. Semistructured face-to-face interviews were conducted by 1 researcher (CvhS). To minimize bias due to the interview setting, we collected data in the participant’s natural home setting.

First, we gathered input to provide tailored advice, in line with the tailoring logic of the final intervention. One day before the interview, we sent participants a quantitative questionnaire assessing their current level of PA, as well as premotivational and motivational determinants of PA behavior derived from the I-Change model [18,37]. Questionnaires were sent by email 1 day prior to the appointment with the researcher, since we wanted to increase the chance that participants would remember the questions and their answers. We asked participants to fill in the questionnaire and send it back to the researcher that same day. Depending on the sum score (high, medium, or low) of each concept, the corresponding spoken animated video messages were selected.

Second, a session was scheduled to first assess the demographic characteristics age, sex, marital status, nationality, educational level, and home internet use (hours per week). Subsequently, participants watched the spoken animated video messages one by one so that the researcher could ask and verify whether participants could summarize the essence of each message and thus comprehended the content. Keywords and sentences of these messages were written down by the researcher in advance and compared with participants’ answers.

Third, in the same session a semistructured interview was conducted to be able to evaluate key elements of effective communication and end users’ appreciation of the spoken animated video messages. Except for the comprehension element, we asked participants’ opinions on the pretesting elements regarding the content and design of all video messages. At the start of each interview, participants were reminded of the topic, purpose, content, added value, and procedure of the research and why it was important for them to participate. The interviews were recorded and transcribed by 1 of the authors (CvhS) to be able to analyze the content. Interviews were conducted until no new answers were being given and no new codes could be created, indicating data saturation was achieved.

Measurement
Prior to conducting the interviews, we measured participants’ current level of PA in minutes of weekly light and moderate to vigorous PA using the Short Questionnaire to Assess Health-Enhancing Physical Activity [42]. We calculated MET scores of participants’ PA behavior based on age, PA expressed in MET values, and time spent on this PA to evaluate whether the participant met the norm on PA at the time of this study of at least half an hour of moderate- to vigorous- (≥3 or 4 METs depending on age) intensity PA on a minimum of 5 days of the week. We assessed the determinants cognizance, knowledge, risk perception (susceptibility, severity), attitude pros and cons, social influence (support, norm, modeling), self-efficacy, intention, preparatory plans, and coping plans using 3 or 4 statements per construct (eg, “My friends stimulate me to become more physically active”). We used a 5-point Likert scale (score range 1-5) to indicate the strength of agreement or disagreement, where a score of 1 corresponded to “strongly disagree” and a score of 5 corresponded to “strongly agree.” We used 10 correct or incorrect answering options to measure participants’ knowledge of type 2 diabetes mellitus. We recorded outcomes for each concept. For example, concerning attitude pro, the answer options “agree” and “strongly agree” were recoded as 1, and “strongly disagree,” “disagree,” and “neutral” scored 0. We calculated a sum score so as to assign each concept to a low, (medium), or high group. We labeled a sum score of 3 to 6 attitude pros as attitude pro high, 1 to 2 attitude pros to attitude pro medium, and 0 attitude pros to attitude pro low.

We used Salazar’s pretesting elements [28] as a frame in developing the interview guide (Table 2). Salazar argued that, while pretesting communication material, one should gather information concerning various elements; that is, a health message should catch attention, be comprehensible, be credible, be attractive, and be relevant to and accepted by the target group. Also, users should be able to identify with the content of the health communication material in order to feel personally addressed and involved. The effect of the messages on behavior (motivation) should be explored and points for improvement
should be solicited to be able to enhance the content. For each pretesting element, we formulated open-ended questions on the basis of Salazar’s model [28] (e.g., “What do you think of the believability of the spoken animated video messages?”). In addition, for each element we asked participants to indicate to what extent he or she perceived the animated video messages to be, for example, believable, on a score from 1 and 10, where 1 indicated “not believable at all” and 10 indicated “very believable.”

<table>
<thead>
<tr>
<th>Pretesting element</th>
<th>Recommendation</th>
<th>Example questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attractiveness</td>
<td>Allow participants to compare alternative versions of materials.</td>
<td>What do you think about the animated video messages? What was the first thing that caught your attention?</td>
</tr>
<tr>
<td>Comprehension</td>
<td>Try to focus participants on the main idea of the message.</td>
<td>Can you indicate what you think is the most important message of this animated video message(s)? What words or sentences are difficult to read or understand?</td>
</tr>
<tr>
<td>Believability</td>
<td>Question whether the material is credible and realistic to the audience.</td>
<td>What do you think about the believability of the animated video messages?</td>
</tr>
<tr>
<td>Involvement</td>
<td>Question whether the audience can identify with the material.</td>
<td>To what extent were the animated video messages tailored to your personal situation?</td>
</tr>
<tr>
<td>Acceptance</td>
<td>Explore issues that could potentially be overlooked.</td>
<td>Is there anything about the animated video messages that you find offensive or annoying?</td>
</tr>
<tr>
<td>Relevance</td>
<td>Have participants confirm whether the material is appropriate for them.</td>
<td>What type of people should read or watch this? In what way are the people in the animated video messages like or different from you?</td>
</tr>
<tr>
<td>Motivation and persuasion</td>
<td>Explore the effect on behavior and desires.</td>
<td>What does these animated video messages make you want to do? How likely are you to do that?</td>
</tr>
<tr>
<td>Improvement</td>
<td>Find out other ways to enhance the material.</td>
<td>What new information did you learn? What do you think is missing?</td>
</tr>
</tbody>
</table>

Data Analysis

We computed descriptive statistics (median, mean, and range) for program rating, rating for the different key communication elements, and participants’ demographic characteristics.

We used thematic analysis to interpret the data derived from the semistructured interviews. Deductive and inductive approaches were combined and used to produce the themes and analyze the data [43]. Deductive approaches are theory driven. Analysis is shaped by preexisting theory or concepts, whereas in an inductive approach the themes identified are strongly linked to the data. This means that data are coded without trying to fit the data into a preexisting theory or framework [44].

Analysis of the data started after the first interview was conducted. After subsequent interviews, the transcripts were read and reread to fill in gaps or find new themes. We analyzed the content using the constant comparative method. Data derived from the semistructured interviews were managed and analyzed using MAXQDA Standard (VERBI GmbH), a software package for qualitative data analysis. We followed the stages described in the guidelines for thematic analysis developed by Clarke and Braun [44]. First, the audiotaped material was transcribed, followed by organizing, indexing, and anonymizing the data. Next, gathered data were structured using Salazar’s key elements of effective communication [28] as initial codes supplemented by other interesting features of the data. Subsequently, 1 researcher (CvhS) collated codes into potential themes, reviewed the codes, and generated a thematic map of the analysis (tree structure). Next, a second researcher (KLC) coded the data independently, whereafter both researchers discussed the coding scheme and analysis to aid data interpretation and formulate the findings. We calculated the initial interrater reliability, indicating the level of agreement or consensus between the 2 researchers, for each interview transcription, which ranged from 87.10% to 96.77%. A level of agreement of 80% is recommended as the minimum interrater reliability, whereby an interrater reliability between 82% and 100% is interpreted as almost perfect [45]. All discrepancies were solved by discussion until consensus was reached. The interview outcomes created an overview of key aspects of the spoken animated health messages that were appreciated by the target group as well as points for improvement.

Results

Participant Characteristics

We received contact information of 23 interested patients from the practice nurses. We telephoned these patients to explain the study, answer questions, and, for those who agreed to participate, make an appointment to conduct the interview. A total of 17 persons met the inclusion criteria, agreed to participate in the study, and were asked to complete a written informed consent form on the day of the appointment. We excluded 1 person who did not take antidiabetic medication, and 5 others decided not to participate. Reasons mentioned were not having enough time and personal circumstances.

We interviewed a total of 15 patients with type 2 diabetes mellitus, with interviews lasting between 35 and 50 minutes.
each. Table 3 provides an overview of the participants’ baseline characteristics. Most participants were senior adults; the median age was 63 years, with about half of them being female. About half of the participants were married or were living with a partner. The majority were Dutch; only 1 German woman participated. Their education levels were equally distributed. The median time spent using the internet at home was 7 hours per week.

Table 3. Participants’ baseline characteristics (N=15).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>63 (49-70)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Nationality, n (%)</td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>14 (93)</td>
</tr>
<tr>
<td>German</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary school or basic vocational school</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Secondary vocational school or high school degree</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Higher professional degree or university degree</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Home internet use (h/wk), median (range)</td>
<td>7 (1-24)</td>
</tr>
</tbody>
</table>

Interview Outcomes

The semistructured interviews we conducted to evaluate pretesting communication elements and user appreciation (aim 1) showed a need for various improvements concerning didactics, message content, animation figures, and language use.

Comprehensibility

All participants mentioned that the use of animations to enhance the spoken words was highly supportive for understanding the messages, and most (8/15) indicated that the explanation of the content was simple and concrete without any difficult medical terminology, making it comprehensible to a wide audience (eg, “The explanation often is very good I think, concrete, no complex medical stories.” [male, age 61 years, patient ID D11]). Some (3/15) commented on the given examples as being recognizable and thereby helpful understanding the message. Except for the video message concerning cognizance, the majority of participants were able to identify the main message of each video construct, since the spoken words and sentences matched the keywords and sentences written down by the researcher in advance. Participants’ rating of the comprehensibility of the videos ranged from 7 to 10 on a 10-point Likert scale (median 8).

Attractiveness

Participants were asked what first attracted their attention when watching the spoken animated video messages. Some (4/15) praised the positive tone that was maintained even for people who clearly had a less healthy level of PA, while a few (3/15) mentioned the hidden jokes that attracted their attention, or the mirth of the animated video messages. Others indicated that the immediate mention of the core of the spoken animated video message was important to attract attention; for example, some participants (3/15) found it very confrontational to instantly hear all the possible consequences of diabetes, realizing they were at risk. Some participants (2/15) considered the tips on making an action or coping plan the most attractive, while 1 explicitly mentioned that the repetition of his answer (questionnaire) at the start of each spoken animated video message was important to capture his attention (“The personalized feedback at the start of the video ensures that you are drawn into the video within 10 seconds.” [male, age 61 years, D11]).

Animation Figures

Opinions on the animation figures varied greatly, with some participants (5/15) appreciating their diversity, as they reflected society, enabling identification, while others (2/15) noticed an absence of cultural diversity. Several participants (6/15) liked the mimics and movements of the figures because they clarify the meaning of the message. Others (2/15) had no affinity with the animation figures, as they found them old-fashioned, not modern enough. Some (4/15) thought that the animation figures fit the posture of people with type 2 diabetes mellitus, whereas others (2/15) considered them stigmatizing.

Text (Written and Spoken) and Voice-Overs

The font size, use of keywords, and time the text remained in the picture were mentioned as factors enhancing readability. The amount of information provided was considered “not too
much and not too little.” One participant commented that, in general, each sentence contained 1 message, which for him made the content of the messages understandable and easy to follow. All participants found both male and female voices friendly and pleasant to listen to, the pace of speaking easy to follow, and words well articulated.

**Background and Music**

In general, participants (11/15) were unaware of the backgrounds and music used in the spoken animated video messages and indicated that they were not distracting but neutral, tranquil, or matching the animation, allowing participants to focus on the content of the message. Opinions differed on the colors used. Some preferred neutral, serene colors, while others thought that bright colors emphasized the importance of the message.

**Duration and Amount of Video Messages**

Participants (13/15) regarded the spoken animated video messages as short but powerful, to the point, and of “Facebook length.” The opinions concerning the amount of video messages varied. The majority (10/15) considered them all necessary to create an action plan, clear, educational, and crossing the t’s. However, some participants (4/15) commented that there were too many, perceiving many similarities between the different messages. One participant stated that the amount of messages in 1 animated video is more important than the total amount of animated video messages and concluded that there should be a clear message per video.

**Believability**

The spoken animated video message contents’ similarity to the information provided by the health professional and correspondence to the participants’ own knowledge contributed to the believability (7/14). Several participants (8/14) indicated that the “clarity,” “concreteness,” and “logical explanation” of the animated video messages made it credible to them. One person noted that the factual information provided without exaggeration or deterrent effects made it believable. Participants’ rating of the believability of the animated health messages ranged from 7 to 10 (median 9) and was graded higher than the comprehensibility.

**Acceptance**

Some participants (2/15) felt that the spoken animated video message on social influence was compelling and an interference to their own life. Others (2/15) thought that the question “If you would get these complaints how disagreeable would you find that?”, which queries the perceived severity as part of risk perception, was strange and rhetorical (eg, “Of course I’ll find it disagreeable!” [female, age 59 years, D14]). A few (2/15) indicated that the spoken animated video messages contained many fat animation figures, which they considered stigmatizing. One participant felt annoyed by the repetition of the same message “over and over again.”

**Involvement (Personalization)**

Most participants (10/15) indicated that they recognized themselves in the feedback on their questionnaire responses, the examples provided, or the animation figures, whereby they felt personally addressed (eg, “The confirmation, since the videos you showed were really like ‘you filled in the questions this way’...that was confirmed in the movie...so you feel...I’m watching something that really addresses me.” [female, age 66 years, D02]). Participants’ rating for the level of personalization of the spoken animated video messages ranged from 6 to 10 (median 8).

**Relevance (Added Value)**

Most participants (9/15) indicated that, due to the absence of new information or their current level of PA, the spoken animated video messages did not meet their needs. However, other interviewees (6/15) confirmed that the spoken animated video messages fit their needs, since watching them raised their awareness of the importance of PA in relation to type 2 diabetes and made them understand they were at risk. Some (2/15) stated that the video messages provided a good insight into type 2 diabetes and, therefore, are especially relevant for people who have just had type 2 diabetes diagnosed. Some participants (3/15) confirmed that the spoken animated video messages fit their needs, pointing out the power of repeating the message. Participants’ rating of the relevance (added value) of the animated video messages to their health ranged from 6 to 10 (median 8).

**Motivation and Persuasion**

Some participants indicated that the spoken animated video messages did not motivate them to increase their level of PA, since they were either already sufficiently physically active, meeting Dutch PA recommendations (5/15), or were impeded by other health factors such as low back pain, “weak knees,” or fibromyalgia, even though they were convinced of its importance (3/15). Those who did feel motivated by the video messages to change their PA behavior mentioned the severity of the possible consequences of type 2 diabetes (2/15) and the importance of PA for their health (3/15) as key reasons. Participants’ rating of the extent to which the spoken animated video messages motivated them to become more physically active ranged from 1 to 10 (median 5).

**Points for Improvement**

We divided suggestions for improvement into 5 main topics: animation figures used, didactics, message content in general, specific video messages, and language use. Animation figures were seen as old-fashioned (2/15), too much unilaterally emphasizing the relationship between overweight and diabetes (2/15), or containing too little cultural diversity (2/15). Suggested didactic improvements were providing an overview of upcoming animated video topics at the start of the video program (1/15) and ending with a summary of the content of each animated video message (2/15). Others suggested adding examples for people who are single or do not have children (2/15) and using testimonials (1/15). Two participants suggested that by standardizing the amount of PA, people could see 30 minutes per day as a maximum instead of a minimum. One suggested adding more concrete personalized outcome measures, whereas another suggested linking the creation of an action plan to a direct concrete result. One participants suggested avoiding the use of real names in the examples and replacing them with “friend” or “partner” (1/15). One participant suggested
explaining and emphasizing the link with nutrition more in the animated video messages on PA, and explaining PA more in the video messages on nutrition, despite the fact that there is a separate module on nutrition. Suggestions for improving the content of specific animated video messages concerned the number of messages given simultaneously in 1 video and the amount of information on 1 screen. Two participants perceived the question “If you would get these complaints how disagreeable would you find that?” as strange and rhetorical. Two others occasionally experienced the language use as pushy (“It is a bit like ‘you must do this, you will do that,’ a little compulsive.”).

Intention to Use the Spoken Animated Video Messages as a Tool to Increase Physical Activity Behavior

Several participants indicated they did not intend to watch the spoken animated video messages again, since they either were already sufficiently physically active (5/15), had sufficient knowledge concerning diabetes (4/15), or preferred the assistance of a medical professional (1/15). Of those participants who expressed the intention to use the video messages as a tool, some (6/15) thought they would use the video program as a manual or guideline (eg, “...the guidelines that it provides to handle it proactively, and an individual concretization.” [male, age 66 years, D05]). Participants’ rating of their intention to use the spoken animated video messages as a tool to change their PA behavior ranged from 1 to 10 (median 6).

Intention to Recommend the Spoken Animated Video Messages to Others

Close to half (6/15) would recommend the video messages to important others and thought that the messages would especially be helpful for people with a new diagnosis of type 2 diabetes, since it would provide them with important information at an early stage. Due to time pressure during a consultation, there is not always time to explain things well, they commented. Some interviewees (4/15) mentioned ignorance or unawareness of the possible consequences of type 2 diabetes, among others, as reasons to recommend the spoken animated video messages, while others (5/15) intended to recommend the video messages to motivate people to change their lifestyle, and 1 participant mentioned the concreteness and individual approach as reasons for recommending them to others. Participants’ rating of their intention to recommend the spoken animated video messages to important others ranged from 5 to 10 (median 8).

Evaluation of the Behavior Change Techniques

To evaluate participants’ appreciation of the different applied BCTs (aim 2), we conducted a post hoc analysis of the qualitative data. Participants (10/15) thought that the provided personalized feedback on their answers or performance immediately made the message personal and drew their attention. All participants appreciated the positive reinforcement, mentioning the friendliness of speech, and some (5/15) mentioned the positive tone throughout. Most participants recognized the information provided but commented that they did not hear any new information. All participants were convinced of the importance of information on the consequences of behavior and type 2 diabetes mellitus, and some (4/15) considered the information provided to be quite confrontational. The majority (13/15) acknowledged the relevance of mobilizing social support, although some participants (2/15) disliked the idea of others interfering with their lives and behavior and were not interested in what other people think or do. The gain-framing arguments used to persuade people to adopt a positive attitude toward PA behavior were confirmed by all participants, as well as the arguments used to counterpersuade participants who had a negative attitude toward PA. Not all participants agreed on the affective arguments used. One did not recognize being proud after being physically active, and others (4/15) did not feel fitter or more relaxed or disliked PA. The majority of participants (11/15) thought that the provided tips on how to make an action plan and coping plan were very clear, concrete, and helpful to become more physically active and overcome barriers. Especially the provided tips and examples on concrete goal setting, the if-then concept, the SMART (specific, measurable, achievable, relevant, time-bound) principle, and the tip on graded activity were seen as necessary for successful behavior change and maintenance. Only a few participants (2/15) said that the spoken animated video messages motivated them to become more physically active and to change their PA behavior systematically. Fewer than half of the participants stated that they did not like making an action plan (2/15) or did not need a plan, since they already embedded PA in their life and were sufficiently active (5/15). All participants recognized the provided examples of possible barriers, but varied in their perceived need to overcome these barriers by making a coping plan.

Discussion

Principal Findings

The aim of this study was 2-fold: (1) to evaluate pretesting communication elements and user appreciation, and (2) to evaluate the applied BCTs of the previously designed spoken animated video messages in a tailored self-management program for people with type 2 diabetes.

To evaluate pretesting communication elements and user appreciation (aim 1), we formulated interview questions. We used the pretesting elements as defined by Salazar [28] as a framework, covering attractiveness, comprehensibility, acceptance, believability, involvement, relevance, motivation, and improvement. To evaluate the applied BCTs (aim 2), we performed a post hoc analysis. We found a need for various improvements concerning didactics, message content, animation figures, and language used. The results of this study provide insights into what key communication elements are appreciated and what BCTs should be taken into account when designing spoken animated tailored video messages.

In general, the evaluation of the pretesting communication elements and user appreciation (aim 1) showed that participants appreciated the spoken animated video messages for being to the point, short but powerful, and positive in tone.

The comprehensibility, believability, involvement (personalization), and perceived relevance of the video program
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to participants’ health received high mean scores. Participants noted that simplicity, concreteness, and the absence of difficult medical terminology made the spoken animated video messages comprehensible. The use of animations to enhance the spoken words was perceived as highly supportive for understanding the messages, confirming literature indicating that spoken animation is a promising way to communicate complex health information [23,24]. The fact that the content of the spoken animated video messages corresponded to the participant’s knowledge of type 2 diabetes and was similar to the information provided by health professionals made the health messages credible to most participants.

The repetition of a participant’s answer, the given examples, and the possibility to identify with the animation figures made participants feel personally addressed. According to the elaboration likelihood model [46], providing tailored feedback results in more thoughtful information processing via the central route of persuasion, since tailored messages are perceived as being personally relevant and thus encourage the person to pursue the desired behavior [30]. Moreover, the use of role models, enabling identification, is a common effective method to increase attention, remembrance, self-efficacy, and skills [47,48].

Although participants were convinced that the use of the spoken animated video messages as a tool to change their PA behavior could be relevant to their health, many indicated that the animated video messages did not motivate them to become more physically active and thus did not match their needs. Reasons mentioned were the presence of other impeding health factors limiting PA participation, being sufficiently active already, or the absence of new information. In line with this, a previous study showed that the presence of comorbidities was negatively associated with PA participation in patients who had had type 2 diabetes for more than 1 year, but not in those with a new diagnosis [49]. Also, the fact some participants found the content relevant, while others did not, is in line with the I-Change model [37], which states that individuals move through stages of change.

The spoken animated video program was thought to be especially relevant for people with a new diagnosis of type 2 diabetes, since it provides them with important information at an early stage. These arguments suggest the importance of formulating inclusion criteria for participation and considering when the program is offered after diagnosis in order to connect more with a patient’s needs and abilities and thereby increase the perceived relevance, usage, and PA behavior.

Following the evaluation of the applied BCTs (aim 2), a few participants expressed negative opinions on the use of some BCTs in the messages. For example, 2 participants did not appreciate the video message on social influence, considering themselves responsible for their own behavior (change), and didn’t want anyone to interfere, indicating the importance of a well-thought-out formulation of a video message. Also, where the majority appreciated the BCT concerning action planning, and regarded the provided tips as helpful to change their behavior in a systematic way, others did not like or did not feel a need to make a plan. These examples may suggest the importance of the selection of BCTs based on their motivational level [50] and the users’ preferences [51].

Limitations
We recruited a heterogeneous study population with well-distributed baseline characteristics of sex, marital status, and educational level. Hence, the insights obtained allowed us to develop spoken animated tailored video messages for a diverse patient population. Yet there was potentially a response bias, reflected by the small cultural diversity, as 13 participants were Dutch and 1 was German. Since Moroccans and Turkish people form a large part of our target population, the results of this pretest might not be applicable to this group.

Some of the results might be biased by the likelihood that only more interested and motivated patients participated in the study, which may affect the generalizability. Other differences in characteristics between participants and patients who did not participate, such as disease severity and other impeding health factors, could also have contributed to biased results. For instance, 3 participants indicated that, due to impeding health factors, they were not able to become more physically active, although they were motivated and wanted to. Further, a large number indicated that they had not yet experienced any serious consequences of diabetes, and were sufficiently active and therefore not motivated to increase their level of PA.

Although the use of thematic analysis to analyze the data may have limited the objectivity of this study, the use of Salazar’s pretesting elements enabled us to evaluate key elements of effective communication. Although we based most of the conclusions regarding our research question on qualitative data, the addition of quantitative measures (grades) may have yielded complementary information and valuable insight into the appreciation of the developed animated video messages and their compliance with the conditions of effective communication. Lessons learned concerning the strengths and limitations of our approach may help to improve the spoken animated video messages and thereby the electronic health self-management program and its integration into diabetes care.

Conclusion
We conducted this study (1) to evaluate key elements of effective communication and user appreciation, and (2) to evaluate the applied BCTs of the designed spoken animated health messages in a tailored self-management program, in order to enhance the delivery of health messages, which in turn may enhance the user experience and usage of the tailored self-management program for patients with type 2 diabetes mellitus. Our evaluation using Salazar’s pretesting elements identified several key elements that enhanced appreciation of the animated tailored health messages, as well as points for improvement. The high appreciation of the pretesting elements’ comprehensibility, believability, and personalization was supported by participants’ statements on BCTs and other elements that help the creation of animated tailored health messages. Based on the results of this study, we recommend that health messages be simple, concrete, to the point, short but powerful, and positive in tone, and lack difficult medical terminology. The use of animations to enhance the spoken words
was perceived as highly supportive for the understanding of health messages. Providing positive reinforcement, feedback on participants’ answers, and examples that match user characteristics and the possibility to identify with the animation figures contributes to participants’ involvement in a health message. To connect more with patient’s needs and physical abilities—and thereby increase the perceived relevance and motivation to use an animated video program, and thus increase PA participation—when developing spoken animated health messages we suggest taking users’ characteristics and preferences into account, basing the selection of BCTs on the stages of change, and considering when the program is offered after diagnosis.
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Abstract

Background: Social media is an integral part of human social life. More than 90% of young people use social media daily. Current theories, models, and measures are primarily based on face-to-face conceptions, leaving research out of sync with current social trends. This may lead to imprecise diagnoses and predictions.

Objective: To develop a theoretically based empirical model of current social interfaces to inform relevant measures.

Methods: A three-stage, qualitative, data-collection approach included anonymous individual Post-it notes, three full-class discussions, and 10 focus groups to explore 82 adolescents’ relational practices. Data analysis followed a meaning-condensation procedure and a field-correspondence technique.

Results: We developed an empirical model that categorizes adolescents’ social interactions into five experiential positions. Four positions result from trajectories relating to social media and face-to-face social interaction. Positions are described by match or mismatch dynamics between preferred and actual social platforms used. In matched positions, individuals prefer and use both face-to-face and social media platforms (position 1), prefer and use face-to-face platforms (position 2), or prefer and use social media platforms (position 3). In mismatched positions, individuals prefer face-to-face interactions but use social media platforms (position 4) or prefer social media but use face-to-face platforms (position 5). We propose that matched positions indicate good social functioning while mismatched positions indicate serious social challenges.

Conclusions: We propose a model that will expand previous unidimensional social interaction constructs, and we hypothesize that the described match and mismatch analyses provide conceptual clarity for research and practical application. We discuss prediction value, implications, and model validation procedures.

Keywords: social interaction; social functioning; social media; model; empirical; adolescence; health science

Introduction

Social media platforms are technology-mediated tools that enable individuals to create, share, and exchange ideas, images, and information through online communities and networks [1,2]. Social media has become an integral part of current social life and provides new opportunities for accommodating the core human need of being emotionally affiliated with a community [3]. Globally, there are approximately three billion registered social media profiles, and the number of social media platforms is growing exponentially [4]. Young persons are the heaviest consumers, with more than 90% using social media on a daily basis [5]. Despite a minimum access age of 13 years for several platforms, reports suggest that 75% of 10-12-year-olds have a social media account [6,7].

Despite burgeoning social media use, current social interaction theories [8,9], models, and measures are largely based on face-to-face conceptions, resulting in an outdated understanding.
of how social media phenomena materialize in social life [10-14]. This may lead to lack of analytic precision across a range of settings. For example, within the field of mental health, individuals with a rich online but limited face-to-face social life could currently be assessed as having poor social functioning. This may have monumental consequences, as a false low social-functioning score could lead to a false positive psychiatric diagnosis with subsequent incorrect or excessive treatment. Furthermore, imprecise understanding of social media functioning could deprive the helper of the opportunity to map and facilitate central online coping areas [14].

Core social capacities, such as emotion regulation, attachment, language, mentalization, and agency, develop from a starting point of physical, time-synchronized, face-to-face interactions with caregivers [8,15,16]. Mature relationships gradually manifest throughout adolescence [17,18]. Use of social media as part of human social life accelerates during the same time period. This seems significant, as adolescence, due to rapid bodily, cognitive, and emotional changes, is considered a period of both great vulnerability and great potential [19]. Youths display general limitations in reflexivity, emotion regulation, and ability to consider consequences before acting, making them more easily affected by influences, both through social media and in face-to-face situations. Negative social comparisons, social exclusion, social media addictions [18], bullying, cyberbullying [20,21], and cybervictimization [22] increase chances for poor development and psychopathology. Moreover, adolescents are formed prosaically by positive grown-up role models or peers validating and teaching flexible strategies. These factors may act protectively when youths fluctuate between the group norms and identities of their peers, both on social media and in face-to-face settings [12,17,23]. Consequently, social media may be understood as adding a further layer of complexity that adolescents must master during an already complex life period.

Technological innovation affects society and human behavior in fundamental ways and changes the interfaces between individuals [24]. Specific technologies, such as social media, do not merely add to the possibilities for communication, but also change the nature of communication. At face value, when compared with face-to-face social interaction, social media platforms represent radical changes, creating possibilities for asynchronistic and multicast communication and an unlimited number of possible contacts [2,25]. Further, by removing boundaries of time, space, and language, and by adding artificial intelligence, social media makes human relationships digital.

Online social technology may raise challenges [2,12]; for example, does social media require extra social flexibility or is it adaptable to facilitate communication for persons who may experience social limitations face-to-face, such as persons with social anxiety or severe mental illness [14,26]? Among other things, distance in both time and space means that fewer bodily senses are used and gives one the ability to pause information flow [27]. Compared to face-to-face communication, these features may reduce social withdrawal but, at the same time, may also be obstacles to precise communication by decreasing information accuracy. Social media also makes misinformation and use of several or false identities easier and more common [28].

Valid research into human social behavior can only be achieved with clear operationalizations integrating contemporary social processes. To achieve this, incorporating and investigating the added complexity that social media brings to sociality is imperative. Theories, models, and measures have largely ignored this integration [14], and the need for modification is precarious.

In this study, we implemented a large-scale, qualitative, in-depth investigation of 82 young individuals' experiences with current social life, aiming to develop an empirically informed theoretical model of face-to-face and social media interaction.

Our research question is as follows: How do adolescents experience and practice social interaction after the added complexity brought by social media?

Methods

Overview
A three-stage, qualitative, data-collection approach involved anonymous individual Post-it notes, three full-class discussions, and 10 focus groups to explore 82 adolescents’ relational practices on social media. We used a reflexive thematic approach [29,30] for implementation and analyses. This study was approved by the Regional Ethical Committee (2018/2273/REK nord). Participants gave their informed written consent.

Sample and Recruitment
Most people participate in the public school system in Norway, including people with, for example, psychological problems and disabilities [31]. Special care is free in Norway, and the result is an overall representative student population and a high number of graduating students [31]. The study sample (N=82) was recruited between February and April 2019 and was based on strategic sampling from three different high schools in Rogaland county, Norway. To approximate population representativeness, we invited schools with different socioeconomic profiles, admission requirements, and geographical localizations. The sample consisted of six school classes: three classes of students in a general higher education preparation program, two classes of students in a health and social work training program, and one class of students in an electrical craft training program.

Sample size was reviewed after four and eight focus group interviews. We stopped recruiting after 10 focus groups because we considered the last two not to have contributed additional information [32]. Participants were 71% (58/82) female and participant ages ranged from 17 to 19 years. They were admitted in either programs for university admissions or vocational training. Several students from three classes had psychology as an elective subject.

Procedure and Data Collection
First, we used a design-thinking approach aiming to reveal individual perspectives [33-35]. We applied a “silent” Post-it note technique with the following instructions: (1) “Please make
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as many statements as possible, positive and negative, about what social interaction is for you, including interaction on social media” and (2) “What questions are relevant to ask about current social interaction, including social media interaction?” Then, together with the participants, we categorized Post-it notes thematically, in vivo, based on similarity in content. Using this approach had two purposes: (1) to form a starting point for full-class and focus group discussions and (2) to ensure field correspondence, give voice to outliers, and compensate for limitations in the focus group approach. These full-class introduction sessions lasted approximately 60 minutes each.

Second, we organized full-class discussions. We encouraged participants to elaborate on their Post-it notes and comment on their claims on social interaction. The full-class discussions lasted approximately 60 minutes each.

Third, we divided classes into focus groups for in-depth interviews: total number of participants was 82, total number of focus groups was 10, and number of participants in each focus group ranged from 5 to 12. The participants’ primary teachers created the focus groups, as we considered them to be best suited for the task given their familiarity with the individual students and relationships among them. Focus groups were used to further elaborate on the themes raised in the Post-it notes and the full-class sessions. The researchers used this opportunity to raise in-depth questions about themes emerging from steps 1 and 2. As expected, the focus group format was more manageable for several of the study participants, resulting in increased engagement and new topics.

At the end of each focus group, participants were invited to provide any relevant information that had not yet been thematized. All steps of the investigation were implemented in classrooms at the participants’ respective high schools. Post-it notes were photographed, and full-class discussions and focus group interviews were audio recorded and transcribed verbatim for the purposes of analysis.

**Analysis**
For inductive analysis, we employed a six-step reflexive thematic approach [29,30] concretized in Textbox 1. To strengthen the credibility of the study, the four researchers conducted the analytic procedure independently. During collaborative meetings, the researchers compared their interpretations, agreed on themes with accompanying quotes and model content, and validated the findings by consensus decision [36], dedicating special attention to steps 4 to 6 presented in Textbox 1. To overcome possible disagreement in the collaborative analytic meetings, we agreed on the following decision rules in the preparatory phases of the study: (1) to resolve minor disagreements by the principle of parsimoniousness and (2) to resolve major disagreements by (a) an inductive principle using the raw data as a compass, aiming to select the descriptions most closely reflecting the experience of the phenomena at issue, and (b) further applying the principle of best argument as described above.

**Textbox 1. Steps of thematic analysis.**

- **Step 1.** Becoming familiar with the data through thorough reading of the Post-it notes, transcribed full-class discussions, and focus group interviews, thereby forming a main impression of the experiences of the participants and identifying potentially important themes. A theme was defined as a verbalization capturing an important element of the data in relation to the research question, representing a patterned response in the dataset.

- **Step 2.** Generating initial codes, which were defined as the most basic segments of the raw data that could be assessed in a meaningful way regarding the specific phenomenon. For example, the participants’ descriptions of flexibly using both face-to-face and social media platforms were given the tentative code *flexible use*.

- **Step 3.** Searching for and developing candidate themes and subthemes. Remaining codes were set aside at this phase in a separate category for the purpose of being further analyzed and incorporated when appropriate. For example, the theme *mentalization* was initially referred to as *empathy*. However, during analysis we perceived this theme to also include the participants’ reflections of their personal contribution to the social interactions they engaged in. Hence, we altered the theme name to *mentalization*.

- **Step 4.** Reviewing themes to develop a coherent thematic map and considering the validity of individual themes in relation to the dataset.

- **Step 5.** Defining and naming themes: further refining and defining themes, identifying the essence of themes, identifying subthemes, and summarizing the contents of the main themes into what each researcher considered to best represent participants’ experiences. When refinements no longer added substantially to the themes, the analytic process was closed.

- **Step 6.** Determining the relevance of a particular theme by counting the frequency of the relevant meaning units and combining this with our interpretation of how central the theme was perceived to be to the social life of the participants. It was at this point that we agreed that themes could be transferred to model positions.

**Results**
Our analysis resulted in a theoretically informed empirical model for the integration of social media and face-to-face interaction (see Figures 1 and 2).
Model: Suggested Social Positions for Adolescent Social Interaction

Infancy denotes the model’s starting point in childhood’s physical, time-synchronized, face-to-face experiences with caregivers. The second layer, Tweens, concerns the introduction of social media experiences, reflecting the approximate period when social media becomes a significant part of human social life [6]. The third layer, Adolescence, reflects the empirical analyses in this study, which suggest that adolescents’ social interactions can be understood through five social positions resulting from multiple developmental trajectories. The x-axis presents the preferred type of social interaction, while the y-axis presents the actual type of social interaction. In the participants’
experiences, face-to-face interaction and social media interaction are overlapping social formats. Hence, both x- and y-axes reflect a continuum of social interactions, not binary oppositions. For transparency, illustrations of the empirical basis for the model are presented in Table 1 and Table 2. The five social positions (see Figure 2) are detailed in the following sections.

The Concept of Matching

In the model presentation, match implies correspondence in supply and demand between personal resources—social skills, social behaviors, personal values, interests, etc—and social context demands underlying social networks and relationship maintenance. All individuals in matched positions reported that they have communities, digital or analog, in which they have a sense of emotional affiliation and where they can act as independent agents. Hence, match refers to the individual’s ability to gain access to available social benefits; master the current social norms, game rules, and contexts; and display social functioning fulfilling their social needs. Our empirical data suggest that some individuals satisfy their social needs, and hence achieve match, solely in face-to-face settings, whereas some achieve match solely in social media settings, and some move flexibly and interchangeably between face-to-face and social media settings. These three matched positions constitute the cigar shape in the model (see Figure 2).

Conversely, mismatch between preferred and actual social platform implies lack of correspondence between personal social resources and contextual demands. Individuals experiencing mismatch experience challenges in accessing available social benefits and accommodating to social norms and game rules, and display a social functioning profile not satisfying their social needs. Our empirical data and the current literature indicate two mismatching positions: individuals who prefer face-to-face interactions but are unwillingly using social media, and individuals who prefer social media interaction but are unwillingly using face-to-face interactions.

Position 1: Flexible Match—Preferred and Actual Interactions Are Both Face-to-Face and Via Social Media

Individuals speaking from position 1 were characterized as flexible and well-functioning individuals who are using social media and face-to-face formats in continuous adaption to contextual changes. Participants typically describe these individuals as living rich face-to-face social lives but, at the same time, actively enriching their social life with social media, for example, by initiating new relationships, seeking information and entertainment, and preserving already-established relationships. They were also perceived as good at critically assessing information quality and using their established face-to-face and online social networks to protect themselves against hazards, for example, individuals trying to exploit them or fake profiles (ie, catfishing). Position 1 appears to be the most flexible of the model positions.

Position 2: Match—Preferred and Actual Interaction Is Face-to-Face

Individuals with a current affiliation with position 2 consider face-to-face relationships to be the only authentic relationship format and therefore seek this form of contact. Participants described individuals remaining within this position as largely respecting and upholding social norms regulating face-to-face interactions, such as honesty and respecting individual differences and personal boundaries. Norm violations result in sanctioning and ultimately social exclusion. Data suggested a value-laden conflict between positions 2 and 3 on what constitutes authenticity. This conflict was mostly addressed by individuals in position 2, who suggest that purely online social life is inferior, as expressed in statements such as “a pure online life is not a full social life” or “the goal of online contact is always physical meetings.”

Position 3: Match—Preferred and Actual Interaction Is Via Social Media

Individuals with a sense of belonging in position 3 reported preferring social media relationships, including gaming, over face-to-face relationships. Although they used face-to-face interactions early in life, the significance of face-to-face relationships gradually decreased with age and primarily serves to meet practical and societal demands, such as attending school and family meetings; when choosing based on their own preferences, they live their lives mainly on social media. Within their social media communities, they described it as less important whether they use a nickname or real name. Nicknames were, for some, described as just as important and real as their given names. Although real names and personal information are often gradually revealed, the goal of relationships is not necessarily to evolve into physical meetings, as is the case for individuals in position 2. Position 3 social norms seem similar to norms associated with position 2, but are typically sanctioned through platform moderators.

Answering the authenticity criticism promoted by individuals in position 2, individuals speaking from position 3 were consistent in valuing social media interactions as authentic and as, for them, more appreciated than face-to-face relationships, and they described long-lasting social media relationships. These types of relationships were mainly described in the context of flexible social media platforms that allow for complex online interactions.

Position 4: Mismatch—Preferred Interaction Is Face-to-Face; Actual Interaction Is Via Social Media

Data suggested that position 4 was taken by individuals preferring face-to-face social interaction but using social media social interaction. No participants confirmed affiliation with this position themselves. Rather, findings are based on participants’ descriptions of other individuals and their first-hand experiences with them through both face-to-face and social media interactions. These third-person descriptions involved increased distance from the phenomenon compared to the first-person descriptions of position 1, 2, and 3; that is, this position is described from an outside perspective rather than as lived experiences. Consequently, the descriptions may be affected by distance in perspective, and the risk of fundamental attribution errors increases accordingly. Nevertheless, individuals in position 4 are still judged based on their behaviors in the data material, and the consequences are negative characterizations and high risk for social exclusion.
Participants described individuals in position 4 as having limited social networks, poor social skills, and poor compliance with face-to-face and social media norms and social game play. Examples describe odd behaviors, such as contacting strangers face-to-face or online in ways more suitable for close friends, and cross-border behaviors, like communicating through fake social media profiles (i.e., catfishing). Poor social skills were also described as making these individuals vulnerable for exploitation, including exploitation by individuals seeking economic, sexual, or other personal gains.

Participants described a collective effort, using each other’s face-to-face and online social networks, to identify and protect against hazards from individuals in position 4. Their main strategy was social exclusion, for example, through profile blocking. Despite describing these individuals as displaying similar behaviors in face-to-face and social media settings, face-to-face exclusion was described as more brute and absolute than social media exclusion. The nearly unlimited opportunities for new encounters were described as the main reason why position 4 individuals remained social media users, despite preferring face-to-face interaction. Nonetheless, the descriptions suggest that widespread social exclusion is a problem for this group and that they have few opportunities for realizing protracted social relationships.

Position 5: Mismatch—Preferred Interaction Is Via Social Media; Actual Interaction Is Face-to-Face

Position 5 is descriptive of individuals who possibly prefer social media but use or are forced to engage in face-to-face social interaction. Participants, only to a limited degree, gave third-person descriptions with position 5 characteristics, suggesting that this is an outlier position. Hence, the attribution error risk is also relevant for this position. Nevertheless, based on empirical evidence for this position from other studies [37-39], we include it in the proposed model. We suggest that this position might apply to two groups of individuals: (1) those who lack social media awareness and possibilities due to, for example, limited internet access, and (2) those who, regardless of awareness, otherwise lack social media interest, have negative attitudes toward social media, or simply resist social media participation [37,38]. Individuals with limited social media skills or in disadvantaged social economic situations also plausibly belong to this group [39]. These individuals would perhaps have a more satisfactory social life if social media were integrated in their daily routines. This may be the case for several marginalized groups, such as prison inmates or individuals in other facilities where people are compulsively placed together.
Table 1. Experiences of social interaction across current social interfaces, by theme and position.

<table>
<thead>
<tr>
<th>Theme and positions</th>
<th>Exemplary quotes</th>
</tr>
</thead>
</table>
| Establishing and maintaining social relationships | 3 I use Discord a lot [complex social media platform] and for me it’s not just something that can replace Skype, but also a place they can find new communities or support groups where you can meet new friends. And it’s a place where you can, for example, if you meet a friend in a game and you want to play with them more, you can contact them on Discord and then just talk to them there or join like a server or like communities with them. And in that way keep in touch and when you use Discord as much as I do and many others do, you meet a lot of new people and you can have a lot of good friendships, even if they are just on Discord. For example, I have people I know better than my brothers who I only talk to on Discord. Because I can’t think of many friends I’ve met on social media. It’s more to keep in touch. People I don’t see that often live in other places and stuff. 1 and 3 Yeah, for me at least, if I meet new people, then first it’s Facebook, then become friends on Facebook, and then maybe follow up on Instagram, and then when you’ve either met again or chatted on Facebook, or something like that, then you can like... You go onto SnapChat. But it’s just like... Well, that’s how I do it, in that order, kind of. And SnapChat is more, for me, when I know someone. While Facebook can, is kind of more, like general: “Ok, we’re friends on Facebook, at least, so then we can contact each other on Facebook,” if we... From there, and then develop it further to other social media, sort of. 4 All these friend requests from people in different countries and you have no idea who they are. And they have closed information. Then you don’t accept them. 4 When it says you have no friends in common you don’t often think “oh, I think maybe I know who they are!” 1 So the more friends you have in common, the better the chances are. 2 Yeah, cause the whole social network has just been moved over to social media. It’s reality moved over onto the internet. The same things that happen in reality happen there, just a bit differently. 2 Because now I kind of have the base I need to meet people in reality, face-to-face. I don’t, like, need to go online to meet people online and then meet them in reality, kind of. 1 Back to the thing about getting new friends. I feel like say you’re working out at the gym and you see someone and you know who they are, but you’re not brave enough to talk to them. Then social media is kind of a really good, like, ice breaker, because you can start by following them, or adding them somewhere and then that kind of opens up for a conversation next time you see each other. 3 Very true, if you both are just sniping from behind, for example, instead of just going up and being aggressive in a way, then you make a connection there. 3 Living on social media | 3 Because there are, like, some people who just live on social media. It’s us who make the bloggers. We’re the ones saying what we want. And then they have to find a way to give it to us, sort of. 3 I think maybe it has to do with... Maybe you’re a bit conflict avoidant and you’re worried about seeing, or, worried about how the other person will react and if you do it on social media, then you kind of don’t have to see the reaction. 1 No, I mean that’s hard, but I think that... For me at least, I’ll admit that sometimes it can be easier to send a message than to say it face-to-face. That says something about me, too. But that the reaction, I mean, that the recipient can interpret it in another way, or in a bit of a different way, than it was meant is better than seeing the immediate reaction of the recipient, which might be different to what you hoped for, kind of. 1 But in a way... When you say something wrong in reality then it gets taken more personally than online. I can’t explain why. 1 From [when] you’re little you learn that you need to be careful about talking to people you don’t know. So, if you’ve met someone first, you know them in a way, and you feel safer. And then you chat on social media. Because then you have an idea of who the person is and you’re not tricked. 5 Generation gap | 5 Yeah, when I communicate with a person who uses them, I kind of think that I don’t analyze it in the same way, because they’re a different generation, so I like adapt. But, I still don’t use smilies, I just do what I do, mostly, but I kind of adapt it, like I don’t write slang when I chat with mum, but when I chat with others and they use it I would either think it’s a typo or that it was, that there was something more behind it. So you wonder if it was on purpose. 5 We’ve left Facebook because of parents. And now granny’s on there, as well. 1 It’s good to keep things a bit separate. So, you’ve got different places for different relationships. Social norms and cross-border behaviors | 2 I guess the social norms we follow are less strict online. 1 I would search for the person on Facebook. Check if we have friends in common. That’s the first thing I look at. Or I look at who follows the person on Instagram. If there’s no one...
<table>
<thead>
<tr>
<th>Theme and positions</th>
<th>Exemplary quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>If they're fake, they're always fake online.</td>
</tr>
<tr>
<td>4</td>
<td>Not to be rude, but I think it’s probably easier if you find it hard to talk to people face-to-face... Then this is something that will help you. But for most people real relations are worth more. If that’s ok to say.</td>
</tr>
<tr>
<td>4</td>
<td>Something else I’ve noticed is that it’s people who have social problems who post their SnapChats on Facebook and say, “can you add me?” or “can I add you?” and ask for other people’s SnapChats. That’s understandable if people have social problems and want to find friends online. That’s when you post that on Facebook.</td>
</tr>
<tr>
<td>4</td>
<td>There was a girl who suddenly started sending me messages saying “I’ve seen you at school”... That was a bit weird, I thought. And then she never stopped sending me messages. She asked me so many strange things, I don’t know. It was a bit scary.</td>
</tr>
<tr>
<td>4</td>
<td>I feel like people ask like “hi, can we meet?” and you’ve never had anything to do with them before. Mostly you just try to ignore it, because you don’t know who they are or what it will be like.</td>
</tr>
<tr>
<td>4</td>
<td>But maybe that’s why it’s kind of like... That’s why Tinder is looked down on maybe. As that’s a place you can be fooled much easier. Because some people go there to find comfort maybe.</td>
</tr>
</tbody>
</table>

**Self-agency and perceived control**

1 You kind of need to be in direct contact with the person. You can pretend to be anybody on SnapChat—the way you talk about everything. You can seem a lot more confident, etc. |
3 So, er, if you use the platforms Messenger and SnapChat, on Messenger you can choose when you want to reply, right. So if you get... Now he got a message. Of all things..., yeah. So, if you get a message on Messenger it’s, like, maybe a reply you need to think about a bit, I do that myself a lot. So, it’s like, you choose a bit like: “I don’t want to answer this yet, I know I’ve got a message, but I don’t need to answer yet” and then when you’re like kind of ready to answer, sounds a bit weird, but then yeah, you can answer. But in real life, it’s like, you kind of have to have a topic of conversation that you need to come up with then and there. But if you’re like online, and like Messenger, you can like come up with stuff bit by bit, right. Because then you have a lot of time to think about different things, kind of, and if you use SnapChat, then there’s that thing of having to answer right away. It’s normal if you snap someone, then you don’t like answer right after you get it, like. You wait maybe like the same amount of time as that person, the other person, waited to open and answer your snap, right? That’s like roughly how it goes, normally... |
1 But if you’re not sure, you have all these other social media you can check with. If there’s anyone on, for example, Tinder you think there’s something strange about, you can check on Instagram and see if you find anything. Or you can go on Instagram and see if there’s something there. |
1 No, I mean that’s hard, but I think that... For me at least, I’ll admit that sometimes it can be easier to send a message than to say it face-to-face. That says something about me, too. But that the reaction, I mean, that the recipient can interpret it in another way, or in a bit of a different way, than it was meant is better than seeing the immediate reaction of the recipient, which might be different to what you hoped for, kind of. |
1 When we started adding each other on SnapChat. I got her SnapChat and she got mine. And I didn’t start... The first thing I sent wasn’t, like, a picture of me. It was what I was doing and stuff. And then she did it, and I saw she was in high school, sat with her books and stuff. |
3 It’s easier to talk to people when you don’t get the signals from their faces and body... It’s kind of easier to talk to them when you don’t see how they react, like. And easier to talk also because you get a chance to think about what you’re talking about longer before you say it. |
2 Yeah, true. I feel like “friend” in real life, that’s more someone you can contact and be with. But friend on social media that doesn’t need to be people you even want to hang out with, it’s just like... Just to show that you know people! |

**Mentalization**

1 I think both are just as genuine, just the process of messaging goes faster, because it’s easier to share since we kind of don’t see the response... We always want approval and that type of thing, and see that what we say and do is right.
### Table 2. Field correspondence: themes included on Post-it notes, but not included in full-class or focus group discussions.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Post-it note content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification and shopping or fashion</td>
<td>Identify the latest in fashion</td>
</tr>
<tr>
<td></td>
<td>A place where I find inspiration</td>
</tr>
<tr>
<td>News and knowledge acquisition</td>
<td>Find out what’s going on in the world on a daily basis</td>
</tr>
<tr>
<td></td>
<td>Source of useful information</td>
</tr>
<tr>
<td>Social media as a sanctuary</td>
<td>A place where my parents can’t interfere so much</td>
</tr>
<tr>
<td></td>
<td>A place where you can hide behind anonymity</td>
</tr>
<tr>
<td></td>
<td>It is my identity without being judged</td>
</tr>
<tr>
<td></td>
<td>A place where you hide how you really feel</td>
</tr>
<tr>
<td>New life</td>
<td>A place where you can create a new and different life</td>
</tr>
<tr>
<td></td>
<td>Get to know people all over the world</td>
</tr>
<tr>
<td>Display differences in socioeconomic status</td>
<td>Display those who cannot afford an iPhone</td>
</tr>
<tr>
<td>Fake news</td>
<td>Information can be fake</td>
</tr>
<tr>
<td>Misunderstandings</td>
<td>Misunderstandings can easily arise due to lack of body language</td>
</tr>
<tr>
<td>Monitoring others</td>
<td>Easy way to monitor others</td>
</tr>
<tr>
<td></td>
<td>A place where I study others</td>
</tr>
<tr>
<td>Stress and psychiatric problems</td>
<td>Can lead to loneliness, anxiety, and depression</td>
</tr>
<tr>
<td></td>
<td>Social media kept me awake at night</td>
</tr>
<tr>
<td></td>
<td>Social media leads to stress</td>
</tr>
<tr>
<td></td>
<td>Feeling of being an outsider. Shows what your friends are doing without you</td>
</tr>
<tr>
<td>Social media dependence</td>
<td>May be all-consuming and lead to poor self-image</td>
</tr>
<tr>
<td></td>
<td>It is a prison that makes us slaves because it is addictive</td>
</tr>
<tr>
<td></td>
<td>Social media creates FOMO (fear of missing out)</td>
</tr>
<tr>
<td>Stops face-to-face communication</td>
<td>I spend a lot of time on Instagram. I stop talking to my friends. I’m just chatting</td>
</tr>
<tr>
<td>Cyberbullying and harassment</td>
<td>Social media leads to bullying</td>
</tr>
<tr>
<td></td>
<td>Consequence of too few likes</td>
</tr>
<tr>
<td></td>
<td>Easier to use nasty language online</td>
</tr>
<tr>
<td></td>
<td>Nude pictures can be spread</td>
</tr>
<tr>
<td>Escalate body image issues and negative social comparison</td>
<td>Social media creates body image issues</td>
</tr>
<tr>
<td></td>
<td>I compare myself with picture-perfect people, although I know the pictures are retouched</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Social media provides distinct platforms for accommodating the core human need for being emotionally affiliated with a community [3]. Venturing beyond earlier models, which are solely concerned with face-to-face positions [10-14], four of the five suggested model positions are based on trajectories resulting from introducing social media to face-to-face social interaction. Hence, findings that primarily rely on face-to-face interactions are deficient when it comes to reflecting current social interfaces.

Reflecting previous research [40,41], similarities in behaviors, values, and interests seem to be consistent triggers for relationship formation and a perceived match between the preferred and actual social platform. This is particularly the case with regard to positions 1, 2, and 3. Also in line with previous research [15], mentalization or the ability to understand the mental state, of oneself or others, that underlies overt behavior [42], particularly during early phases of contact, seems to be a decisive capacity when it comes to validly evaluating social contexts, while social skills seem to be catalysts for contact attainment, both on social media and in face-to-face interactions. Another similarity between social media and face-to-face interactions is that perceived agency, which encompasses the belief in the power of one's own ability to affect outcome [8], seems consistently correlated with social mastery, network development, and psychological well-being [8,43,44]. Thus, mastery of social media resembles mastery of face-to-face interactions and failings on social media appear similar to failings in face-to-face social settings. On this basis, we will argue that the perhaps most obvious point of departure for analysis, namely, to consider social media as the new (ie, the figure) and face-to-face interaction as the point of reference (ie, the background) is not the most fruitful approach. We propose that analyzing match and mismatch between preferred and actual social interaction platforms will result in a more valid analysis.
Match Between Preferred and Actual Social Interaction Platforms

Individuals in positions 1 and 2 seem to achieve a match after a short and cost-effective social trajectory, reflecting a model starting point of face-to-face social interactions. These positions appear to involve well-established rituals and structures [45,46]. Match seems determined by whether the individuals seek the available social gains, master the current social norms, and provide a social functioning type that allows their needs to be fulfilled.

The Vulnerable Position 3

Findings indicate a vulnerable transition for individuals in position 3. Although experiencing a fruitful match between preferred and actual social media platforms in late adolescence, these individuals seem to have had a social trajectory characterized by more fundamental contextual and social change. Transition value from earlier social life also seems lower compared to individuals in positions 1 and 2. Expected attendance on face-to-face arenas during adolescence [18,47], combined with accommodation of new social media game rules, seems to add additional stress for many. The aforementioned value-laden conflict between positions 2 and 3 on what authentic social interactions are may also cause stress. Stress associated with social interaction may in turn lead to increased social withdrawal from face-to-face interactions [48], yet without having established a robust social media network.

Social withdrawal is frequently used as a strategy to reduce acute social discomfort. However, as a long-term solution, withdrawal reinforces rather than solves social problems [48]. Anonymity, distance, and the emerging possibilities for complex emotional affiliation with an online community [2,25] may accelerate and cement social withdrawal from face-to-face interactions for individuals vulnerable to social distress. Hence, for individuals with match potential within positions 1 or 2, such a trajectory may result in a social no-man’s land, position 4, and mismatch. Early position 3 affiliation may thus predict increased risk for social challenges and psychological problems [1,49]. Individuals suffering from early face-to-face social defeats or adverse events, such as bullying [20,50], seem particularly vulnerable to this route.

Conversely, individuals that are well-established in position 3 indicate that social media provides new and appealing social affiliation opportunities not available pre-social media [2,12,24,51].

The Matthew Effect

Establishing social skills and associated capacities, such as self-agency and mentalization, may in simple terms be understood through a paraphrase on the Matthew effect: those who master become better; those who fail, fail again. Individuals who, in early age, experience mastering social contexts will have a higher chance of establishing a feeling of self-agency, better social skills, and, in time, the ability to mentalize [8,15]. Findings indicate that this momentum created by mastering and building social skills may predict mastering either face-to-face, on social media, or both. The associated increase in mentalization corresponds to the finding that mentalization ability is particularly important for valid early relational evaluation [15] and increases the likelihood of picking a social platform corresponding to personal characteristics and needs.

Echoing previous research, such development is associated with flexible psychological strategies, well-functioning relationships, and psychological well-being [3,15,52]. Findings indicate that these positive effects are prominent in all established matched positions.

Conversely, findings suggest that early failure in mastering face-to-face social skills lowers the chance of establishing self-agency, social skills, and mentalization. Individuals to whom this applies also seem to lack social triggers, including behaviors, values, or interests that they share with others [40,41], thus reducing the chances of relationship formation and social mobility. Findings indicate that this lack of social momentum is associated with poor mastering of face-to-face and, in time, social media interaction. This pattern also seems associated with decreased chances for achieving a match between preferred and actual type of social platform and, ultimately, social rejection from others [53]. Thus, instead of psychological well-being, these individuals may experience increased stress [54], anxiety, and learned helplessness [48,55,56], leading to passivity and withdrawal from social encounters. Findings indicate that this pattern is self-reinforcing, continuously increasing the distance between the person and the social mainstream. These continuous social defeats and unpleasant psychological conditions, combined with the core hunt for social affiliation, may partly explain why some individuals over time seek different online echo chambers rather than a matched position.

Implications

Model position status has the potential to predict human behavior and is, therefore, relevant for disciplines such as internet and gaming research, youth research, and mental health research, as well as for practitioners. Individuals in all established matched positions seem robust, except individuals in early position 3, who seem vulnerable.

Position 4 may predict psychopathology [2,57,58]. General limitations in social skills, self-agency, and mentalization, but plausibly also poor insight into how their own behaviors affect others, make these individuals particularly vulnerable for long-term social exclusion. Further, social media’s unlimited number of possible contacts and few boundaries related to time and space [12,27,59] may reduce social correction and instead facilitate a continuation of a negative social trajectory. Position 5 may also predict psychopathology. Individuals in this position do not necessarily have poor insight, but have problems transferring from actual to preferred social platform. This may apply to individuals living in institutions and forced settings, for example, prison populations.

A detailed model of social interaction including new media platforms provide resources for measure development within health science. For instance, items targeting social functioning in widely used measures for psychiatric diagnoses do not include social media functioning [14], even if people withdrawing from social contact as part of mental illness development lead active social media lives [60]. This paradox points to a latency in
measure development in a social reality marked by rapid technology developments. Research-based operationalizations of social media functions may inform necessary development.

**Limitations**

The general limitations of qualitative research apply to this investigation: findings are context dependent and pertain to the participants and setting in which the study was conducted. There was an overrepresentation of females (71%), the population was selected from individuals attending school, and interviews were conducted face-to-face and only in Norway. Also, data were not used to analyze how specific demographic or other characteristics might influence the participants’ social interactions, differences in their perceptions, and overall attitude. All these factors affect generalizability.

To accommodate some of the limitations associated with qualitative methodology, we performed a field-correspondence technique using Post-it notes. Although expected themes, such as pornography habits, were omitted, participants reported more personally sensitive themes in this format (see Table 2). These dealt, in particular, with the negative sides of using social media.

**Future Research**

The overarching goal for future research is to explore and develop the validity of the proposed model, and to investigate to what degree falling into one position is associated with positive (ie, mastery and protection) and negative health and well-being.

We will test this model with a large-scale quantitative survey design, as presented in Figure 3. The initial survey items will be drawn from suggestions written by participants in this study. These items will be supplemented with questions derived from the focus groups, class sessions, and items made by the researchers. This initial large pool of items will be used in the initial large-scale survey. Using exploratory factor analysis or similar, the questions will be divided into different dimensions. Using item response theory, items with low discrimination will be excluded. Item response theory will also be used to highlight ranges in the different dimensions where the survey is missing high-discrimination items. This framework can be used to generate testable hypotheses and items on dimensions of social interaction. To study context-specificity and generalizability, we propose that this research procedure could be implemented across different countries and contexts, and we welcome collaboration.
Figure 3. Model validation procedure.
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Abstract

Background: The benefits of electronic patient reported outcomes (PRO) questionnaires have been demonstrated in many settings, including in hospitals and patient homes. However, it remains to be investigated how melanoma patients and their treating clinicians experience the electronic self-reporting of side effects and the derived communication.

Objective: The primary objective of this study was to examine patients’ and clinicians’ experiences with an eHealth intervention for weekly monitoring of side effects during treatment with immunotherapy.

Methods: An eHealth intervention based on questions from the PRO-Common Terminology Criteria for Adverse Events (CTCAE) library was used and tested in a randomized clinical trial with patients receiving immunotherapy for malignant melanoma and clinicians at a university hospital in Denmark. On a weekly basis, patients reported their symptoms from home during the treatment via a provided tablet. The electronic patient reports were available to clinicians in the outpatient clinic. A mixed methods approach was applied to investigate the patients’ and clinicians’ experiences with the intervention. Data from patient experiences were collected in a short survey, the Patient Feedback Form. Moreover, a subset of the patients participating in the survey was interviewed about their experience. Furthermore, one focus group interview with clinicians was carried out to elucidate their views.

Results: A total of 57 patients completed the Patient Feedback Form, and 14 patients were interviewed. The focus group interview included 5 clinicians. Overall, patients and clinicians were satisfied with the tool. They believed it enhanced patients’ awareness of side effects and increased their feeling of involvement. The patients reported that it was easy to fill out the questionnaire and that it made sense to do so. However, a minority of the patients expressed in the interviews that they did not believe that the health care professionals had seen their reports when they came to the clinic, and that the reporting did not lead to increased contact with the department.

Conclusions: Overall, satisfaction with the eHealth intervention was high among patients and their treating clinicians. The tool was easy to use and contributed to greater symptom awareness and patient involvement. Thus, in terms of patient and clinician satisfaction with the tool, it makes sense to continue using the tool beyond the project period.

Trial Registration: ClinicalTrials.gov NCT03073031; https://tinyurl.com/tjx3gtu

(J Med Internet Res 2020;22(4):e14896) doi:10.2196/14896

https://www.jmir.org/2020/4/e14896
Introduction

Underreporting of symptoms by clinicians in connection with cancer therapy, particularly chemotherapy and radiotherapy, is well established [1-4]. However, over the last few decades, new therapies have been developed and various kinds of immunotherapies now play an important role in fighting cancer [5]. In particular, immunotherapy has significantly improved survival in patients with melanoma [6]. However, the side effects that patients experience when treated with immunotherapy can be severe and unpredictable, and they differ immensely from the side effects experienced by patients who receive chemotherapy [5]. Furthermore, untreated toxicities may progress and become potentially life threatening [7]. Thus, toxicity monitoring may advantageously be optimized to meet the need for early detection of symptoms. Studies have demonstrated the value in using patient-reported outcomes (PROs) to detect and monitor symptoms, and to improve communication in routine care [8], and their implementation has been encouraged [9,10]. Moreover, increased inclusion of patients in their treatment has become a priority in many health care settings worldwide [11]. Similarly, there has been an increasing awareness within the Danish health care system of patients not being sufficiently involved with their treatment and care [12], despite the fact that the Danish regions recommend planning treatment with the patient rather than for the patient [13].

The use of electronic PRO questions (ePROs) to monitor symptoms has proven to be feasible in connection with scheduled consultations (ie, in the waiting area in various oncology settings) [14], and recent evidence suggests that the method is also useful at home (ie, via a link to a webpage) [15]. Studies also demonstrate that including cancer patients in the reporting of symptoms may increase their quality of life [16], and that the general acceptability of routine data collection is high [8]. With regard to immunotherapy, previous studies have examined the quality of life during treatment [17,18], but no study has examined whether patient reporting of side effects also results in improved toxicity monitoring. Therefore, we designed a randomized controlled trial (RCT), PROMelanoma (ClinicalTrials.gov NCT03073031), with the primary aim of investigating whether the severity and frequency of severe side effects can be reduced by including the patients in the reporting of symptoms on a frequent basis. Enrollment for this study has just completed.

An exploratory endpoint of PROMelanoma was to examine whether our setup of including an eHealth intervention on symptom management is implementable in clinical practice and makes the patients feel more involved in their treatment and care. Patient and clinician satisfaction with various eHealth interventions has been measured in other studies within an oncology setting to support clinical decision making and improve patient self-management [15,19]. However, many outcome measures are not sufficiently tested in clinical practice, which is imperative before implementation. To ensure the success of PRO interventions, it is vital that they are approved by the patients [20]. Thus, there is a need for more precise measures [21] that fit the patient population under investigation [22] to make sure that the PRO intervention is feasible and easy for the patient to adopt. In this regard, studies that elucidate the usefulness of a given PRO from the perspectives of patients and their treating clinicians must be carried out. To our knowledge, no study has explored how melanoma patients treated with immunotherapy experience the electronic self-reporting of symptoms using an eHealth intervention specifically designed for this patient group [23], which makes this type of study highly relevant.

However, there is no recipe for measuring the patient experience, and measurement is not routinely conducted in a standardized manner [24]. Thus, the patient experience can be captured in different ways. To acquire a broad perspective on the topic, a mixed methods approach may be most suitable. For example, a short survey can help provide feedback about the general trends, whereas in-depth interviews may provide a more detailed understanding of both the patient and clinician perspective [25]. Similarly, Hudak et al [26] suggested that it is preferable to combine a standardized quantitative measure with a qualitative method when measuring patient satisfaction. Girgis et al [15] used a similar method when they evaluated the feasibility and acceptability of real-time reporting in a cancer population.

Thus, the primary objective of this study was to examine, using both qualitative and quantitative data, patients’ and clinicians’ experiences with an eHealth intervention to monitor the side effects during treatment with immunotherapy in routine clinical practice.

Methods

Overall Design

A mixed methods approach was employed to gain deeper insight into the feasibility of the PRO intervention for melanoma patients and their treating clinicians. For quantitative assessment, a questionnaire to measure patient satisfaction, the Patient Feedback Form [19,27], was provided to patients who experienced the PROMelanoma eHealth intervention. In addition to the questionnaire, qualitative interviews with a subsample of these patients and one focus group interview with clinicians were conducted using a deductive approach [28] to evaluate the intervention. The Consolidated Criteria for Reporting Qualitative Research (COREQ) Checklist [29] was applied to ensure that all important aspects were included. A convergent design was selected [30], in which the survey data and interview data were collected in parallel over the same period of time (February 2017 to March 2019). Data were analyzed separately and compared to determine similarities and differences. Using the triangulation technique, cross verification of data from the interviews and survey was achieved (Figure 1).
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Figure 1. Overview of the mixed methods study design, including a survey, individual interviews, and one focus group interview.

Setting
The survey and interviews took place at the Department of Oncology, Odense University Hospital, Denmark. The patients completed the Patient Feedback Form when they came to the outpatient clinic to receive their treatment for metastatic melanoma. The interviews also took place in the outpatient clinic in a separate room.

The eHealth Intervention
Common Terminology Criteria for Adverse Events (CTCAE), developed by the National Cancer Institute (NCI) for patient self-reporting [31], was chosen as the PRO tool (PRO-CTCAE), since the grading scale [32] is well known within the oncology field [33] and is used by oncologists worldwide. Through a careful selection process, the relevant items were selected from the PRO-CTCAE library [34]. The software platform AmbuFlex [35] was used, which was specifically developed for ePROs. The patients received a tablet with a SIM card to ensure internet access. The reporting took place on the tablet, at home once a week, which is the preferred recall period for PRO-CTCAE items [36], and continued for 24 weeks to ensure that the majority of symptoms could be detected. The patients did not receive a weekly reminder in the form of a text message or telephone call, but they were asked to choose a fixed weekday for reporting their symptoms when they were first introduced to the intervention so that reporting would be easier to remember. If the patients experienced a symptom, an alert would tell them to contact the department. The alert function was triggered for side effects that could potentially become severe. Accordingly, side effects such as alopecia or fatigue did not trigger an alert. As soon as the patients responded to the questionnaire, the report was visible to the health care professionals at the hospital. However, clinicians did not receive a notification when an alert was triggered by a patient report; rather, it was left up to the patients to react to the alert. The clinicians only logged onto the electronic system to see the patient’s report after the patient came to the outpatient clinic. A bar attached to each symptom appeared green, yellow, or red depending on the severity of the symptom reported (Figure 2). Figure 2. Example of part of a patient report available to clinicians.

Patients
Patients were eligible for the qualitative part of the study if they had been enrolled in the RCT PROMelanoma. The inclusion criteria were melanoma patients, >18 years old, randomized to the intervention in PROMelanoma, and had received at least one cycle of immunotherapy. Exclusion criteria were not able or willing to comply with the study procedure (eg, fill out the electronic questionnaire) or if they did not speak Danish.
Survey

All patients in the PROMelanoma intervention group of the trial were asked to fill out the Patient Feedback Form between January 2017 and April 2019, which addressed patient satisfaction relating to the eHealth intervention. The Patient Feedback Form was developed by Basch et al. [27] to measure patient satisfaction with the online self-reporting of toxicity symptoms, and was subsequently adapted by Snyder et al. [19] who also used it to measure patient satisfaction with PRO interventions. Thus, it is an established tool to measure quantitative feedback and was considered to be appropriate for evaluating the usefulness and acceptability of our eHealth intervention. The adapted version consists of 13 items [19]. Respondents evaluate their level of agreement or disagreement on a scale with four options. Some representative questions included were: “Was it easy to use?” “Did the questions make sense?”, and “Were the patient reports included in the patient-clinician consultation?” To apply the questionnaire for evaluating the eHealth intervention, we translated it into Danish and validated it in a Danish setting according to existing guidelines, including psychometric testing [37]. The patients had carried out the weekly PROMelanoma reporting at least three times and had the opportunity to discuss their reports with a physician at least once before filling out the Feedback Form. Data were analyzed using descriptive statistics when enrollment in the PROMelanoma study closed in April 2019, and 70 patients had been enrolled in the intervention group.

Interviews With Patients

Patients enrolled in the PROMelanoma study were contacted over the phone by the project manager and informed about this study between November 2017 and June 2018. The patients provided verbal consent and signed the written consent form in connection with the interview. We decided to use a convenience sample at the same time, taking into account the patients’ gender and age to ensure that the group was representative. The patients already had several visits scheduled in the outpatient clinic; therefore, the interviews were planned to take place on days when they were already at the hospital so as not to burden them further. If the patients were accompanied by relatives, the relatives were invited to participate in the interview. A semistructured interview guide was prepared based on the research questions, in collaboration with an expert. The interviews were carried out by the same interviewer (LT) who also carried out audio recording and transcription. The interviewer had already talked to the majority of the patients during the inclusion screening for the PROMelanoma study, but had no contact otherwise. Given that we had some knowledge about the research area in question (ie, the interviewer had worked with this patient group for more than 10 years), there were four major categories that we wished to explore: the usefulness of the eHealth solution, the questionnaire, physician-patient communication, and involvement of relatives. Thus, a directed content analysis as suggested by Hsieh and Shannon [38] was applied, using a deductive approach [39]. The fact that the level of interpretive complexity was expected to be relatively low further contributed to our choice of content analysis as the preferred method [40]. Any text that could not be categorized within the initial categories would be given a new code during the analysis [38]. Recruitment continued until data saturation was reached.

Focus Group Interview With Clinicians

A focus group interview was chosen as the preferred method for clinicians, because the number of physicians and nurses caring for these patients was limited to a selected group, which made a questionnaire pointless. For the same reason, only one interview was conducted. The physicians and nurses who had the most experience with the intervention were chosen for the interviews. One author (KD) carried out the interview, who is a qualified researcher experienced in conducting focus group interviews. The interview was conducted in a semistructured manner [41]. Data were generated through group interaction about the specific topic predetermined by the research group. The purpose of the focus group was to explore the perspectives of the clinicians regarding the implementation and acceptability of the eHealth intervention in routine cancer care. The interview was transcribed by LT. The same content analysis approach was applied in relation to the group interview as described above [38].

Results

Survey

All patients who were randomized to the intervention arm in the PROMelanoma study (N=70, median age 65 years, 33 men and 37 women) were expected to evaluate the eHealth intervention by filling out the Patient Feedback Form (Table 1). However, 2 patients who had been randomized to the intervention group did not wish to proceed with the electronic reporting, and 2 patients were hospitalized due to side effects and never received the second series. For 9 patients, the melanoma progressed quickly and their conditions deteriorated, making it unethical to ask them to participate. Thus, a total of 57 patients evaluated the intervention. As summarized in Table 1, none of the patients found the eHealth intervention to be too time-consuming (item 1). In fact, one patient thought that it was too short. Similarly, almost all of the patients found the frequency with which the eHealth intervention was administered (item 2) to be just right. The general satisfaction was high. The lowest satisfaction ratings were obtained for items 8, 9, and 10, dealing with inclusion of the patient response in treatment and care. Overall, the majority of patients agreed/strongly agreed that the doctor used the information for their care, that the questionnaire improved the quality of care (item 9), and that the questionnaire improved communication with the doctor (item 10). The proportion of patients who responded “strongly agree,” “agree,” or “just right” was over 90% for 8 of the 13 questions. All of the patients (100%) recommended filling out the questionnaire to other patients and stated that they would like to continue responding to the questionnaire (items 12 and 13).
Table 1. Evaluation of the eHealth intervention PROMelanoma in a Danish study with patients with melanoma cancer (N=57).

<table>
<thead>
<tr>
<th>Patient feedback form item</th>
<th>Response, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Category 1</td>
</tr>
<tr>
<td>1. Time it took to complete</td>
<td>1 (2)(^a)</td>
</tr>
<tr>
<td>2. Number of times completing</td>
<td>1 (2)(^e)</td>
</tr>
<tr>
<td>3. Easy to complete</td>
<td>56 (98)(^g)</td>
</tr>
<tr>
<td>4. Completing was useful</td>
<td>55 (96)(^g)</td>
</tr>
<tr>
<td>5. Easy to understand</td>
<td>53 (93)(^g)</td>
</tr>
<tr>
<td>6. Easier to remember symptoms and side effects</td>
<td>52 (91)(^g)</td>
</tr>
<tr>
<td>7. Improved discussions with clinician</td>
<td>51 (89)(^g)</td>
</tr>
<tr>
<td>8. Clinician used information for my care</td>
<td>48 (84)(^g)</td>
</tr>
<tr>
<td>9. The quality of care improved because of the questionnaire</td>
<td>43 (75)(^g)</td>
</tr>
<tr>
<td>10. Communication with clinician improved</td>
<td>45 (78)(^g)</td>
</tr>
<tr>
<td>11. Made me more in control of care</td>
<td>50 (87)(^g)</td>
</tr>
<tr>
<td>12. Recommend to other patients</td>
<td>57 (100)(^g)</td>
</tr>
<tr>
<td>13. Would like to continue responding</td>
<td>57 (100)(^g)</td>
</tr>
</tbody>
</table>

\(^a\)Too short.  
\(^b\)Just right.  
\(^c\)Too long.  
\(^d\)Missing.  
\(^e\)Not often enough.  
\(^f\)Too often.  
\(^g\)Strongly agree/agree.  
\(^h\)Disagree/strongly disagree.

Patient Interviews

**General Characteristics of the Interviews**

In addition to filling out the Patient Feedback Form, 16 of the patients were invited to participate in an in-depth interview about their experience. One patient declined and one patient who had agreed to participate was hospitalized due to deteriorating disease before the interview was conducted. Thus, 14 interviews were conducted. The median age of the patients was 67 years (range 41-79 years), including 6 men and 8 women. Apart from one patient who had only self-reported their symptoms 3 times, the patients had reported between 6 and 24 times (weeks), and the majority (10, 71%) had reported more than 15 times. Relatives were present during 10 of the interviews. The interviews lasted on average 20 minutes (range 9-33 minutes). Nine interviews lasted for more than 20 minutes. A total of 280 minutes of interview data were available for analysis. The three themes identified from the transcripts aligned with three of the predetermined categories. However, a fourth theme (involvement of relatives) did not become a theme when the final analysis was carried out.

**Usefulness of the eHealth Solution**

Overall, the patients reported that accessing and filling out the eHealth questionnaire was easy. Only two patients were not used to electronic devices upon entering the study. One of them stated “I’m pleasantly surprised. I think it is really easy to deal with” (man, 79 years old), and his wife (73 years old) added, “I did not think he could do it because he is a clown when it comes to computers…” Some of the patients, particularly the elderly, had a hard time using the touchscreen function with their fingers because they either pressed too hard or for too long. However, when they were given a touchscreen pen, which is more accurate than the fingertip, they did not have any problems. Only one patient could not do it and asked his wife to do the reporting following his instructions. Almost all of the patients experienced a request to update the operating system of the tablet while using it, but they were able to close the message easily and continued their reporting. Otherwise, there were only minor technical challenges, and the patients were very compliant and contacted the department in case of any technical problems. The majority of patients were pleased with the tablet. Only a few patients would have preferred a link instead of having to take home the tablet. As mentioned above, it was not possible to send a text message reminding the patient to fill out the questionnaire on the relevant days. However, this did not constitute a problem for the patients, who found it easy to remember because they were doing it on a fixed weekday. Two patients mentioned that a reminder text message would have been advantageous.
The participants in the focus group consisted of three doctors and two nurses. They were all women with a median age of 43 years. All of them had broad experience working with cancer patients and dealing with symptoms or side effects (6-11 years). They were also accustomed to caring for melanoma patients receiving immunotherapy. They had all seen the patient reports several times and had included them in the clinician-patient communication.

There was some discrepancy between how the patient and the clinician graded a given symptom. In some cases, the clinician did not find the symptom to be as severe as the patient. In other instances, the clinician felt that the patient had in fact neglected a symptom that they believed should have been reported: “sometimes there’s a discrepancy between what you find out when you talk to the patient and what has been reported … the two things supplement each other” (physician).

Furthermore, the inclusion of patient reporting was seen as being more time-consuming than a typical consultation due to the fact that the clinicians had to log into another system to see the report. Having the reports integrated in the electronic health records (EHRs) was stated not only to save time but also make it much easier to remember to include them in the consultation.

The clinicians agreed that the patients were better prepared when they came to the outpatient clinic, and that the patients had increased focus on their symptoms and were more alert: “I think it is an advantage that the patients become more aware of the side effects that can occur” (nurse). Moreover, the information on toxicity that had been given to the patients prior to treatment start was repeated when the patients responded to the electronic questionnaire at home. Accordingly, there was a better chance that the patients would react appropriately by contacting the department in time instead of waiting for the next scheduled consultation, which might be days or weeks ahead. Thus, having the patients call more often was seen as an advantage because it might enable earlier detection. Moreover, it was an advantage to be able to use the patient reporting as the basis of the consultation by starting with the symptoms that had bothered the patient the most: “…then I scroll down to see where it is red or yellow and that is typically where we start…” (physician). In this way, the patients took part in setting the agenda. However, according to the health care professionals, the patient reporting should be seen as a supplement and not something that could replace the clinician-patient consultation. In addition, the clinicians reported that the eHealth intervention was a valuable tool, particularly for patients who are normally slightly reluctant to contact the department unscheduled: “…it may be precisely the group of patients who are not good at self-care or at least some of them…the weakest patients who…will benefit most from self-reporting by being guided into becoming more aware of when to react to symptoms” (physician). Because the patients were encouraged to make contact if they experienced a new or worsened symptom, they might have felt that it was more legitimate to call the outpatient clinic. All of the clinicians believed that the patients with the best social resources would benefit the least from the intervention because they were sure to contact the department in agreement with the given instructions.
Overall, the clinicians had a positive attitude toward the intervention using an eHealth tool, even though there was also room for improvement in some areas.

Comparison Between Survey and Patient Interviews With the Focus Group Interview

The clinicians believed that the reporting would make the patients call the hospitals more, whereas the majority of patients did not think that they called more frequently. Some of the patients thought that their reports did not provide the clinicians with enough information; however, none of the clinicians stated this to be the case. Patients and clinicians agreed that the attention to side effects was increased and that the patients were better prepared for the consultation when they came to the outpatient clinic. The patient reports also established a shared agenda for the consultation at the outpatient clinic. Overall, the findings from the survey confirmed what had been established in the patient interviews. The patients reported that it was easy to fill out the questionnaire and that it made sense to do so. Moreover, it increased symptom awareness. Both the patients and clinicians agreed that when the report was in fact included, it helped to prioritize the problems that were most acute.

Discussion

Principal Findings

The goal of this study was to elucidate the experiences of malignant melanoma patients and their treating clinicians with an eHealth intervention. Overall, acceptance was high for both clinicians and patients, and both groups believed that it improved communication during the consultation. This is in line with previous studies showing that using PROs prompted patient-clinician dialog, streamlined consultations, and increased focus on side effects [10,42]. In addition, the potential for discrepancies between the degree of severity when clinicians and patients grade a given symptom confirms previous findings [1-4].

However, a minority of the patients in this study did not believe that the clinician had actually seen their reports when they came to the clinic. This point was primarily expressed by patients who were enrolled at the beginning of the study, when monitoring the patient reports had not yet become routine in the outpatient clinic. This improved over time as the clinicians got used to taking the reports into consideration. This finding is in line with Mooney et al [43], who argued that when the advantages of systematic PRO collection in clinical care become visible, adoption will rapidly occur. Although the use of PRO in the clinic can improve communication, it does not necessarily result in intensified symptom treatment and improved symptom management [44]. Thus, it remains to be seen if patient and clinician satisfaction with the eHealth intervention will translate into a reduction in symptom severity; this aspect is being investigated in the ongoing RCT PROMeloma.

As for the survey, patient satisfaction was extremely high for many of the questions. The three items that had the lowest scores in satisfaction (items 8, 9, and 10) deal with the inclusion of patient response in the clinic. This response is comparable with the results of other studies using the Patient Feedback Form [19]. This suggests that one of the challenges when using PROs may be to ensure that the patients’ responses from questionnaires are included in treatment and care. For many years, PROs have been collected in clinical trials, but they have not been used routinely in clinics. It will likely take some time before implementing PROs in clinical practice becomes as natural as other procedures within the health care system.

The clinicians participating in the focus group interview agreed that the least resourceful patients would benefit most from the eHealth intervention, because they were usually less inclined to contact the clinic in case of any symptoms. This notion has been confirmed in other studies, which have shown that the level of patient involvement is dependent on the degree of health literacy. For example, patients with a high level of education are more inclined to be involved in medical decision making compared to patients with a low level of education [45]. Basch et al [46] also suggested that patients who do not have any computer experience may have weaker communication skills and therefore benefit more from a structured setup. It can be argued that if this patient group becomes involved in the reporting of side effects, they may be encouraged to react appropriately when an alert is triggered, thereby potentially improving toxicity management. When data from the RCT on the number of phone contacts are analyzed, it will be revealed if patients in the intervention arm actually did call more frequently. Preliminary findings revealed that 78% of the patients adhered to the intervention by reporting their symptoms on a weekly basis.

Some of the patients also argued that the eHealth intervention was very box-like and they would have liked a space where they could write more about their symptoms instead of just checking a box. The patients in the PROMeloma study can add other symptoms as advised by the NCI, but the patients also wished to be able to elaborate on some of the symptoms. Although this is understandable from a patient point of view, one must keep in mind that the primary aim of introducing the intervention was to increase patient awareness, hoping to reduce the number of severe side effects and improve clinical outcome. Furthermore, it was important that it was fairly easy and not too time-consuming for the clinicians to acquire a quick outline of the reporting if it were to be implementable in the clinic. Moreover, patients had the opportunity to elaborate on the various symptoms that they experienced when they came to the clinic.

Limitations

One potential limitation of the study is that a deductive approach was used by having the coding framework decided in advance, which may limit the development of new themes [28]. By using a deductive approach, and thus imposing our own structure on the data, the analysis may have been biased. However, the fact that we had some knowledge about the subject made the deductive approach an obvious choice. The fact that one of the predetermined categories, involvement of relatives, did not develop into a theme and was removed during the analysis indicates that we were not too locked in our preconception.

An obvious limitation is that we were only able to conduct one focus group interview with the clinicians. However, we aimed...
at selecting participants with vast knowledge and expertise of the subject [47], which limited the potential number of informants. Of course, other physicians and nurses had treated these patients, but the fact that they did not do so on a routine basis made them unsuitable as participants. Consequently, we settled for one focus group although it would have been preferable to have more. With respect to the number of interviewed patients, we judged that data saturation was reached at patient number 14, as data were replicated, which is why we stopped including patients in the study at this point. According to Francis et al [48], data saturation may very well be reached after 14 interviews when diversity sampling is appropriate. We believed this was the case in this study.

Another potential limitation is that the alert function was triggered too frequently according to the majority of patients. This may be changed when designing future studies or implementing the intervention beyond the study period to avoid alert fatigue. Nevertheless, having an alert function is a good idea, as studies have shown that patients value advice on when it is appropriate to contact the hospital [49]. In addition, it is vital that the clinicians log into the system and see the patients’ reports prior to every consultation. Otherwise, patients may lose the incentive to continue to fill out the reports. PROs must be implemented in such a way that the process is embedded as part of routine care [21] so that clinicians do not have to be reminded to view the patient report (eg, by project managers or study coordinators). In this regard, it is important that PROs are easily accessible to clinicians (ie, integrated in the EHR) to be successful, as recommended by the clinicians in the focus group interview. Recommendations on how to integrate PROs into the EHR have already been developed by the PRO-EHR Users’ Guide Steering and Working Groups [50].

Conclusion
We found a high acceptance of the eHealth intervention tool among clinicians and melanoma patients being treated with immunotherapy. The tool was easy to use and contributed to greater symptom awareness and patient involvement. Thus, in terms of patient and clinician satisfaction, it makes sense to continue using the tool beyond the project period. However, it remains to be investigated whether the predominantly positive perceptions of the intervention by patients and clinicians will also be followed by a reduction in the number of severe side effects. Our RCT PROMelanoma will shed light on this aspect.
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Abstract

Background: Cancer has become the second leading cause of death globally. Most cancer cases are due to genetic mutations, which affect metabolism and result in facial changes.

Objective: In this study, we aimed to identify the facial features of patients with cancer using the deep learning technique.

Methods: Images of faces of patients with cancer were collected to build the cancer face image data set. A face image data set of people without cancer was built by randomly selecting images from the publicly available MegaAge data set according to the sex and age distribution of the cancer face image data set. Each face image was preprocessed to obtain an upright centered face chip, following which the background was filtered out to exclude the effects of nonrelative factors. A residual neural network was constructed to classify cancer and noncancer cases. Transfer learning, minibatches, few epochs, L2 regulation, and random dropout training strategies were used to prevent overfitting. Moreover, guided gradient-weighted class activation mapping was used to reveal the relevant features.

Results: A total of 8124 face images of patients with cancer (men: n=3851, 47.4%; women: n=4273, 52.6%) were collected from January 2018 to January 2019. The ages of the patients ranged from 1 year to 70 years (median age 52 years). The average faces of both male and female patients with cancer displayed more obvious facial adiposity than the average faces of people without cancer, which was supported by a landmark comparison. When testing the data set, the training process was terminated after 5 epochs. The area under the receiver operating characteristic curve was 0.94, and the accuracy rate was 0.82. The main relative feature of cancer cases was facial skin, while the relative features of noncancer cases were extracted from the complementary face region.

Conclusions: In this study, we built a face data set of patients with cancer and constructed a deep learning model to classify the faces of people with and those without cancer. We found that facial skin and adiposity were closely related to the presence of cancer.

(J Med Internet Res 2020;22(4):e17234) doi:10.2196/17234

KEYWORDS

convolutional neural network; facial features; cancer patient; deep learning; cancer
Introduction

In daily social activities, people tend to judge the health status of others based on their facial appearance. Facial appearance is associated with other social judgments, such as leadership ability and attractiveness. These judgments may affect real-life outcomes such as employment and dating outcomes. Numerous studies have indicated that healthy people tend to be perceived as more attractive [1-4]. This may be explained by Darwin’s theory of evolution: This preference has evolved because these “attractive” traits provide signals of biological quality, particularly physical health, and keeping away from individuals who are perceived to be less attractive (unhealthy) may prevent the contraction of a contagious disease.

Most published research focuses on the association of health status with perceived features such as skin color, facial adiposity, and symmetry. Skin color is malleable and may change rapidly in response to health status. Thus, it provides more relevant information regarding an individual’s current physical condition [5-10]. Facial adiposity is positively correlated with BMI and body fat percentage, and it conveys important information about one’s physical condition [11,11]. Facial symmetry is considered to be an indicator of health because it corresponds with the ability to maintain developmental stability and resist asymmetric growth (e.g., pathogens or mutation rate) [12-15]. These studies attempt to reveal the association of perceptual facial features with physical condition, which is helpful in understanding the underlying psychological and biological reasons for an individual’s behavior and social activities.

The recently developed deep learning (DL) technique [16] provides a novel method to study the correlation of facial features with health status. The facial features are extracted via a large-scale cascaded conventional neural network (CNN), which is more subjective than perceptual features. Gurovich et al [17] adopted the DL technique to identify facial phenotypes of genetic disorders. Kong et al [18] reported detection of acromegaly using the DL technique based on facial images; they achieved satisfactory accuracy and sensitivity. Wang et al [19] found that the DL technique outperformed humans at detecting sexual orientation based on facial images.

Cancer caused approximately 9.6 million deaths worldwide in 2018 [20]. It has become the second leading cause of death globally. Approximately 90%-95% of cancer cases are due to genetic mutations caused by environmental (radiation, pollution, etc.) and lifestyle (tobacco, alcohol, etc.) factors, while the remaining cases are due to inherited genetics. In either case, genetic mutation may result in facial features that are different from those of people without cancer. In this study, we aimed to reveal the facial features of patients with cancer using DL techniques and to use these features to distinguish the faces of people with cancer from those of people without cancer.

Methods

In this section, the face image data sets for people with and those without cancer are briefly introduced. Subsequently, the preprocessing procedure and network architecture are presented in detail. Finally, the transfer learning strategy and training details are described.

Ethics Statement

This study was carried out in accordance with the Declaration of Helsinki and approved and exempted from requiring informed consent by the Independent Ethics Committee of the Cancer Hospital of the Chinese Academy of Medical Sciences.

Image Data Sets

Images of the faces of patients with cancer at our institution before radiotherapy were collected over 1 year to build the cancer face image data set. The ages of the patients with cancer ranged from 1 year to 70 years, and the median age was 52. The histogram of the age distribution is shown in Table 1. The noncancer face image data set was built by randomly sampling the MegaAge data set [21]. The MegaAge data set consists of 41,941 faces of Asian people with annotated ages. Considering data balance, 8124 face images with the same sex ratio and age distribution as the cancer face data set were randomly selected from the MegaAge data set.

Table 1. Age distribution of the patients in the cancer face data set.

<table>
<thead>
<tr>
<th>Age category</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male, n (%)</td>
</tr>
<tr>
<td>&lt;10 years</td>
<td>31 (0.80)</td>
</tr>
<tr>
<td>10-20 years</td>
<td>41 (1.06)</td>
</tr>
<tr>
<td>20-30 years</td>
<td>81 (2.10)</td>
</tr>
<tr>
<td>30-40 years</td>
<td>258 (6.70)</td>
</tr>
<tr>
<td>40-50 years</td>
<td>689 (17.89)</td>
</tr>
<tr>
<td>50-60 years</td>
<td>1558 (40.46)</td>
</tr>
<tr>
<td>60-70 years</td>
<td>1193 (30.98)</td>
</tr>
</tbody>
</table>

Preprocessing

To exclude the influence of nonrelevant factors such as face pose, body profile, and image background, only upright, centered, and frontal face “chip” images were used as inputs of the convolutional neural network (CNN). The preprocessing workflow and the intermediate results are shown in Figure 1 [22]. The human face in each image was first detected based...
on the histogram of oriented gradients (HOG) [23]. The positions of 68 face landmarks such as the corners of the mouth and the centers of the eyes were then detected [24]. Using these landmarks, the face pose was determined. The image was rotated and aligned accordingly to obtain an upright, frontal, centered face image. The aligned image was cropped to obtain the face chip (ie, only the face part was retained and any other parts of the image were removed). Finally, the background in the resulting chip was further filtered out. The human face in the image was segmented using a fully convolutional network (FCN) [25,26], and the background was masked.

Figure 1. Pre-processing workflow to obtain chip images to use as inputs in the convolutional neural network, showing the intermediate results. Image courtesy Barack Obama Presidential Library [22].

Network Architecture
In this work, a residual neural network (ResNet) was used to extract facial features. ResNet was proposed in 2015 by He et al [27]. Because a CNN is trained based on the gradient of the loss function, the gradient of the cascaded network becomes smaller as the network deepens. This issue was solved by adding identity shortcut connections to skip the convolutional layers in between, as shown in Figure 2A and B. The network of this study contains 27 convolutional layers and 2 full connection (FC) layers. The architecture is shown in Figure 2C, and the number and sizes of the filters in each layer are also annotated. Essentially, the model is a simplified version of ResNet-34 implemented proposed in the paper by He et al [27], with 7 layers removed and the number of filters in each layer reduced by half.

Figure 2. Network architecture. A) The basic cell of ResNet: the residual block. B) The sampled residual block. The difference is that the convolution of the first layer is performed with a 2-pixel stride. Correspondingly, 2-pixel stride sampling was performed before identity mapping. C) The ResNet architecture. The blocks shown in A) and B) are annotated with solid and dashed round-ended boxes, respectively.
Transfer Learning and Training Strategy

For the convolution layers (layers 1-5), the weights of a pretrained face encoding network [28] were directly utilized. The face-encoding network contains the same convolution layers but only one FC layer. With this structure, the features extracted by the convolution layers are flattened into a one-dimensional vector by the FC layer. In other words, the face image is encoded into a one-dimensional vector. The Euclidean distance between two vectors directly measures the similarity of the two corresponding faces. With the triplet loss function, the encoded vectors of the face images of the same individual are mapped close to each other in the Euclidean space, while the vectors of different individuals are mapped far from each other. Through this process, the encoding network captures the features that are unique to an individual.

This study aimed to determine what the faces of patients with cancer have in common from these individually distinguishable features. For our model, the weights of the convolution layers were fixed, and only the weights of the FC layers were trained for classification. This is because the weights of the convolution layers were trained on a combined data set with about 3 million faces [29,30], which is several orders of magnitude larger than the size of our data set. Addition of our data set would not introduce any substantial improvements.

In the data set, 50% of the face chips were randomly selected for training and 50% were selected for testing. To reduce the risk of overfitting, the following strategies were adopted: The minibatch size was set to 10, only 5 epochs were used, an L2 regulation penalty was added to the weights of the FC layers, and a random dropout was added on the FC1 layer. Both the learning rate and weight of the L2 regulation terms were set to 0.001. The dropout rate was set to 0.25; therefore, 25% of the extracted features were randomly dropped. The guided gradient-weighted class activation mapping (grad-CAM) method was utilized in the trained model to illustrate the discriminative features [31] of the cancer and non-cancer data sets. The guided grad-CAM method is the Hadamard production of global backpropagation and CAM. The global backpropagation is the gradient of the network, and the CAM is the activated map of each class.

This study was implemented with Python programming language. All data preprocessing procedures except FCN face segmentation were implemented using the Dlib package (v19.17.0). FCN face segmentation and ResNet were implemented using TensorFlow (v1.4.0) [32] and Keras (v2.2.4).

Results

We collected images of the faces of 8124 patients with cancer before radiotherapy from January 2018 to January 2019, including 3851 (47.4%) men and 4273 (52.6%) women. We compared the average faces of the cancer and noncancer data sets and presented the training and validation results; finally, we showed the distinguishable facial features of people with and those without cancer, captured by the grad-CAM method.

Average Faces

The intermediate results of the preprocessing procedure are shown in Figure 1. The average faces are shown in Figure 3. The facial landmarks of the average cancer face and the average noncancer face were detected and are depicted in the same figure for comparison. Intuitively, both the male and female average cancer faces display more obvious facial adiposity than the average noncancer faces, which was supported by the landmark comparison.

Figure 3. Average faces and landmark comparison. Top row: male, bottom row: female. First column: cancer, second column: noncancer, and third column: landmark comparison (from left to right). In the third column, the landmark of the average cancer face is depicted in red and that of the average noncancer face is depicted in blue.
Training and Testing Results

The binary cross-entropy (BCE) and accuracy during the training process are shown in Figure 4A. The fluctuation at the beginning of each epoch is due to the random shuffle of the training batch. For both BCE and accuracy, the most significant improvement was observed in epoch 1, and the improvement decreased with each epoch. No obvious improvement was observed between epoch 4 and epoch 5. The training process was terminated after 5 epochs to reduce the risk of overfitting. The receiver operating characteristic (ROC) curve of the testing data set is shown in Figure 4B. The accuracy value is 0.82, which is consistent with the training results (approximately 0.80). The area under the curve (AUC) is 0.94. The ROC curve is calculated with various “passing thresholds,” and the corresponding AUC measures the discriminative ability of the model. The accuracy evaluates the discriminative ability with the “passing threshold” fixed to 0.5.

Guided Grad-CAM

Figure 5 shows the results of the guided grad-CAM method for a typical cancer case and a typical noncancer case. The global backpropagation can be interpreted as the features extracted by the convolutional network. As shown in Figure 5, the global backpropagations of the two cases show the same pattern. This is because during the convolution process, “complete” features were extracted and the relative features of each class were activated by the following FC layers. The relative features of each class are shown by the guided grad-CAM, which is the entry-wise product of the global backpropagation and CAM. The main relative feature of people with cancer is the facial skin, that is, the facial region except for the eyes, eyebrows, lips, and nose. In contrast, the relative features of patients without cancer only include features extracted from the eyes, lips, and end-of-nose regions. This finding supports the findings from the average faces, where the average cancer face showed more obvious facial adiposity.
Discussion

In this study, we built a face data set of patients with cancer and constructed a deep learning model to classify the faces of people with and those without cancer. We found that facial skin and facial adiposity were closely related to the presence of cancer. The AUC and accuracy results indicate that the network can discriminate the faces of patients with cancer from those of people without cancer. External validation must be performed to improve the presented network. Although facial features are closely related to an individual’s health status, it is not solid to predict cancer incidence based on facial features. The motivation of this study was to find the facial features of cancer patients. The MegaAge data set was used as a noncancer reference data set. The possibility of people with cancer in the MegaAge data set cannot be excluded. However, the incidence of cancer cases in China is only 0.3%-0.4% [33], which would not affect the results.

We mainly attribute the satisfactory AUC and accuracy results to the transfer learning strategy. The parameters of the deep network were pretrained well with a large data set. We would like to point out that the convolution network was designed and pretrained for face image–based individual recognition, and only the FC layers were trained for classification in this study. The results demonstrate that cancer-discriminative facial features were included in the individual-discriminative features. The preprocessing procedure, which excludes the effects of factors other than the face chip, is another reason for the satisfactory results.

This study reveals that facial skin and adiposity are closely related to the presence of cancer. It has been proven that facial skin and adiposity are associated with health status. Among all facial features, these two respond most rapidly to the metabolic status. This finding can possibly be explained by the fact that malignant tumors affect metabolism and thus further affect facial skin and adiposity.
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Abstract

Background:  Health games provide opportunities for the treatment and prevention of childhood obesity. We developed a motion-controlled serious game for children that addresses 3 core topics of nutrition, physical activity, and stress coping. It is the first serious game that extensively targets the dietary energy density principle (DED-P) in relation to nutrition. The game is intended to provide an additional educational component for the prevention and treatment of obesity in children.

Objective: The Kids Obesity Prevention study aimed to evaluate the newly developed game and to evaluate how well children are able to understand and apply the DED-P.

Methods: This cluster randomized controlled trial collected data from 82 primary school children aged 9 to 12 years and their parents at baseline (T0), at 2 weeks after study commencement (T1), and at the 4-week follow-up (T2). The dropout rate was 3.6%. The intervention group (IG) played the game within 2 weeks (2 sessions with different game modules). One part of the game involves selection of food with the lower energy density when presented with a pair of foods. This allows assessment of whether the children have understood the DED-P and whether they can apply it to unknown foods under time pressure. The control group (CG) received a brochure about the food pyramid concept and physical activity. The primary outcome was the gain in knowledge (nutrition and stress coping) and measured with a pretested questionnaire. The secondary outcomes were the maintenance of knowledge, application of the DED-P, feelings during game play, game acceptance, and behavioral measures (physical activity, media consumption, and dietary intake).

Results: The knowledge score ranging from 0 to 100 increased from T0 (IG: 53 [SD 10], CG: 50 [SD 11]) to T1 (IG: 69 [SD 11], CG: 52 [SD 12]) in IG versus CG (P<.001). At T2, the knowledge score of IG remained at the same level as that of T1. Game data showed that after DED-P education, the classification under time pressure of unknown versus known food pairs according to their DED category was similar (hit rate around 70%). Overall, 95% of the children liked the game very much or much. No group changes were observed at the behavioral level.
Conclusions: The Kids Obesity Prevention program sustainably increased knowledge in the areas of nutrition and stress coping, and children were able to apply the DED-P.

Trial Registration: ClinicalTrials.gov NCT02551978; https://clinicaltrials.gov/ct2/show/NCT02551978

Digital Media

Digital media offer a ubiquitous and highly accepted tool, especially in younger age groups. In the United Kingdom, for instance, 3- to 7-year-old children watch TV for about 2 hours a day, whereas 8- to 15-year-old children spend 2.5 hours in the Web, watch TV for 2 hours a day, and play games for 2 hours a day [24]. Similar results have been reported in Germany [25]. Although screen time is considered a risk factor for childhood obesity [26], there appear to be differences between passive and active screen time, with active being less problematic [27]. For lifestyle interventions, the well-considered and appropriate use of digital media offers enormous advantages [28-30]. These digital media include serious games, which are games designed to fulfill a serious purpose by providing education from health professionals via a digital device [31]. Serious games can be applied to convey health-related information and can also use interactive components to reinforce the information and train behaviors, for example, by incorporating cognitive bias therapy into games [32,33].

In a recent systematic review, the abilities and limitations of video games, including exergames (focusing on increasing activity) and serious games, to combat and prevent childhood obesity were investigated. It was found that the children like playing the games, and on a qualitative level, most studies report positive effects on obesity-related outcomes (improvement of weight-related parameters, physical activity, or dietary behavior and knowledge). However, at the quantitative level, the observed effects were small [29]. When analyzing the teaching of concepts regarding nutrition and eating habits by games, most studies focus on the concepts of food pyramid and nutritional balance [34-43], fruit-vegetable or 5-a-day (aimed at increasing fruit and vegetables to 5 portions per day [44-47]), or the Mediterranean diet [48]. Intake of dietary fat, excess sugar [42,49], liquids, packed snacks, and fast food [39,47,48] have been addressed in other studies. None of the games investigated have addressed the DED-P in detail or considered psychosocial or psychological aspects of nutrition and eating habits, such as stress coping [29].

Objective and Hypothesis

We developed a motion-controlled serious game for children, the Kids Obesity Prevention (KOP) program, addressing the areas of nutrition, physical activity, and stress coping. In addition to a motion control interface, a tablet is used for knowledge-based and cognitive tasks. Unlike in most other games, the nutritional episodes in the game presented here relate to the nutrition pyramid and, beyond that, to the DED of food and drink, as well as stress and stress-coping strategies, such as relaxation exercises. The game was developed to be applied

Introduction

Obesity and Weight Management Principles

Obesity and its associated comorbidities such as type 2 diabetes and hypertension are a severe public health problem. Unfortunately, many school-aged children are already overweight or obese [1], and most of them will remain overweight and obese in adulthood [2]. Obese children and adolescents often differ in several physiological [3-6] and psychological parameters [6-8] when compared with their peers. Some children even suffer from comorbidities [6] and are victims of stigmatization [9,10]. Therefore, it is imperative to establish effective weight gain prevention [11] and treatment programs [12] during childhood.

Weight management principles are aimed at reducing energy intake by improving diet and eating behavior and at increasing energy expenditure by increasing physical activity and avoiding sedentary behaviors [13]. At the dietary level, portion size and the dietary energy density (DED) of foods [13,14] are critical factors. Knowledge of appropriate food portion sizes is important in view of the increase in portion sizes over recent decades [15]. In adults, a recent short-term study reported that it is possible to recalibrate the perception of food portion sizes. In this study, participants were served small food portions, which affected their perceptions of what constitutes a normal-sized serving and resulted in choosing to eat less food in the future [16]. The food pyramid or my plate concept has been applied for many years to guide portion sizes for the different food groups [17,18], although the flexibility of adapting to personal preferences is limited when using this concept.

Obese adults, adolescents, and children have increased gastric capacities and might need to eat larger portions to perceive satiety in comparison with normal-weight participants, which is problematic if foods high in DED are consumed [19-21]. Adults eat consistent food amounts over several days even if the DED is varied, and this may also be true for children aged 3 to 5 years [14]. Thus, consideration of the DED of foods may be an important factor for weight regulation.

The success of lifestyle interventions is critically dependent on psychosocial and psychological aspects, such as stress [22]. Learning how to cope with stress may be an important factor in weight regulation, as stress can be associated with an unfavorable lifestyle, including low physical activity and high energy intake by consuming more foods with high DED and probably fewer foods with low DED [23]. For interventions to be successful in childhood, family support and goal commitment are also necessary [22].
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in obesity prevention and as an additional educational component of inpatient and outpatient settings for obesity treatment in children.

The aim of the KOP study was to evaluate the game in a cluster randomized controlled trial with two parallel groups in a primary school setting in children aged 9 to 12 years. The primary outcome was the gain in knowledge about important lifestyle factors with the focus on nutrition, especially the DED-P. The secondary outcomes were the maintenance of knowledge, the application of the DED-P, game acceptance, dietary habits, physical activity, and media consumption. Our primary hypothesis was that after intervention, (1) the intervention group (IG) would have higher knowledge scores compared with the control group (CG). We further hypothesized that (2) after the 4-week follow-up, the knowledge scores of IG would be higher than that at baseline but lower than the scores immediately after game play; (3) children would understand and apply the DED-P; (4) children would enjoy playing the game, and game acceptance would be high; and (5) no changes at the behavioral level would be observed because of the primary study aim and design.

Methods

Study Design and Participants

The KOP study was a cluster randomized controlled trial involving school children aged 9 to 12 years; it was conducted from September to November 2015 in Germany. The study period was 2 weeks, and the follow-up was conducted 4 weeks after study termination. The inclusion criterion was an age between 9 and 12 years (all children who were in the fourth grade of primary school). The exclusion criterion was children with major linguistic difficulties.

At baseline, participants were assessed for knowledge about a healthy lifestyle, with a focus on nutrition issues, weight and height, physical activity, and dietary behavior. Parents provided information about their child regarding physical activity, dietary behavior, and media consumption.

The detailed study procedure for the intervention program was set up before participant enrollment in arrangement with the teachers. The recruitment of children took place at a parents’ evening of the school classes. Parents and children provided written informed consent. The study protocol was approved by the ethics committee of the medical faculty of the Eberhard Karls University Tübingen and the University Hospital Tübingen, Germany (050/2014BO1). The KOP-1 study was registered before the study commencement at ClinicalTrials.gov (NCT02551978).

Randomization and Masking

Five fourth grade classes in a single school were randomly allocated to an IG or a CG. To ensure balanced age and sex distributions and to avoid interactions between children in different groups within one class, classes were randomized en bloc to one of the groups by a coin toss. The randomization took place before study commencement. Owing to the nature of the intervention, participants and outcome assessors could not be blinded to treatment assignments.

Treatments

Intervention

The IG played the game twice over a 2-week period, with a different selection of game modules at each of the two sessions (Section Game Modules and Multimedia Appendix 1). Each session took about 45 min. An investigator was present during the whole time. The game [50] starts with a framing story of a child living in a medieval fantasy world presented by a storyteller showing pictures in an ancient book on a screen. The story is about the competition between two villages to regain knowledge about nutrition and a healthy lifestyle. Competitive elements of the story and elements where children had supportive function of the character aimed at motivating the children to engage in the game. After the presentation of the story in a video, the player has to move an avatar in a 3D medieval world to walk from the site of one task to another. The player’s physical movement is necessary to make the avatar move in the game. Therefore, the player walks on the spot, lifting the knees upward (gaming PC: ARLT Silent Gamer GTX 650 [Windows 7], Intel Core i3 3240 [2x 3.4 GHz], 8 GB RAM, 2000 GB hard disk drive, NVIDIA GeForce GTX 650; Kamera Xbox One Microsoft Kinect Sensor; and BenQ MW851UST DLP-Beamer). When the avatar reaches certain locations for tasks to be completed, a switch to touch screens occurs (Acer Iconia Tab W510, NT:LOKEG.001). Depending on the gamer, the locations are reached within 1 to 2 min. The topics addressed by the game belong to the categories of nutrition, physical activity, and stress coping. The nutrition segment of the game deals with the food pyramid and the sugar content of liquids, and focuses on factors that are important for satiety, therefore teaching the concept of DED-P extensively. A self-reflective diagnostic tool to analyze daily food intake is also offered. Other aspects including eustress, distress, and stress-coping strategies are addressed by relaxation exercises and a tool for reflecting and planning everyday activities. An overview and description of the game modules is given below in the section Game Modules, screenshots are provided as Multimedia Appendix 2, and a video is provided as Multimedia Appendix 3.

Control Condition

The CG received basic information about a healthy lifestyle via a brochure from the informational service of the Federal Ministry of Food and Agriculture entitled “So macht Essen Spaß (How to make food fun)” and was handed out to the children at the beginning of the study phase. The CG received the intervention of the IG after study completion because of ethical considerations (the ethics committee wished the CG to play the game too).

Game Modules

Pack Your Backpack With Food

Both game sessions start with this self-reflective diagnostic tool to analyze the individual daily food intake. In this task, the children must pack as many foods into a backpack as they think they need to consume in a normal day to be energy balanced. Before the children start the game, the sex, age, height, weight, and activity level (high, medium, and low) are requested to calculate (1) BMI z-score, (2) energy expenditure, and (3)
energy intake by the program. In this study, the children’s basic information is entered in advance by the investigators. A medium activity level is assumed for all children. BMI is calculated according to the standard formula: BMI=weight in kilogram/height in m² and is subsequently transformed into the sex- and age-specific BMI z-scores according to German reference values [51]. Energy intake requirements are calculated based on the recommendations of the Research Institute of Child Nutrition, Dortmund, Germany, which, in turn, are based on the Food-Based Dietary Guidelines in Europe [52]. Individual energy expenditure is calculated according to the document Human energy requirements, a report of a joint Food and Agriculture Organization and World Health Organization and United Nations Organization expert consultation [53]. For children with a BMI z-score of less than −0.4, the program sets the energy requirements to the values calculated for children of the same age and sex and a BMI z-score of −0.4. Similarly, for children with a BMI z-score greater than 0.4, the program sets the energy requirements to the values calculated for children of the same age and sex and a BMI z-score of 0.4. Setting these cutoffs, we assure that the children do not pack portions that are connected with undereating and overeating. In the task, the children can choose from a large variety of foods from the food groups for breakfast, lunch, dinner, and two mid-meals. They can also choose to skip meals or mid-meals. The foods are presented as pictures for which the exact amount and energy contents and their assignment to the appropriate food group are entered in a database. Finally, individual visual and verbal feedback is given about the child’s energy balance and the distribution of the selected foods according to the food groups. The feedback is provided in a positive way. Besides the food pyramid recommendations [54,55], other state-of-the-art information retrieved from large epidemiological cohort studies, for example, the European Prospective Investigation into Cancer and Nutrition study [56] and from the World Cancer Research Fund International is included in this tool, for example, if a child exceeds the amount of food in the meat plus fish plus egg group, the recommendation will be to focus on fish and poultry and to avoid red meat.

Balloon Game

This game deals with the food pyramid and its food groups. At the beginning of the balloon game, the children are introduced to the food pyramid and nutrition circle [54,55]. To make the food groups clear, we invented animals representing the food groups: (1) fruit and vegetable group with a monkey with a banana, (2) grain food group with a hamster with an ear of corn, (3) dairy group with a cow with a milk bottle, (4) meat and fish group with a cat with a fish, (5) sweets and fats group with a bear with honey, and (6) liquids with a dolphin with a bottle of water. Next, a fun game starts where foods from the five food groups (without liquids) hanging from a balloon fly across the screen. On the bottom are five boxes labeled with the pictures of the food-group animals. The children then have to touch and pop the balloons to make the foods fall into the appropriate box. If the food falls into the wrong box, the food jumps out again and will appear with a balloon again. The game is over when all foods are in their correct food group box. In this module, we do not include the dolphin group. This last group is introduced in the module Liquid rankings on the sugar scale.

Foods Under the Microscope

In the next part of the game, the children learn about the main factor that induces satiety, which is the volume of food [57,58]. Next, the dietary energy density (DED) concept [59,60] is introduced, which organizes foods into 3 groups: (1) green foods with a DED up to 1.5 kcal/g, (2) yellow foods with a DED of 1.5 to 2.5 kcal/g, and (3) red foods with a DED above 2.5 kcal/g. According to the DED concept, green foods can be eaten in relatively large amounts and help to induce satiety, whereas red foods should be only eaten in small amounts and are mainly for enjoyment. Next, on the bottom of the screen, five box-like rectangles appear, labeled with the food-group animals. After clicking on one of these rectangles, five selected foods from the specific food group appear. The player can freely choose the foods to investigate them under the microscope. For every food, the proportion of water, fat, carbohydrates, protein, and fiber are displayed visually in test tubes in addition to the DED color information. The child also has the opportunity to obtain the information via additional audio texts. All foods must be investigated before the player is allowed to proceed. Next, a similar setup is used, but this time the child has to decide which food belongs to which DED color while the information about the test tubes is provided. In this game activity, the children collect points. They receive 3 points if the answer is correct the first time, 2 points if the answer is correct the second time, and 1 point if the answer is finally correct. After completion of every food group, a summary about the specific foods is given as audio text.

Liquid Rankings on the Sugar Scale

This game deals with the questions of (1) which liquids should be generally used for water intake (ie, water or sugar-free herbal and fruit teas), (2) how much liquid should be consumed daily (ie, as much as necessary to keep the urine transparent to very light yellow), (3) how much sugar is in liquids, (4) the impact of liquids on satiety [58,61]), and (5) how much exercise has to be done to burn the calories of 1 L coke or fruit juice. This game starts with the food pyramid concept, now introducing the dolphin group. Next, the game starts where a horizontal number line of lumps of sugar is provided on the top of the screen. On the left side of the screen, the following 1 L bottles of liquids are provided: water, sugar-free herbal tea, orange juice, orange lemonade, coke, apple spritzer, and ice tea. Each liquid appears in the middle of the screen when it is selected. Next, the player has to decide how many sugar lumps are hidden in the selected liquid. The player has three chances and receives verbal feedback about misestimation after every trial, for example, “there is much more sugar in this liquid,” “there is a little bit more sugar in the liquid,” “there is less sugar in the liquid,” and “the answer is correct.” After the third try (or before if the estimation was correct), the selected liquid is placed alongside its appropriate place on the number line of lumps of sugar. At the end of the game, the player has an overview of the sugar content in the liquids in relation to each other.
Kangaroo-Turtle Race
In this game, the player has to apply the knowledge about DED without having much time to think. A kangaroo (the computer) races against a turtle (the player). The kangaroo hops continuously, but the turtle is only fast if the rocket on its back is activated. In the middle of the screen, pairs of foods or liquids are presented in random order, with one food or liquid always having a higher DED than the other. The task is to choose the food or liquid with the lower DED. If the answer is correct, the rocket on the turtle is activated, and if the answer is false, a penalty of 3 seconds occurs. Some food or liquid pairs are already known from the previous games, and others are new to test the transfer of the DED concept to unknown foods. The winner is whoever passes the finishing line first. This is a fast game and is played three times in succession. Many food and liquid pairs are provided for this game so that during one game run, not all pairs will be displayed.

Bursting Bubble Game
This game provides information about eustress, distress, and coping strategies. The children then have the chance to burst bubbles on their tablet. The instruction is to breathe in slowly and breathe out slowly and loudly. The longer they breathe out, the larger the bubble will be. The children can burst the bubbles by tapping their finger on them. The basis for the functioning of the game is the microphone of the tablet. There should be no background noise in the room while the game is played.

Relaxation Story
This task begins with an introduction about eustress and distress and strategies to cope with stress. The idea of balancing activities in life is also introduced in this task. Next, the relaxation story starts. The children receive the instruction to sit conformably in a chair and to relax and simply listen. The story is about 2 min long.

Everyday Activities Task
The relaxation story is followed by a task where we measure the activities the children remember to do in their leisure time. The children are then motivated to reflect on their behavior. A set of typical activities is presented to the children (e.g., playing soccer, riding a bike, and watching television). Next, they have the task to sort the activities they do into the categories “I do this every day,” “every week,” and “seldom.” The children also have the opportunity to add their own favorite activities. Finally, they are asked to plan their activities for the next week and to try to balance active and relaxing activities.

Outcome Measures
Measurements were taken at baseline (T0), at 2 weeks after study commencement (T1), and at the 4-week follow-up (T2). The primary outcome of the study was the gain in knowledge (e.g., nutrition and stress coping) measured by a self-constructed, pilot-pretested questionnaire tailored specifically for the serious game and to be analyzed between IG and CG at T0 versus T1. In a pilot study with 17 children, the game and the questionnaire were evaluated and further developed and adapted. It consists of 13 questions. The answers for the items were transformed to scales ranging from 0 to 100. Subsequently, sum scores were calculated and divided by the number of items resulting again in values between 0 and 100. The total knowledge test score includes all items; the DED score includes the items 3, 5, 7, and 9; the food pyramid score includes the items 1, 2, and 4, and the stress score includes the items 10, 11, 12, and 13. The questionnaire is provided in Multimedia Appendix 4.

Secondary outcomes were the maintenance of knowledge at T2, perception of knowledge gain, acceptance of the game, and game data regarding changes of dietary behavior [62], physical activity [63,64], and media consumption [66] measured by validated questionnaires. A detailed overview of the applied measurements for the secondary outcomes is provided below.

Maintenance of knowledge was measured by applying the knowledge questionnaire at the 4-week follow-up after T1. At this time, the CG had also just completed the intervention in view of ethical considerations. Maintenance of knowledge of IG was compared with the knowledge of CG, which had newly acquired the knowledge.

Acceptance of the game (IG only at T1) was measured by the three items “Overall, I like the game.,” “Playing the game was fun,” and “Playing the game does not make me feel bored.” answered on a 4-point scale, and the 2 items “Would you recommend the game to a friend?” and “Would you also like to play the game at home?” answered on a 3-point scale.

Emotions during game play (IG only at T1) was measured using the validated self-assessment manikin [62] as a nonverbal pictorial assessment (corresponding to a 5-point scale), which is applied to measure pleasure, arousal, and dominance associated with the children’s affective reaction during the game. The items were (1) “When I play the game I feel good (1)—bad (5),” (2) “When I play the game I feel relaxed (1)—aroused or excited (5),” and (3) “When I play the game I feel tall and strong (1)—small and weak (5).”

Changes in dietary behavior [63,64] (IG and CG at T0 and T2) were measured using the “Ernährungsmusterindex” (an index for healthy nutrition) [63]. This index consists of food items, which are considered to be indicators for healthy and unhealthy eating behaviors. The indicator food items used for this index are vegetables and fruits (cooked, raw, frozen, and tinned), whole-grain bread, soft drinks, fast food, chocolate, and snacks such as crisps or pretzel sticks. The questions were taken from the corresponding validated Food Frequency Questionnaire (FFQ) [64]. The children completed the questionnaire by themselves, with the parents also completing the same questionnaire for their children.

Physical activity (IG and CG at T0 and T2) was measured by validated questionnaires [65], which was completed by the children themselves and by the parents on behalf of their children. The questionnaire consists of seven items, each with six answer options. Finally, a score was calculated, allowing categorizing the activity level into low, medium, and high.

Media consumption (IG and CG at T0 and T2) was measured by questions from the German Health Interview and Examination Survey for Children and Adolescents (KIGGS) questionnaire [66]. Four questions seek information on the...
average time the child spends watching television or playing video games or time spent on the computer during the week and at weekends. Each question has five response options.

Game data that assessed the application of the DED concept under time pressure (IG and CG, Kangaroo-Turtle race) were analyzed. The hit rate and reaction time for known foods were calculated using data from three consecutively conducted independent runs.

**Game data of the Kangaroo-Turtle race** (Section Game Modules and Multimedia Appendices 2-4), which tests the application of the DED-P under time pressure, were analyzed to support the results of the DED-P subscore from the knowledge questionnaire (IG and CG). The hit rate and reaction time for foods were calculated using data from three consecutively conducted independent runs.

**Procedure of Measurements**

Data were collected using standard operating procedures. All questionnaires were completed by all participating children simultaneously in a classroom setting with separated tables using paper and pencil. A teacher, trained school psychologist or medical student were present at all times during this process. No specific instructions were given to individual children. The parents completed the questionnaires at home using paper and pencil. The log data of the educational game were saved for additional analysis. The BMI z-score was calculated by calculating the BMI, on the basis of body weight measured by a calibrated scale and body height measured by a stadiometer and with reference to age- and sex-specific norms [51].

**Sample Size**

On the basis of pilot data, the sample size was calculated regarding the primary outcome, that is, the group (IG vs CG)×time (T0 vs T1) interaction of knowledge. A univariate two-group repeated measures analysis of variance (ANOVA) will have 80% power to detect a variance among the group marginal means of 1.266, will have 99% power to detect a variance of 1.891 among the means of the 2 levels, and will have 99% power to detect an interaction between groups and levels with a variance of 0.766, assuming that the between-group error term is 3.92, the within-group error term is 1.77, the measure of sphericity of the covariance matrix, epsilon, is 1.00 when the significance level is 0.05, and the sample size in each of the two groups is 25. The sample size was adjusted for cluster randomization by assuming an interclass correlation coefficient of 0.035 and a mean of 15 pupils per cluster, resulting in a variance inflation factor of 1.49. This results in a sample size of 37 per study arm [67,68]. We assumed an additional dropout rate of 5% because of illness or other specifics at the school setting. Therefore, the final sample size for each group should be 39, resulting in 78 participants overall.

**Statistical Analysis**

Data were analyzed using SPSS version 25 (IBM, Ehningen, Germany). Data are presented as means (standard deviation) and frequencies along with their percentages unless stated otherwise. Before test statistics, the normality distribution of data was tested using the Kolmogorov-Smirnov test, and the equality of variances between groups was tested using Levene test. Baseline differences between the groups were analyzed using unpaired t tests; if nonparametric, the differences were analyzed using the Mann-Whitney U test; or if nonmetric, the differences were analyzed using the chi-square test or the Fisher-Freeman-Halton test [69]. The Freeman-Halton test is an extension of Fisher exact test and was applied if the chi-square test was inappropriate because the frequencies in the cross-tables were less than 5 in a cell in greater than 20% of the cells.

The primary and secondary outcomes were calculated as unadjusted and adjusted estimates.

**Unadjusted Model**

The sample size was calculated as follows: the calculation of group (IG vs CG)×time (T0 vs T1 for knowledge and T0 vs T2 for other variables) interaction by 2×2 ANOVA. Different baseline levels for the DED score were controlled for using analysis of covariance (dependent variable: DED change score from T0 to T1, fixed factor: group, and covariable: DED score at T0). Nonmetric data were analyzed using the chi-square test or the Fisher-Freeman-Halton test (see the above specification) using the difference between the values at T0 and T2.

**Adjusted Model Accounting for Cluster Randomization**

To account for cluster randomization, an ANOVA with contrasts was performed using the school classes as factor. Planned contrasts were calculated not only for the IG versus CG school classes but also for a set of different class combinations to check the specificity and plausibility of observed contrast effects.

**Further Analysis**

The data of the Kangaroo-Turtle race was analyzed across both groups (IG and CG) after game play using the Wilcoxon signed-rank test because of nonparametric data distribution.

**Handling of Missing Data of Single Items in Questionnaires at Baseline (Secondary Outcomes)**

At baseline, all parents and children filled in questionnaires as secondary outcome variables, but there were instances of single questions of questionnaires not being answered. The predictive mean matching (PMM) method [70-72] with five cases in each match set was used for missing data (mis-d) imputation of the FFQ, parent version (mis-d: 1.7%) and child version (mis-d: 0.9%); the activity questionnaires, parent version (mis-d: 0.9%) and child version (mis-d: 1.2%); and questions about media consumption (mis-d: 5.8%).

**Intention-to-Treat Analysis and Handling of Missing Data of Single Items in Questionnaires at the End of Study Period**

We analyzed the primary and secondary outcomes by intention-to-treat (ITT) analysis using the PMM with five cases in each match set. Mis-d of single items in the questionnaires was imputed as described for the handling of missing data at baseline. The percentages of mis-d of the questionnaires were as follows: FFQ parent version 10.4% and child version 3.7%, activity questionnaire parent version 8.9% and child version 3.8%, and questions about media consumption 12.5%. No mis-d
imputation was performed for game acceptance where only descriptive data were reported.

**Results**

**Participant Characteristics**

The flow of the participants in the study is shown in Figure 1. Of 122 children approached for the trial, 82 participated. After allocation to groups, 3 children dropped out because of illness (dropout rate: 3.6%). In Table 1, the baseline characteristics of the 82 children are shown, which were included in the ITT analysis. Overall, the study groups did not differ in sex, age, BMI z-score, and media consumption reported by parents, physical activity level and healthy eating index reported by children and parents, and the primary outcome knowledge about a healthy lifestyle with the focus on nutrition (total score). Regarding the knowledge subscores, the food pyramid score and the stress score did not differ between the groups. The knowledge subscore DED was higher in IG than in CG (U=587, \( P=.02 \)).

**Outcomes**

The data for the primary and secondary outcomes are presented in Tables 2 and 3. In addition, score changes from baseline are presented in Multimedia Appendix 5.

**Figure 1.** Consolidated Standards of Reporting Trials 2010 flow diagram for the Kids Obesity Prevention Study. ITT: intention-to-treat.
Table 1. Baseline characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=40)</th>
<th>Control group (n=42)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD, range)</td>
<td>9.6 (4.9, 9-11)</td>
<td>9.7 (0.5, 9-11)</td>
<td>.38</td>
</tr>
<tr>
<td>Sex (n)</td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>Male</td>
<td>19</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>21</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD, range)</td>
<td>37.3 (10.4, 24-65)</td>
<td>34.4 (9.2, 24-70)</td>
<td>.16</td>
</tr>
<tr>
<td>Height (cm), mean (SD, range)</td>
<td>143 (9, 129-166)</td>
<td>141 (6, 129-162)</td>
<td>.18</td>
</tr>
<tr>
<td>BMI z-score, mean (SD, range)</td>
<td>0.21 (1.26, −2.44 to 2.65)</td>
<td>−0.02 (1.08, −2.07 to 2.57)</td>
<td>.34</td>
</tr>
<tr>
<td>Normal weight, n (%)</td>
<td>27 (68)</td>
<td>35 (83)</td>
<td></td>
</tr>
<tr>
<td>Thinnness, n (%)</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Overweight, n (%)</td>
<td>7 (17)</td>
<td>4 (10)</td>
<td></td>
</tr>
<tr>
<td>Obesity, n (%)</td>
<td>4 (10)</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td>Language spoken at home (n)</td>
<td></td>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>German</td>
<td>17</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>German and foreign language</td>
<td>16</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Foreign language</td>
<td>7</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Knowledge score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of total score (primary outcome)</td>
<td>53 (10)</td>
<td>50 (11)</td>
<td>.13</td>
</tr>
<tr>
<td>Percentage of food pyramid score</td>
<td>50 (13)</td>
<td>49 (14)</td>
<td>.70</td>
</tr>
<tr>
<td>Percentage of dietary energy density score</td>
<td>51 (18)</td>
<td>41 (19)</td>
<td>.02</td>
</tr>
<tr>
<td>Percentage of stress score</td>
<td>56 (17)</td>
<td>59 (20)</td>
<td>.52</td>
</tr>
</tbody>
</table>

Healthy Nutrition Index

Reported by parents

| Score, mean (SD)                           | 9.2 (2.0)     | 9.8 (2.1)     | .91     |
| Unfavorable, n (%)                        | 1 (3)         | 2 (5)         |         |
| Neutral, n (%)                            | 29 (72)       | 23 (55)       |         |
| Favorable, n (%)                          | 10 (25)       | 17 (40)       |         |

Reported by children

| Score, mean (SD)                          | 8.8 (2.1)     | 8.9 (2.2)     | .13     |
| Unfavorable, n (%)                       | 1 (3)         | 4 (10)        |         |
| Neutral, n (%)                           | 29 (72)       | 30 (71)       |         |
| Favorable, n (%)                         | 10 (25)       | 8 (19)        |         |

Physical activity level

Reported by parents

| Score, mean (SD)                          | −0.9 (2.8)    | −0.9 (3.2)    | .97     |
| Low, n (%)                                | 15 (38)       | 17 (40)       |         |
| Medium, n (%)                             | 19 (47)       | 17 (41)       |         |
| High, n (%)                               | 6 (15)        | 8 (19)        |         |

Reported by children

| Score, mean (SD)                          | −1.6 (2.7)    | −1.5 (3.2)    | .86     |
| Low, n (%)                                | 17 (42)       | 18 (43)       |         |
| Medium, n (%)                             | 20 (50)       | 19 (45)       |         |
| High, n (%)                               | 3 (8)         | 5 (12)        |         |
### Media consumption

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=40)</th>
<th>Control group (n=42)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watching TV or video films per day reported by parents, n (%)</td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>≤0.5 hours</td>
<td>13 (33)</td>
<td>19 (45)</td>
<td></td>
</tr>
<tr>
<td>1-2 hours</td>
<td>26 (65)</td>
<td>22 (53)</td>
<td></td>
</tr>
<tr>
<td>≥3 hours</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Doing gaming activities at a computer per day reported by parents, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>≤0.5 hours</td>
<td>37 (92)</td>
<td>38 (90)</td>
<td></td>
</tr>
<tr>
<td>1-2 hours</td>
<td>3 (8)</td>
<td>4 (10)</td>
<td></td>
</tr>
<tr>
<td>≥3 hours</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Outcomes&lt;sup&gt;a&lt;/sup&gt;</td>
<td>IG&lt;sup&gt;b&lt;/sup&gt; (n=40)</td>
<td>CG&lt;sup&gt;c&lt;/sup&gt; (n=42)</td>
<td>IG versus CG</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Knowledge, mean (SD); 95% CI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of total score (primary outcome)</td>
<td>69 (11); 65 to 72</td>
<td>52 (12); 49 to 56</td>
<td>17 (12 to 22)</td>
</tr>
<tr>
<td>Percentage of food pyramid score</td>
<td>77 (12); 74 to 81</td>
<td>54 (12); 50 to 57</td>
<td>23 (18 to 28)</td>
</tr>
<tr>
<td>Percentage dietary energy density score</td>
<td>64 (17); 58 to 69</td>
<td>46 (22); 40 to 53</td>
<td>18 (1 to 27)</td>
</tr>
<tr>
<td>Percentage of stress score</td>
<td>68 (18); 63 to 74</td>
<td>58 (24); 51 to 66</td>
<td>10 (1 to 19)</td>
</tr>
<tr>
<td>Physical activity level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reported by parents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score, mean (SD); 95% CI</td>
<td>−2.1 (2.8); 3.0 to −1.2</td>
<td>−2.7 (2.7); −3.6 to −1.9</td>
<td>−0.6 (−0.6 to 1.8)</td>
</tr>
<tr>
<td>Low, n (%)</td>
<td>21 (53)</td>
<td>27 (64)</td>
<td>−6 (−11)</td>
</tr>
<tr>
<td>Medium, n (%)</td>
<td>17 (42)</td>
<td>12 (29)</td>
<td>5 (13)</td>
</tr>
<tr>
<td>High, n (%)</td>
<td>2 (5)</td>
<td>3 (7)</td>
<td>−1 (−2)</td>
</tr>
<tr>
<td>Reported by children</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score, mean (SD); 95% CI</td>
<td>−2.7 (3.1); −3.6 to −1.7</td>
<td>−2.6 (3.4); −3.7 to −1.6</td>
<td>0.1 (−1.3 to 1.5)</td>
</tr>
<tr>
<td>Low, n (%)</td>
<td>25 (62)</td>
<td>25 (60)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Medium, n (%)</td>
<td>13 (33)</td>
<td>12 (28)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>High, n (%)</td>
<td>2 (5)</td>
<td>5 (12)</td>
<td>−3 (−7)</td>
</tr>
<tr>
<td>Healthy Nutrition Index</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reported by parents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score, mean (SD); 95% CI</td>
<td>10.0 (2.7); 9.1 to 10.8</td>
<td>10.2 (2.0); 9.5 to 10.7</td>
<td>0.2 (−0.8 to 1.2)</td>
</tr>
<tr>
<td>Unfavorable, n (%)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Neutral, n (%)</td>
<td>20 (50)</td>
<td>26 (62)</td>
<td>−6 (−12)</td>
</tr>
<tr>
<td>Favorable, n (%)</td>
<td>18 (45)</td>
<td>16 (38)</td>
<td>−2 (−7)</td>
</tr>
<tr>
<td>Reported by children</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score, mean (SD); 95% CI</td>
<td>9.5 (2.2); 8.8 to 10.1</td>
<td>9.3 (2.5); 8.5 to 10.1</td>
<td>0.2 (−0.9 to 1.2)</td>
</tr>
<tr>
<td>Unfavorable, n (%)</td>
<td>0 (0)</td>
<td>3 (7)</td>
<td>−3 (−7)</td>
</tr>
<tr>
<td>Neutral, n (%)</td>
<td>25 (62)</td>
<td>27 (64)</td>
<td>−2 (−2)</td>
</tr>
<tr>
<td>Favorable, n (%)</td>
<td>15 (38)</td>
<td>12 (29)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Media consumption</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watching TV or video films per day reported by parents, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;0.5 hours</td>
<td>14 (35)</td>
<td>21 (50)</td>
<td>−7 (−15)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>24 (60)</td>
<td>16 (38)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>≥3 hours</td>
<td>2 (5)</td>
<td>5 (12)</td>
<td>−3 (−7)</td>
</tr>
<tr>
<td>Doing gaming activities at a computer per day reported by parents, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤0.5 hours</td>
<td>37 (93)</td>
<td>34 (81)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>2 (5)</td>
<td>7 (17)</td>
<td>−5 (−12)</td>
</tr>
<tr>
<td>≥3 hours</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>For all outcomes, except for media consumption, the data are presented as mean (standard deviation) and 95% CIs for the IG and CG and for the
changes between the groups (IG vs CG). For the physical activity level, the Healthy Nutrition Index, and media consumption, the data are also presented as sample size and percentage of the corresponding category. The $P$ values of the contrasts IG versus CG of the ANOVA of the adjusted model along with the effect sizes are presented.

bIG: intervention group.
cCG: control group.
dThe effect size according to Cramers $V$.
eNot applicable.

Table 3. Complete overview of statistics from the intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Outcome $^a$</th>
<th>Unadjusted group effect, $P$ value</th>
<th>Overall class effect, $P$ value</th>
<th>Contrast IG $^b$ versus CG $^c$ (95% CI of contrast)</th>
<th>Contrast IG versus CG, $P$ value</th>
<th>Effect size (Eta$^2$/Cramers V$^d$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of total score (primary outcome)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>0.39 (0.238 to 0.542)</td>
<td>&lt;.001</td>
<td>0.235</td>
</tr>
<tr>
<td>Percentage of food pyramid score</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>0.686 (0.494 to 0.878)</td>
<td>&lt;.001</td>
<td>0.337</td>
</tr>
<tr>
<td>Percentage of dietary energy density score</td>
<td>.001</td>
<td>.19</td>
<td>0.241 (−0.045-0.527)</td>
<td>.097</td>
<td>0.131</td>
</tr>
<tr>
<td>Percentage of stress score</td>
<td>.008</td>
<td>.05</td>
<td>0.379 (0.109 to 0.648)</td>
<td>&lt;.01</td>
<td>0.086</td>
</tr>
<tr>
<td><strong>Physical activity level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reported by parents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>.320</td>
<td>.48</td>
<td>1.270</td>
<td>.48</td>
<td>0.012</td>
</tr>
<tr>
<td>Categories</td>
<td>.951</td>
<td></td>
<td>(−2.325 to 4.866)</td>
<td></td>
<td>0.048$^d$</td>
</tr>
<tr>
<td>Reported by children</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score, n</td>
<td>.883</td>
<td>.96</td>
<td>0.278</td>
<td>.87</td>
<td>0.000</td>
</tr>
<tr>
<td>Categories</td>
<td>.843</td>
<td></td>
<td>−3.121 to 3.678</td>
<td></td>
<td>0.079$^d$</td>
</tr>
<tr>
<td><strong>Healthy Nutrition Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reported by parents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>.297</td>
<td>.06</td>
<td>−1.453</td>
<td>.31</td>
<td>0.014</td>
</tr>
<tr>
<td>Categories</td>
<td>.353</td>
<td></td>
<td>(−4.304 to 1.398)</td>
<td></td>
<td>0.163$^d$</td>
</tr>
<tr>
<td>Reported by children</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>.681</td>
<td>.58</td>
<td>0.673</td>
<td>.68</td>
<td>0.002</td>
</tr>
<tr>
<td>Categories</td>
<td>.819</td>
<td></td>
<td>(−2.537 to 3.884)</td>
<td></td>
<td>0.072$^d$</td>
</tr>
<tr>
<td><strong>Media consumption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watching TV or video films per day in hours reported by parents</td>
<td>.948 (categories)</td>
<td>N/A$^e$</td>
<td>N/A</td>
<td>N/A</td>
<td>0.045$^d$</td>
</tr>
<tr>
<td>Doing gaming activities at a computer per day in hours reported by parents</td>
<td>.676 (categories)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.141$^d$</td>
</tr>
</tbody>
</table>

$^a$The complete statistics for the outcomes of the study are presented for the unadjusted and adjusted models, the latter being an analysis of variance with contrasts.

$^b$IG: intervention group.

$^c$CG: control group.

$^d$Cramers $V$ effect size.

$^e$Not applicable.

**Primary Outcome: Knowledge of the Game**

The primary outcome was the gain in knowledge (total knowledge test score). Knowledge increased significantly from T0 to T1 when comparing IG with CG in the unadjusted and adjusted model. All subscores increased significantly in the unadjusted model from T0 to T1. In the adjusted model, the subscores food pyramid and stress score increased, and a clear trend was shown for the DED score from T0 to T1. In addition, all scores improved slightly from T0 to T1 regardless of the group allocation (total knowledge test score: $F_{1,80}=49.597$, $P<.001$).
guaranteed of the group allocation, HNI improved from T0 to T2 as reported by parents ($F_{1,80}=4.916; P=.029$) and children ($F_{1,80}=10.863; P=.01$).

**Secondary Outcomes**

*Maintenance of knowledge* was tested at the 4-week follow-up from T1. The gain in knowledge was maintained in IG over a 4-week period (from T1 to T2) and was comparable with the knowledge of CG, which had just completed the intervention (see the subsection Outcome Measures under the Methods section), and no differences between the groups were evident (total knowledge test score for IG: 69.7% [SD 11.0] vs CG: 68.3% [SD 18.7]; food pyramid score: IG 78.9% [SD 7.9] vs CG: 77.4 [SD 11.2]; DED score: IG: 68.5% [SD 14.1] vs CG: 65.2 [SD 16.0]; and stress score: IG: 69.3 [SD 22.2] vs CG: 68.3 [SD 18.7].

**The Dietary Energy Density Principle Under Time Pressure (Intervention Group and Control Group After Game Play)**

To support the data of the DED score, we analyzed the game data of both groups where the DED-P had to be applied under time pressure (Kangaroo-Turtle race) after DED education. Under these conditions, the children were able to classify unknown foods equally to known foods according to their DED (hit rate: 72.5% [SD 14.9] vs 70.5% [SD 14.2]; $T=1127; P=.260$). However, it took the children longer to make a decision when unknown foods were presented in comparison with known foods (1542 ms [SD 346] vs 1495 ms [SD 465]; $T=3484; P<.001$).

**Acceptance of the Game and Feelings During Game Play (Intervention Group Only)**

Overall, 92% (37/40) of participants in IG responded that they liked the game very much or much, 3% (1/40) found it okay and 5% (2/40) were mis-d. Furthermore, 90% (36/40) of participants in IG agreed that playing the game was fun, whereas 5% (2/40) agreed partly and 3% (1/40) disagreed and 3% (1/40) were mis-d. In addition, 85% (34/40) of participants in IG agreed that it did not make them feel bored, whereas 10% (4/40) agreed partly and 5% (2/40) disagreed or were mis-d. Furthermore, 80% (32/40) of participants in IG also would like to play the game at home, 7.5% were not sure (n=3), and 13% (5/40) would not or were mis-d. More than two third of participants in IG (31/40, 78%) would recommend the game to a friend, 15% (6/40) were not sure, and 8% (3/40) would not or were mis-d. Using a nonverbal pictorial assessment, the children reported that overall they felt good, strong, and relaxed when playing the game. For question 1, the mean was 1.1 (SD 0.3); for question 2, it was 1.8 (SD 1.2); and for question 3, it was 1.8 (SD 1.0).

**Dietary Behavior**

Dietary behavior was assessed using a Healthy Nutrition Index (HNI). At baseline, HNI was predominantly neutral or favorable as reported by the children and their parents. From T0 to T2, no significant changes were observed between the groups neither in HNI reported by the children themselves nor by their parents (Tables 2 and 3 and Multimedia Appendix 5). However, regardless of the group allocation, HNI improved from T0 to T2 as reported by parents ($F_{1,80}=4.916; P=.029$) and children ($F_{1,80}=10.863; P=.01$).

**Physical Activity**

At baseline, most of the children had a low or moderate physical activity level. No changes were observed in the time course between the different group allocations as reported by children and their parents (Tables 2 and 3 and Multimedia Appendix 5). However, from T0 to T2, the physical activity level decreased across all groups according to children ($F_{1,80}=15.924; P<.001$) and parents ($F_{1,80}=22.153; P<.001$).

**Media Consumption**

The duration of watching TV or video films on weekdays was between 0 and 30 min or 1 to 2 hours for most children at baseline. Gaming activities duration at a computer on weekdays was between 0 and 30 min for most children at baseline. No significant changes were found between the groups in the time course. However, changes in media consumption independent of group allocation were found for both investigated items (each $P<.001$, Fisher exact test, has no test value). The most prominent changes were found for watching TV or video films, where almost balanced bidirectional changes in consumption occurred in 35% to 40% of children (Tables 2 and 3 and Multimedia Appendix 5).

**Discussion**

**Principal Findings**

**Knowledge**

To our knowledge, KOP is the first health game that addresses three core areas of obesity prevention and treatment: nutrition, physical activity, and stress coping. In the nutrition section, it is the first that extensively focuses on the DED concept.

The main hypothesis was verified, showing that children gained sustainable knowledge about the food pyramid concept, the DED concept (including the topic of liquids), and about stress and stress-coping strategies after game play. Second, we hypothesized that after the 4-week follow-up, the knowledge scores would be higher than at baseline but lower in comparison with the scores directly after the game. Interestingly, 4 weeks after the intervention, the knowledge level was similar to the level directly after intervention. This was unexpected considering that knowledge is quickly lost if not consciously reviewed from time to time [73,74]. This is a promising result, which may be explained by the high level of challenging interactions, repetitions, and self-reflective tools applied in the game. It also shows how powerful games can be for standardized knowledge transfer when correctly designed and when topics are presented appealingly to children (and adolescents and adults) [75]. It is possible that the knowledge transfer was only sustainable because the children might have been more receptive to the topic and solidified the knowledge in thought and practice after the intervention. This was not measurable at the HNI level, however, as this did not differ between the groups but improved in the course of time in both groups, as will be discussed below. The maintenance of knowledge has not been tested by other serious games targeting nutrition and obesity [29], except in a
recent report in which a 2-week follow-up nutrition knowledge test was performed where at the follow-up, similar results were observed for IG and CG. This was explained by (1) high baseline knowledge levels of both groups not leaving much room for knowledge gain and (2) CG having an extremely good learning curve by repeated exposure to the same tests [47]. In concordance, we also saw a time-dependent knowledge effect independent of the group, although this was marginal.

In contrast to the abovementioned study, in this study, the knowledge testing after baseline was after 4 weeks, and the knowledge questionnaire was designed using a wide range from simple to difficult questions, thereby leaving room for grading of knowledge and making it difficult to score highly if certain content was not explicitly taught.

**Understanding and Applying the Dietary Energy Density Principle**

The third hypothesis stated that the children could understand and apply the DED-P after game play. At knowledge level, the subscore DED did not reach significance between the groups in the adjusted model, but a clear trend was observed ($P<.1$). This observation may be because of (1) that the questionnaire was designed for the total score and not explicitly for the subscores (eg, fewer points can be collected with this score when compared with the food pyramid score) and (2) that the IG already scored significantly higher at baseline regarding the knowledge of DED-P. More importantly, the children were able to apply their DED knowledge by transferring it to unknown foods when tested under time pressure, as 70% were able to correctly categorize the food pairs according to their DED. No reference values from the literature could be retrieved, either for children or adults. Hermmans et al [47] included a game on healthy and unhealthy food pairs (without defining what healthy and unhealthy are) where some pairs may have indirectly presented pairs of different DEDs. Here, the hit rate for healthy food choices was around 75%. The observed 70% correct categorization rate for food pairs under time pressure appears substantial. The finding that the correct categorization rate was similar between known and unknown food pairs is also promising. Although it took slightly longer to make the decision when unknown food pairs were presented, the principle was shown to have been understood, and a transfer of that knowledge to other foods was possible. This may be important when making subconscious decisions regarding food selection [76]. We have no baseline data for this DED-P game module (Kangaroo-Turtle race) because the learning effect of the module itself is assumed to be high and, therefore, could not have been applied in CG or IG before intervention.

**Game Acceptance and Behavior**

Hypothesis four was verified by showing that children felt good during game play and game acceptance was high. Finally, we tested behavioral aspects, although we hypothesized no changes at the behavioral level would occur because of the study focus and design. Behavioral measures were assessed at baseline and T2. In the course of the study period, we observed bidirectional changes of media consumption in both groups but no differences between the groups. We observed behavioral changes at the physical and dietary levels across both groups, reported independently by the children and their parents. Physical activity decreased in roughly 40% or 30% of children depending on the reporting source, whereas in 10%, it increased. Thus, 20% to 30% of children decreased their activity level, which may be explained by the fact that the study commenced in autumn after 6 weeks of summer holidays. The decreasing physical activity levels observed may be related to more inactivity during school time, shorter daylight periods, and a temperature drop. The intervention itself was not associated with a change in physical activity. This is in keeping with the short study period and the game design being unlikely to effect a change in physical activity level. The motion control was used to avoid long times of inactivity during game play but did not focus on increasing physical activity as classical exergames do [29].

As mentioned previously, HNI improved slightly over the course of the study. Approximately 20% of the children improved in category, whereas around 10% showed a deterioration in category. It must be noted that the baseline HNI in about 95% of children was already either neutral or favorable, and category changes appear to be rather moderate because the proportion of children in the unfavorable category did not increase. The changes observed over time may be spontaneous because of real or perceived dietary changes occurring in the context of the switch between holidays and school routine together with seasonal factors, may reflect participation in this health study, or may involve a combination of these factors. CG also received material about a healthy lifestyle, which may have motivated some families to maintain a healthier diet. The HNI data here are in line with the findings of a national health survey (KIGGS), which used the same instrument for dietary assessment [63].

Overall, it is a positive finding that taking part in this health game study improved dietary behavior measured with HNI in families, but for sustainable lifestyle changes in children, it is important to promote child-parent interactions. Parents are role models for their children and have the power to influence their behavior and thinking or help to solidify new patterns of activity in children and adolescents [77,78].

**Limitations and Outlook**

To date, there is a lack of health game interventions, which include parents [29].

This is a limitation of this study, as we only involved parents for data collection. Second, our follow-up period was short, and we did not include behavioral tests, for example, for measuring eating behavior. We also have to consider that knowledge improvements about health issues do not necessarily result in changes at the behavioral level. Owing to the nature of this intervention, no double-blind and placebo-controlled study design was possible to evaluate the game, and this may have influenced the results.

To address some of these limitations, we are in the process of undertaking a further randomized controlled trial to evaluate the game regarding (1) its acceptance and efficacy in parents and their children and (2) whether the children can benefit by the involvement of their parents. A 6-month follow-up is also included in this study. We also plan to conduct trials where the efficacy and acceptance of the game are tested in established...
inpatient and outpatient treatment settings for children. By involving not only the children but also their parents, these studies aim to improve parental support for their children and compliance of the children. Making the topics of nutrition and stress and stress regulation more appealing using modern media should improve the outcome of the children in these programs. Finally, the approach of supporting individual lifestyle changes should be complemented by community-based and environment-oriented approaches to combat obesity [79-81].

Conclusions
Taken together, KOP is the first serious game for children addressing the three topics of nutrition, physical activity, and stress coping. To our knowledge, it is also the first game, which extensively targets the DED concept in the area of nutrition, in addition to playfully dealing with stress coping. The game was highly accepted by children, sustainably increased their knowledge of the topics addressed, and could be a useful tool for further studies and education.
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Abstract

Background: Home Internet of Things (IoT) services and devices have the potential to aid older adults and people with disabilities in their living environments. IoT services and devices can also aid caregivers and health care providers in conveniently providing care to those in need. However, real-world data on the IoT needs of vulnerable people are lacking.

Objective: The objective of this study is to conduct a face-to-face survey on the demand for IoT services among older people and people with disabilities, their caregivers, and health care providers in a real-world setting and to see if there are any differences in the aspects of need.

Methods: We conducted a face-to-face survey with 500 participants between January 2019 and March 2019. A total of 300 vulnerable people (200 older adults aged ≥65 years and 100 physically disabled people aged 30-64 years) were randomly sampled from either a population-based, prospective cohort study of aging—the Aging Study of Pyeongchang Rural Area (ASPRA)—or from the outpatient clinics at the Asan Medical Center, Seoul, South Korea. Simultaneously, their caregivers (n=150) and health care providers (n=50) participated in the survey. Detailed socioeconomic status, digital literacy, health and physical function, and home IoT service needs were determined. Among all commercially available IoT services, 27 services were classified into five categories: emergency and security, safety, health care, convenience (information), and convenience (operation). The weighted-ranking method was used to rank the IoT needs in different groups.

Results: There were discrepancies in the demand of IoT services among the vulnerable groups, their caregivers, and health care providers. The home IoT service category that was required the most by the vulnerable groups and their caregivers was emergency and security. However, health care providers indicated that the safety category was most needed by the older adults and disabled people. Home IoT service requirements differed according to the different types of disabilities among the vulnerable groups. Participants with fewer disabilities were more willing to use IoT services than those with more disabilities.

Conclusions: Our survey study shows that there were discrepancies in the demand of IoT services among the vulnerable groups, their caregivers, and health care providers. IoT service requirements differed according to the various types of disabilities. Home IoT technology should be established by combining patients' priorities and individualized functional assessments among vulnerable people.

Trial Registration: Clinical Research Information Service (CRIS; KCT0004157); https://tinyurl.com/r83eyva
Introduction

The Internet of Things (IoT) is an emerging technology that connects a variety of everyday devices and systems, such as sensors, appliances, actuators, computers, and cellular phones, leading toward a highly distributed intelligent system capable of communicating with other devices and human beings [1]. Applications of IoT services and devices have the potential to aid older people and the physically disabled in their homes. IoT can help vulnerable groups to age in place, which is a concept whereby older people are able to continue living in their own homes as they age despite changes to their health and mobility [2,3]. In recent years, progress in wearable devices and sensor technologies have started to improve the prospects of services for assisting older people and physically disabled people [4-7].

It is agreed that helping the elderly and disabled people to live independently instead of in health care facilities provides cost savings and has significant potential to enhance quality of life [8-10]. Since some of the elderly and disabled people rely entirely on their family members for their assisted-care needs, their family caregivers may have emotional stress. Therefore, IoT can also aid their family caregivers and health care providers to conveniently give care and monitor those in need, as well as provide relief for family members [11-13].

Although a lot of work is going on regarding IoT-based care of older adults and disabled people, the adoption of these services is still quite low [14-16]. Among older adults and people with disabilities and their family members, older adults especially are generally slow to adopt emerging technologies, as they often have difficulties using electronic devices and they are concerned about their privacy [14]. Also, the concept of smart homes and IoT is relatively new; therefore, poor understanding about new innovative solutions can also be a factor of slow adoption, as well as cost [16-18].

Understanding the needs of vulnerable groups and their specific requirements is the key to success of the smart homes meant for their well-being. Yet, there is lack of research on the needs of older adults and disabled people regarding smart homes and IoT [10]. The objective of this study was to investigate the demand for IoT services and devices among older people and disabled people, their caregivers, and health care providers in the real-world setting, and to see if there are any differences in the aspects of need according to the different types of disabilities among the groups.

Methods

Study Design and Recruitment of Study Population

This study was designed to investigate the needs for IoT in everyday life from the perspectives of older adults or people with disabilities. For this, we conducted a face-to-face survey with 500 participants between January 2019 and March 2019. We randomly selected 300 participants who were physically vulnerable (200 older adults aged ≥65 years and 100 disabled participants aged 30-64 years), 150 participants who were their caregivers, and 50 health care providers to participate in the survey.

We randomly selected 200 older adults with scores of 4-9 (ie, mild-to-moderate limitations in physical performance) on the Short Physical Performance Battery (SPPB) [19,20], with or without disability: 120 participants were from a population-based, prospective cohort study of aging—the Aging Study of Pyeongchang Rural Area (ASPRA)—and 80 participants were from the outpatient clinics at the Asan Medical Center, Seoul, South Korea. The ASPRA cohort was established in the Pyeongchang rural area, located 180 kilometers east of Seoul, South Korea, and has been described elsewhere [21,22]. In the disabled people’s group, we randomly selected 100 participants with (1) three or more comorbidities and/or (2) physical disabilities or mobility disability (ie, inability to walk more than 400 meters) [23]. Among them, 60 subjects were from the outpatient clinics at the Asan Medical Center and 40 participants were from the Pyeongchang rural area [24].

We also conducted a companion face-to-face survey on 150 caregivers, who were either trained professionals (n=5) or family members (n=145), and 50 health care providers, who were described as physicians, nurses, visiting nurses, and community care workers who regularly interact with older adults or people with disabilities. The caregivers and health care providers were asked to answer, from the perspectives of the vulnerable groups, what IoT services and devices they needed. All participants provided written informed consent. This study was approved by the Institutional Review Board of the Asan Medical Center (Institutional Review Board No. 2019-0041).

Questionnaire Items

We developed paper questionnaires based on several publications [24-27] and conducted a face-to-face survey for about 30 minutes. In order to ensure the validity of the questionnaire, the questionnaire items were developed through several revisions with five experts. The questionnaire was composed of four parts and consisted of three versions, with respect to respondents: vulnerable groups (see Multimedia Appendix 1), caregivers, and health care providers. We researched all commercially available IoT services in the Korean market as of October 1, 2018. There were 84 services that were available. We removed IoT services and devices that had duplicate functions and grouped similar services, resulting in 27 services that were included in the questionnaire. We classified these services into five categories: security and emergency, safety, health care, convenience (information), and convenience (operation; see Table 1).
Vulnerable groups were asked questions about digital literacy [28] (ie, using the internet or smartphones and their willingness to use these devices). Questions about perceptions on knowledge of IoT, actual use of IoT, and willingness to use IoT services were then asked. Lastly, participants were asked to choose which IoT services they needed the most on a scale of 1 (the most needed) to 10 (the tenth-most needed). Caregivers and health care providers were asked the same questions from the points of view of the vulnerable groups.

Questions about the following characteristics were asked: baseline socioeconomic status, age, and sex of vulnerable group members; caregiver status (ie, age, sex, number of visits per week, and average time of stay per visit); living area (ie, rural or urban); type of dwelling (ie, apartment, house, or semibasement house); monthly income (ie, <US $1000, US $1000-$2000, or >US $2000); literacy level (ie, proficient, basic-to-intermediate, or below basic); and television-watching behavior (ie, all the time vs as needed). To evaluate disability, we used validated scales for Koreans to assess dependence in six activities of daily living (ADL)—toileting, feeding, dressing, grooming, physical ambulation, and bathing—and in eight instrumental activities of daily living (IADL)—using the telephone, shopping, food preparation, housekeeping, laundry, using public transportation, taking personal medication, and the ability to handle finances [29]. ADL and IADL scores were rated on a scale of 0-100: 0 (total dependence), 25 (extensive assistance), 50 (limited assistance), 75 (supervision only), and 100 (independent). Disability was defined if assistance was required from another person in performing any of the above activities in ADL and/or IADL [29].

Information was obtained on comorbidities (ie, hypertension, hyperlipidemia, diabetes, cardiovascular disease, cerebrovascular disease, thyroid disease, biliary disease, osteoporosis, chronic liver disease, renal or urinary tract stone, asthma, tuberculosis, gastric or duodenal ulcer, gout, osteoarthritis, rheumatoid arthritis, depression, dementia, Parkinson disease, and cancer) and clinical symptoms (ie, fatigue, respiratory symptoms, constipation, poor oral intake, palpitation or chest discomfort, headache, dizziness, falls, weight loss, edema, depression, anxiety, insomnia or sleep disorders, memory loss, wandering, destructive behavior, and hallucinations). Levels in hearing (bad, average, or good), vision (bad, average, or good), and speech (bad, average, or good) were self-reported. Sensory disability was defined if the level of either hearing, vision, or speech was bad.

When comparing the IoT needs regarding underlying conditions and disability, we grouped the number of total ADL disabilities, number of total IADL disabilities, number of comorbidities, number of clinical symptoms, and number of triple (ie, hearing, visual, and speech) impairments into three groups: 0 (no deficit), 1-X (mild-to-moderate deficit), and >X (severe deficit), where the value of X is different for each impairment.

**Statistical Analysis**

Analyses were conducted using R software, version 3.5.3 (The R Foundation), and Microsoft Excel, version 2016. Descriptive statistics for proportions of respondents, work profiles (eg, work experience, area of expertise, and institution), and responses regarding data demand, data linking, and deidentification were explored. The descriptive analysis examined differences in terms of five categories of IoT needs and deidentification processes. In the case of continuous data, we used the one-way analysis of variance (ANOVA) test to identify the differences in IoT needs between the groups. In the case of categorical data, we looked at the differences between the groups using the chi-square test. In general, when the expectation frequency was small, the Fisher exact test was used, except when there were more than three categories. The weighted-ranking method was used to rank the IoT needs in different groups. We asked for up to 10 responses per person for IoT needs. The higher the rank number, the lower the weight value, and vice versa: for example, the most important IoT needs have the lowest rank number (ie, 1), so are given the highest weight (ie, 10); on the other hand, the least important IoT needs have the highest rank number (ie, 10), so are given the lowest weight (ie, 1). Also, the weight was multiplied by the number of people who actually selected the services, and the value of the weighted sum was ranked.

**Results**

**Socioeconomic Characteristics of Vulnerable Groups**

The socioeconomic characteristics of the older adults and disabled people are seen in Table 2. The number of visits per week (mean 6.4, SD 1.6, vs mean 5.8, SD 2.2) and average hours per stay of the main caregivers (mean 19.7, SD 7.7, vs mean 17.8, SD 9.7) were significantly higher in the disabled people’s group compared to the older adults’ group. A total of 64.0% (128/200) of older adults lived in rural areas compared to only 18.0% (36/200) of disabled people.
had monthly incomes of less than US $1000. Literacy levels were higher among the disabled people’s group compared to the older adults’ group (93/100, 93.0%, vs 131/200, 65.5%). Older adults tended to watch more television than disabled people. All of the results were statistically significant ($P<.05$).

**Table 2.** Socioeconomic characteristics of the vulnerable groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Older adults (n=200)</th>
<th>Disabled people (n=100)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total group members (n=300), n (%)</td>
<td>200 (66.7)</td>
<td>100 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Caregiver, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of visits per week</td>
<td>5.8 (2.2)</td>
<td>6.4 (1.6)</td>
<td>.008</td>
</tr>
<tr>
<td>Average time of stay per visit (hours)</td>
<td>17.8 (9.7)</td>
<td>19.7 (7.7)</td>
<td>.07</td>
</tr>
<tr>
<td>Living area (rural), n (%)</td>
<td>128 (64.0)</td>
<td>50 (50.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Type of dwelling, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Apartment</td>
<td>39 (19.5)</td>
<td>35 (35.0)</td>
<td></td>
</tr>
<tr>
<td>House</td>
<td>157 (78.5)</td>
<td>52 (52.0)</td>
<td></td>
</tr>
<tr>
<td>Semibasement house</td>
<td>3 (1.5)</td>
<td>6 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Monthly income (US $), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;1000</td>
<td>144 (72.0)</td>
<td>25 (25.0)</td>
<td></td>
</tr>
<tr>
<td>1000-2000</td>
<td>14 (7.0)</td>
<td>18 (18.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;2000</td>
<td>23 (11.5)</td>
<td>35 (35.0)</td>
<td></td>
</tr>
<tr>
<td>Literacy level, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Proficient</td>
<td>131 (65.5)</td>
<td>93 (93.0)</td>
<td></td>
</tr>
<tr>
<td>Basic-to-intermediate</td>
<td>34 (17.0)</td>
<td>4 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Below basic</td>
<td>32 (16.0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Television-watching behavior, n (%)</td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>All the time</td>
<td>95 (47.5)</td>
<td>26 (26.0)</td>
<td></td>
</tr>
<tr>
<td>As needed</td>
<td>86 (43.0)</td>
<td>57 (57.0)</td>
<td></td>
</tr>
</tbody>
</table>

**Perception of Digital Literacy**

The difference in perception of digital literacy based on the internet, smartphone use, and IoT is shown among the two vulnerable groups, their caregivers, and health care providers (see Table 3). The mean ages of older adults and disabled people were 78.13 years (SD 6.00) and 52.65 years (SD 10.19), respectively. A total of 33.5% (67/200) of older adults were male compared to 44.0% (44/100) of disabled people. Older adults tended to use the internet (22/200, 11.0%, vs 62/100, 62.0%) and smartphones (78/200, 39.0%, vs 88/100, 88.0%) less than did the disabled people. However, the proportion of older adults and disabled people willing to use the internet (81/200, 40.5%, vs 72/100, 72.0%) or smartphones (115/200, 57.5%, vs 62/100, 62.0%) was relatively high. Each of their caregivers replied similarly, showing matching trends.

In terms of IoT, the proportion of older adults that had heard of IoT was much lower compared to disabled people (25/200, 12.5%, vs 66/100, 66.0%). Only 1.0% (2/200) of older adults were currently using IoT services, whereas 20.0% (20/100) of disabled people were using them. The proportion of older adults willing to use IoT services in the future increased up to 57.5% (115/200) compared to 90.0% (90/100) of the disabled people. Each of their caregivers replied similarly, showing resembling trends.

The IoT needs in total and in five categories were presented as multiple-choice questions. The older adults indicated that security (125/384, 32.6%) was most needed, followed by safety (112/384, 29.2%) and then convenience (operation: 99/384, 25.8%). Their caregivers replied in the same order. The disabled group members indicated that security (76/254, 29.9%) was most needed, followed by convenience (operation: 61/254, 24.0%) and then safety (52/254, 20.5%). Their caregivers replied slightly differently. The health care providers also indicated that security (46/191, 24.1%) was most needed, followed by safety (45/191, 23.6%) and then convenience (operation: 37/191, 19.4%).
Table 3. Digital literacy and Internet of Things (IoT) needs of the three groups.

<table>
<thead>
<tr>
<th>Category</th>
<th>Vulnerable group (n=300)</th>
<th>Caregivers (n=150)</th>
<th>Health care providers (n=50)</th>
<th>Total participants (N=500)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Older adults (n=200)</td>
<td>Disabled people (n=100)</td>
<td>Older adults (n=100)</td>
<td>Disabled people (n=50)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>78.13 (6.00)</td>
<td>52.65 (10.19)</td>
<td>65.39 (13.45)</td>
<td>51.40 (15.68)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>67 (33.5)</td>
<td>44 (44.0)</td>
<td>51 (51.0)</td>
<td>16 (32)</td>
</tr>
<tr>
<td>ICT&lt;sup&gt;a&lt;/sup&gt; perception, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Able to use internet</td>
<td>22 (11.0)</td>
<td>62 (62.0)</td>
<td>14 (14.0)</td>
<td>34 (68)</td>
</tr>
<tr>
<td>Willing to use internet</td>
<td>81 (40.5)</td>
<td>72 (72.0)</td>
<td>46 (46.0)</td>
<td>37 (74)</td>
</tr>
<tr>
<td>Able to use smartphone</td>
<td>78 (39.0)</td>
<td>88 (88.0)</td>
<td>42 (42.0)</td>
<td>44 (88)</td>
</tr>
<tr>
<td>Willing to use smartphone</td>
<td>115 (57.5)</td>
<td>67 (67.0)</td>
<td>62 (62.0)</td>
<td>43 (86)</td>
</tr>
<tr>
<td>Heard of IoT</td>
<td>25 (12.5)</td>
<td>66 (66.0)</td>
<td>7 (7.0)</td>
<td>26 (52)</td>
</tr>
<tr>
<td>Currently using IoT</td>
<td>2 (1.0)</td>
<td>20 (20.0)</td>
<td>4 (4.0)</td>
<td>13 (26)</td>
</tr>
<tr>
<td>Willing to use IoT</td>
<td>115 (57.5)</td>
<td>90 (90.0)</td>
<td>63 (63.0)</td>
<td>45 (90)</td>
</tr>
<tr>
<td>IoT needs by service category, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total&lt;sup&gt;d&lt;/sup&gt;</td>
<td>384 (100)</td>
<td>254 (100)</td>
<td>307 (100)</td>
<td>166 (100)</td>
</tr>
<tr>
<td>Security</td>
<td>125 (32.6)</td>
<td>76 (29.9)</td>
<td>82 (26.7)</td>
<td>45 (27.1)</td>
</tr>
<tr>
<td>Safety</td>
<td>112 (29.2)</td>
<td>52 (20.5)</td>
<td>81 (26.4)</td>
<td>41 (24.7)</td>
</tr>
<tr>
<td>Health care</td>
<td>26 (6.8)</td>
<td>44 (17.3)</td>
<td>42 (13.7)</td>
<td>29 (17.5)</td>
</tr>
<tr>
<td>Convenience (information)</td>
<td>22 (5.7)</td>
<td>21 (8.3)</td>
<td>26 (8.5)</td>
<td>17 (10.2)</td>
</tr>
<tr>
<td>Convenience (operation)</td>
<td>99 (25.8)</td>
<td>61 (24.0)</td>
<td>76 (24.8)</td>
<td>34 (20.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICT: information and communication technology.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>Total number of respondents was 450.

<sup>d</sup>Respondents could select multiple needs; individual category percentages are based on the total IoT needs in each column.

### Internet of Things Needs by Category Depending on Underlying Conditions and Disability Types in Vulnerable Groups

Tables 4 and 5 show the difference in underlying characteristics and conditions in terms of IoT category needs in vulnerable groups. In older adults, people with lower incomes paid more attention to security and safety, whereas people with higher incomes paid more attention to health care or convenience (information), and these findings were statistically significant (see Table 4). Among the people who were physically disabled, those with lower incomes paid more attention to safety and convenience (operating), whereas people with higher incomes paid more attention to health care, however, these results were not significant (see Table 5). In older adults, variations in smartphone use, ADL, and IADL caused significant differences in IoT service category needs. However, among physically disabled people, there were no significant differences. Figures 1 and 2 show IoT needs—multiple replies were possible—depending on disability type among both vulnerable groups. Among both older adults (see Figure 1) and disabled people (see Figure 2), those with mild-to-moderate disabilities were more willing to use IoT services than those with severe disabilities. People with no sensory disabilities (ie, triple impairment in hearing, vision, and speech) were more willing to use IoT services than people with mild-to-moderate sensory disabilities in both groups.
<table>
<thead>
<tr>
<th>Variables</th>
<th>IoT needs by service category (n=384 total selections), n (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Security (n=125)</td>
<td>Safety (n=112)</td>
<td>Health care (n=26)</td>
<td>Convenience (information) (n=22)</td>
<td>Convenience (operating) (n=99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>78.26 (5.76)</td>
<td>78.33 (5.78)</td>
<td>73.54 (5.36)</td>
<td>76.59 (6.77)</td>
<td>78.88 (5.75)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male)</td>
<td>41 (32.8)</td>
<td>34 (30.4)</td>
<td>15 (58)</td>
<td>13 (59)</td>
<td>31 (31)</td>
<td>.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living area</td>
<td>&lt;.001</td>
<td>72 (73)</td>
<td>6 (23)</td>
<td>1 (4)</td>
<td>72 (73)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>81 (64.8)</td>
<td>82 (73.2)</td>
<td>6 (23)</td>
<td>1 (4)</td>
<td>72 (73)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>44 (35.2)</td>
<td>30 (26.8)</td>
<td>20 (77)</td>
<td>21 (95)</td>
<td>27 (27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of dwelling</td>
<td>&lt;.001</td>
<td>22 (17.6)</td>
<td>17 (15.2)</td>
<td>11 (42)</td>
<td>12 (54)</td>
<td>15 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apartment</td>
<td>103 (82.4)</td>
<td>95 (84.8)</td>
<td>15 (58)</td>
<td>10 (45)</td>
<td>84 (85)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>House</td>
<td>84 (85)</td>
<td>10 (45)</td>
<td>15 (58)</td>
<td>95 (84.8)</td>
<td>103 (82.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (US $)</td>
<td>&lt;.001</td>
<td>102 (81.6)</td>
<td>94 (83.9)</td>
<td>15 (58)</td>
<td>11 (50)</td>
<td>87 (88)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1000</td>
<td>8 (6.4)</td>
<td>5 (4.5)</td>
<td>3 (11)</td>
<td>6 (27)</td>
<td>5 (5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000-2000</td>
<td>15 (12.0)</td>
<td>13 (11.6)</td>
<td>8 (31)</td>
<td>5 (23)</td>
<td>7 (7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literacy level</td>
<td>.28</td>
<td>23 (18.4)</td>
<td>23 (20.5)</td>
<td>2 (8)</td>
<td>1 (4)</td>
<td>18 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below basic</td>
<td>22 (17.6)</td>
<td>23 (20.5)</td>
<td>2 (8)</td>
<td>2 (9)</td>
<td>18 (18)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic-to-intermediate</td>
<td>80 (64.0)</td>
<td>66 (58.9)</td>
<td>22 (85)</td>
<td>19 (86)</td>
<td>63 (64)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proficient</td>
<td>87 (88)</td>
<td>11 (50)</td>
<td>11 (42)</td>
<td>72 (64.3)</td>
<td>76 (60.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television-watching behavior</td>
<td>.07</td>
<td>12 (9.6)</td>
<td>8 (7.1)</td>
<td>14 (54)</td>
<td>12 (54)</td>
<td>38 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As needed</td>
<td>60 (48.0)</td>
<td>62 (55.4)</td>
<td>8 (31)</td>
<td>5 (23)</td>
<td>53 (53)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not watch</td>
<td>12 (9.6)</td>
<td>8 (7.1)</td>
<td>14 (54)</td>
<td>12 (54)</td>
<td>38 (38)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All the time</td>
<td>30 (30)</td>
<td>2 (9)</td>
<td>2 (8)</td>
<td>9 (8.0)</td>
<td>12 (9.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICT perception</td>
<td>.23</td>
<td>12 (9.6)</td>
<td>8 (7.1)</td>
<td>4 (15)</td>
<td>4 (18)</td>
<td>6 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Able to use internet</td>
<td>56 (44.8)</td>
<td>52 (46.4)</td>
<td>17 (65)</td>
<td>12 (54)</td>
<td>43 (43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willing to use internet</td>
<td>50 (40.0)</td>
<td>40 (35.7)</td>
<td>22 (85)</td>
<td>11 (50)</td>
<td>34 (34)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Able to use smartphone</td>
<td>.27</td>
<td>75 (60.0)</td>
<td>69 (61.6)</td>
<td>15 (58)</td>
<td>8 (36)</td>
<td>58 (59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willing to use smartphone</td>
<td>&lt;.001</td>
<td>73 (58.4)</td>
<td>75 (67.0)</td>
<td>16 (61)</td>
<td>10 (45)</td>
<td>61 (62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Able to use IoT</td>
<td>.98</td>
<td>1 (0.8)</td>
<td>1 (0.9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willing to use IoT</td>
<td>.37</td>
<td>73 (58.4)</td>
<td>75 (67.0)</td>
<td>16 (61)</td>
<td>10 (45)</td>
<td>61 (62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADL&lt;sup&gt;a&lt;/sup&gt; deficits</td>
<td>.04</td>
<td>20 (16.0)</td>
<td>15 (13.4)</td>
<td>10 (38)</td>
<td>7 (32)</td>
<td>11 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>76 (60.8)</td>
<td>72 (64.3)</td>
<td>11 (42)</td>
<td>11 (50)</td>
<td>62 (63)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild-to-moderate (1-3)</td>
<td>29 (23.2)</td>
<td>25 (22.3)</td>
<td>5 (19)</td>
<td>4 (18)</td>
<td>26 (26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe (4-6)</td>
<td>.004</td>
<td>74 (59.2)</td>
<td>75 (67.0)</td>
<td>11 (42)</td>
<td>5 (23)</td>
<td>68 (69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IADL&lt;sup&gt;b&lt;/sup&gt; deficits</td>
<td>27 (21.6)</td>
<td>21 (18.8)</td>
<td>7 (27)</td>
<td>9 (41)</td>
<td>19 (19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>24 (19.2)</td>
<td>16 (14.3)</td>
<td>8 (31)</td>
<td>8 (36)</td>
<td>12 (12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild-to-moderate (1-4)</td>
<td>74 (59.2)</td>
<td>75 (67.0)</td>
<td>11 (42)</td>
<td>5 (23)</td>
<td>68 (69)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe (5-8)</td>
<td>27 (21.6)</td>
<td>21 (18.8)</td>
<td>7 (27)</td>
<td>9 (41)</td>
<td>19 (19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical symptoms</td>
<td>.11</td>
<td>12 (9.6)</td>
<td>9 (8.0)</td>
<td>4 (15)</td>
<td>5 (23)</td>
<td>7 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>82 (65.6)</td>
<td>74 (66.1)</td>
<td>20 (77)</td>
<td>15 (68)</td>
<td>62 (63)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild-to-moderate (1-9)</td>
<td>31 (24.8)</td>
<td>29 (25.9)</td>
<td>2 (8)</td>
<td>2 (9)</td>
<td>30 (30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td>IoT needs by service category (n=384 total selections), n (%)</td>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Security (n=125)</td>
<td>Safety (n=112)</td>
<td>Health care (n=26)</td>
<td>Convenience (information) (n=22)</td>
<td>Convenience (operating) (n=99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>5 (4.0)</td>
<td>3 (2.7)</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>3 (3)</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild-to-moderate (1-3)</td>
<td>49 (39.2)</td>
<td>42 (37.5)</td>
<td>16 (61)</td>
<td>15 (68)</td>
<td>35 (35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe (4-6)</td>
<td>71 (56.8)</td>
<td>67 (59.8)</td>
<td>9 (35)</td>
<td>6 (27)</td>
<td>61 (62)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triple impairment&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>72 (57.6)</td>
<td>68 (60.7)</td>
<td>20 (77)</td>
<td>9 (41)</td>
<td>61 (62)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild-to-moderate (1-2)</td>
<td>52 (41.6)</td>
<td>43 (38.4)</td>
<td>5 (19)</td>
<td>12 (54)</td>
<td>38 (38)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe (3)</td>
<td>1 (0.8)</td>
<td>1 (0.9)</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>ICT: information communication and technology.
<sup>b</sup>ADL: activities of daily living.
<sup>c</sup>IADL: instrumental activities of daily living.
<sup>d</sup>Hearing, visual, and speech impairments.
Table 5. Differences in underlying characteristics and conditions in terms of Internet of Things (IoT) category needs in disabled people.

<table>
<thead>
<tr>
<th>Variables</th>
<th>IoT needs by service category (n=254 total selections), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Security (n=76)</td>
<td>Safety (n=52)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.11 (10.10)</td>
<td>52.90 (10.37)</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>34 (45)</td>
<td>23 (44)</td>
</tr>
<tr>
<td>Living area</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>42 (55)</td>
<td>33 (63)</td>
</tr>
<tr>
<td>Urban</td>
<td>34 (45)</td>
<td>19 (36)</td>
</tr>
<tr>
<td>Type of dwelling</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Apartment</td>
<td>28 (37)</td>
<td>19 (36)</td>
</tr>
<tr>
<td>House</td>
<td>46 (60)</td>
<td>33 (63)</td>
</tr>
<tr>
<td>Income (US $)</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>&lt;1000</td>
<td>33 (43)</td>
<td>26 (50)</td>
</tr>
<tr>
<td>1000-2000</td>
<td>15 (20)</td>
<td>11 (21)</td>
</tr>
<tr>
<td>&gt;2000</td>
<td>28 (37)</td>
<td>15 (29)</td>
</tr>
<tr>
<td>Literacy level</td>
<td>.98</td>
<td></td>
</tr>
<tr>
<td>Below basic</td>
<td>1 (1)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Basic-to-intermediate</td>
<td>4 (5)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Proficient</td>
<td>71 (93)</td>
<td>47 (90)</td>
</tr>
<tr>
<td>Television-watching behavior</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>As needed</td>
<td>43 (57)</td>
<td>32 (61)</td>
</tr>
<tr>
<td>Do not watch</td>
<td>12 (16)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>All the time</td>
<td>21 (28)</td>
<td>15 (29)</td>
</tr>
<tr>
<td>ICTa perception</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Able to use internet</td>
<td>54 (71)</td>
<td>36 (69)</td>
</tr>
<tr>
<td>Willing to use internet</td>
<td>56 (74)</td>
<td>40 (77)</td>
</tr>
<tr>
<td>Able to use smartphone</td>
<td>67 (88)</td>
<td>43 (83)</td>
</tr>
<tr>
<td>Willing to use smartphone</td>
<td>52 (68)</td>
<td>39 (75)</td>
</tr>
<tr>
<td>Able to use IoT</td>
<td>12 (16)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Willing to use IoT</td>
<td>68 (89)</td>
<td>46 (88)</td>
</tr>
<tr>
<td>ADLb deficits</td>
<td>.45</td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>30 (39)</td>
<td>22 (42)</td>
</tr>
<tr>
<td>Mild-to-moderate (1-3)</td>
<td>28 (37)</td>
<td>21 (40)</td>
</tr>
<tr>
<td>Severe (4-6)</td>
<td>18 (24)</td>
<td>9 (17)</td>
</tr>
<tr>
<td>IADLc deficits</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>24 (32)</td>
<td>18 (35)</td>
</tr>
<tr>
<td>Mild-to-moderate (1-4)</td>
<td>32 (42)</td>
<td>23 (44)</td>
</tr>
<tr>
<td>Severe (5-8)</td>
<td>20 (26)</td>
<td>11 (21)</td>
</tr>
<tr>
<td>Clinical symptoms</td>
<td>.81</td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>7 (9)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Mild-to-moderate (1-9)</td>
<td>63 (83)</td>
<td>44 (85)</td>
</tr>
<tr>
<td>Severe (&gt;10)</td>
<td>6 (8)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Variables</td>
<td>IoT needs by service category (n=254 total selections), n (%)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Security (n=76)</td>
<td>Safety (n=52)</td>
</tr>
<tr>
<td>Comorbidity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>11 (14)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Mild-to-moderate (1-3)</td>
<td>54 (71)</td>
<td>36 (69)</td>
</tr>
<tr>
<td>Severe (4-6)</td>
<td>11 (14)</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Triple impairment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>48 (63)</td>
<td>34 (65)</td>
</tr>
<tr>
<td>Mild-to-moderate (1-2)</td>
<td>28 (37)</td>
<td>18 (35)</td>
</tr>
<tr>
<td>Severe (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*aICT: information communication and technology.

bADL: activities of daily living.

cIADL: instrumental activities of daily living.

dHearing, visual, and speech impairments.

Figure 1. The total number of Internet of Things (IoT) needs by category, as a function of underlying conditions in older adults. ADL: activities of daily living; IADL: instrumental activities of daily living; Triple impairment: hearing, vision, and speech impairments.

Figure 2. The total number of Internet of Things (IoT) needs by category, as a function of underlying conditions in disabled people. ADL: activities of daily living; IADL: instrumental activities of daily living; Triple impairment: hearing, vision, and speech impairments.
Weighted Rankings of Internet of Things Needs Depending on Different Groups

Figure 3 shows weighted rankings of IoT needs depending on various groups. The top-three IoT services (ie, ranked 1-3) for older adults were smart home SOS bell, home security and closed-circuit television (CCTV), and smart band and mobile SOS bell services; these were within the emergency and security category. Although the order of the service rankings were slightly different, their caregivers replied similarly in both groups. The services ranked 4-6 were also similar in both groups. The services they selected were all in the safety categories: IoT-based power-system protection device, IoT-based smart gas monitoring, and GPS tracker service.

The top-two IoT services (ie, ranked 1 and 2), for disabled people were smart band and mobile SOS bell and home security and CCTV, which were both in the emergency and security category. The service ranked as number 3 was IoT-based smart gas monitoring, which was in the safety category. Their caregivers replied slightly differently. The home security and CCTV service topped the ranks in the emergency and security category; the IoT-based smart gas monitoring service was ranked as number 2 and IoT-based power-system protection device was ranked as number 3, both of which were in the safety category.

In the health care provider group, participants’ top-two IoT services (ie, ranked 1 and 2) were smart gas monitoring and GPS tracker, both in the safety category, which was different from the other groups. The service ranked as number 3 was smart home SOS bell in the emergency and security category.
Figure 3. Weighted rankings of Internet of Things (IoT) services and needs depending on different groups. CCTV: closed-circuit television.

<table>
<thead>
<tr>
<th>Color</th>
<th>Emergency and security</th>
<th>Safety</th>
<th>Health care [operating]</th>
<th>Convenience [information]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Older adults (n=100)</td>
<td>Smart home SOS bell</td>
<td>Smart home SOS bell</td>
<td>Home security and CCTV</td>
<td>IoT-based smart gas monitoring</td>
</tr>
<tr>
<td>Caregiver of older adults (n=100)</td>
<td>Smart band and mobile SOS bell</td>
<td>Home security and CCTV</td>
<td>IoT-based smart gas monitoring</td>
<td>GPS trackers</td>
</tr>
<tr>
<td>Disabled people (n=100)</td>
<td>Smart band and mobile SOS bell</td>
<td>IoT-based smart system protection device</td>
<td>Smart home SOS bell</td>
<td>Taxi call</td>
</tr>
<tr>
<td>Caregiver of disabled people (n=50)</td>
<td>IoT-based power system protection device</td>
<td>Robot vacuum cleaner</td>
<td>Home security and CCTV</td>
<td>Doctor’s appointments</td>
</tr>
<tr>
<td>Health care provider (n=50)</td>
<td>GPS trackers</td>
<td>IoT-based power system protection device</td>
<td>Front door smart sensor</td>
<td>IoT-based power system protection device</td>
</tr>
<tr>
<td></td>
<td>Smart light switch</td>
<td>IoT-based smart gas monitoring</td>
<td>Robot vacuum cleaner</td>
<td>Smart band and mobile SOS bell</td>
</tr>
<tr>
<td></td>
<td>Robot vacuum cleaner</td>
<td>Fitness on television</td>
<td>IoT-based power system protection device</td>
<td>Weather forecast</td>
</tr>
<tr>
<td></td>
<td>Doctor’s appointments</td>
<td>Voice-recognition door lock</td>
<td>Voice-recognition door lock</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Front door smart sensor</td>
<td>Smart light switch</td>
<td>Smart light switch</td>
<td>IoT-based smart gas monitoring</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The purpose of this study was to conduct a face-to-face survey on the demand for IoT among older people and people with disabilities, their caregivers, and health care providers in the real-world setting and to see if there are any differences in the aspects of need. The primary finding of this study was that IoT service needs were different among the vulnerable groups, their caregivers, and health care providers. The most required IoT service category selected by the vulnerable groups and their caregivers was security. Meanwhile, health care providers decided that IoT services in the safety category were most needed by the vulnerable groups. In addition, IoT service preferences differed according to various types of disabilities in the vulnerable groups.

Smart home technology has been anticipated to be at the front line of individualized health care, yet there are still hurdles that prevent home IoT technology from spreading among vulnerable populations. Various studies have addressed learning and adherence issues as the main problems [30-32]. Even with well-targeted populations, wearable-device studies have reported only 10% use within one year of incentive shrinkage [31]. Other studies also showed that the adoption rates of IoT services and devices are still very low and were reported to be around 5%-15% in older adults and physically disabled people [30]. However, previous studies have been focused on the technical aspects or digital literacy only in determining the causes of low...
adoption. In our study, we showed that the percentage of IoT use in older adults and physically disabled people was still very low regardless of underlying literacy or digital literacy levels. The reason for this was mainly due to lack of knowledge and exposure to the IoT devices compared with internet or smartphone exposure, especially in older adults. Therefore, education on using and experiencing these devices is needed to improve adoption, as our results showed that there is an interest and willingness to use IoT devices among the vulnerable groups.

One of our study’s strengths is that we explored the different perspectives of IoT demands that have been subject to stereotypes and insufficiently studied in real-world settings [17,33]. We showed the actual needed IoT service categories and rankings that the users, their caregivers, and health care providers chose in person. Vulnerable people are very different physically, mentally, and environmentally from the general population; therefore, patient-centered approaches should be emphasized as they may improve outcomes for people with multiple chronic conditions [34]. We showed the users’ priorities based on their socioeconomic status, literacy levels, digital literacy levels, underlying disabilities, and remnant physical performances, which provide a comprehensive view for practical implementation of IoTs in older adults and disabled people.

Furthermore, our study results showed the IoT service needs from the perspective of the caregivers and health care providers, which is also important. Older adults and physically disabled people often rely on caregivers and health care providers for validation of behaviors, including purchase and use of technology [35]. Also, IoT-based systems can share information with them so they can intervene in case of emergency and provide support [36]. Our results were different in that the vulnerable groups were willing to try new technology, quite contrary to the social perception. We also showed that the IoT service needs of the caregivers who were mainly family were in agreement with the vulnerable group members, which proves that the caregivers were sensitive to the specific needs of their care recipients. Our results may have differed if most of the caregivers had been paid. Paid caregivers may have a different financial perspective than family members and, therefore, may have replied differently. Interestingly, the health care providers replied differently, which shows that their demands deviate from the needs of the vulnerable people and their families. We need to be aware of these discrepancies when recommending and applying IoT devices to vulnerable users.

Internet of Things Service Categories in Each Group

The most required IoT services chosen by the vulnerable groups and their caregivers in our study were within the security category. It has been reported that vulnerable groups value independence, privacy, and social interactions, while they have negative impressions about personal emergency alarms because they are obtrusive and even shameful and they dislike being watched [37-40]. Our study showed otherwise. There was a strong need for security among vulnerable people and their family caregivers. Vulnerable people are physically less mobile and their activities mostly take place within the home environment. They can fear loneliness and isolation; however, they wish to remain independent as long as possible [41]. Therefore, the security services they selected, especially SOS alarms and wearables, can act as a backup plan for self-management and can be used in emergency situations to notify family members or caregivers and providers [42-45].

The health care providers were focused more on the safety category. The reason the vulnerable groups did not choose this service as their top priority in our study could be that they are still relatively independent and so it did not meet their demands [38,39]. This shows that health care providers did not fully comprehend the needs of the vulnerable groups and may have stereotyped them as all needing support in their daily activities. Health care providers should be aware of these discrepancies and, therefore, consider a patient-centered approach when considering IoT services and devices.

In all of the groups, services related to health care were the least popular. Previous IoT solutions in these vulnerable groups had been mainly designed for health monitoring, such as monitoring medical parameters, activity level, medical compliance, nutrition, fitness, and sleep [36,46-48]. However, health care–related services in our list were not favored by the users. Unfortunately, due to the Personal Information Protection Act and the Medical Service Law enacted in 2011 in South Korea, we are unable to use health care devices for remote monitoring regarding medical information security. Therefore, we could only select commercially available IoT devices that were related to health care and somewhat less common. Our results may have differed if the devices had been directly monitoring health. IoT regulation depends on the country and different domestic circumstances need to be acknowledged.

Internet of Things Needs Vary Depending on Different Types of Disabilities

In our study, IoT needs varied due to the different combinations of disabilities. People with mild-to-moderate disabilities tended to respond more to needing IoT services compared to people with either no disabilities or severe disabilities. This indicates that, perhaps for people with severe disabilities, IoT services were too difficult to use or participants were too frail and needed continued care [49]. On the other hand, it is possible that people with no disabilities did not necessarily need the IoT services. Many of the IoT services designed to be used do not usually consider that the functional limitations of each user are different [42]. Therefore, the key challenge is IoT customization for older adults and people with disabilities. Individualized, comprehensive, functional assessment among vulnerable people to analyze their underlying conditions, functional status, and disabilities are recommended. We are currently undergoing trials to apply IoT devices for use among vulnerable people based on these assessments.

Limitations

The main limitation of this study is that the respondents were mostly people with mild functional disabilities. However, the purpose of IoT services is to enhance usability among vulnerable people with mild functional disabilities before their conditions deteriorate. Although our study may not directly represent the opinions of the aging or disabled population, it does illuminate, through a cross-sectional approach, the present status of home
IoT needs from the perspectives of users and their families in the real world. Further investigation into groups of people with severe functional disabilities is needed to represent the overall opinions of the population.

Conclusions
Our survey study shows that there were inconsistencies in the demand of IoT services among vulnerable groups, their caregivers, and health care providers. IoT service requirements differed according to the various types of disabilities. Home IoT technology should be established by combining patients’ priorities and individualized functional assessments of vulnerable people in an environment where patient-centered approaches and collaborative decision making are emphasized. This information and future trial data can inform public health professionals and industry workers in designing home IoT services for vulnerable populations.
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Abstract

Background: Health systems have recently started to activate patient-facing application programming interfaces (APIs) to facilitate patient access to health data and other interactions.

Objective: This study sought to ascertain health systems’ understanding, strategies, governance, and organizational infrastructure around patient-facing APIs, as well as their business drivers and barriers, to facilitate national learning, policy, and progress toward adoption.

Methods: We performed a content analysis of semistructured interviews with a convenience sample of 10 health systems known to be leading adopters of health technology, having either implemented or planning to implement patient-facing APIs.

Results: Of the 10 health systems, eight had operational patient-facing APIs, with organizational strategy driven most by federal policy, the emergence of Health Records on iPhone, and feelings of ethical obligation. The two priority use cases identified were enablement of a patient’s longitudinal health record and digital interactions with the health system. The themes most frequently cited as barriers to the increased use of patient-facing APIs were security concerns, an immature app ecosystem that does not currently offer superior functionality compared with widely adopted electronic health record (EHR)–tethered portals, a lack of business drivers, EHR vendor hesitation toward data sharing, and immature technology and standards.

Conclusions: Our findings reveal heterogeneity in health system understanding and approaches to the implementation and use of patient-facing APIs. Ongoing study, targeted policy interventions, and sharing of best practices appear necessary to achieve successful national implementation.

(J Med Internet Res 2020;22(4):e16813) doi:10.2196/16813
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Introduction

Background
An array of federal policy efforts seeks to create a more patient-centered, consumer-empowered health care system by improving patients’ access to their electronic health information (EHI) [1,2]. Previous efforts to create patient-controlled health records (most famously, Google Health and Microsoft HealthVault) never gained traction, due in part to the lack of easily available, digital patient data [3]. Since then, the health...
care system has digitized health data significantly, with 96% of hospitals and 78% of physician offices now using certified electronic health record (EHR) technology [4]. A major national survey of consumers shows that consumers want and use electronic access to their health information, including mobile access through smartphones and use of health apps [5]. In parallel, regulations now require that patients get timely (within 48 hours) [6] access to their health records to view, download, and transmit them electronically (as opposed to only being able to receive a paper copy). Beginning January 1, 2019, with stage 3 of the federal Medicare and Medicaid EHR Incentive Programs (now known as the Promoting Interoperability Program) and bolstered by provisions of the 21st Century Cures Act, health systems must give patients electronic access to their EHI via patient-facing application programming interfaces (APIs), “without special effort” [1,7].

These patient-facing APIs have now begun to go live, enabling patients to access their EHI as well as to direct access by third-party software apps [8]. This presents a potentially pivotal moment in the evolution of the US health care system because success could break open long-siloed patient data [9], leading to better progress in interoperability, enabling patients to create their own longitudinal health record, and realizing the potential of patient engagement via an emerging ecosystem of third-party apps. However, success is not a foregone conclusion, with health systems starting to pursue patient-facing APIs amidst uncertainty and complex issues spanning policy, reimbursement, technical implementation, governance, privacy, and security [10]. As health systems wrestle with numerous decisions about how to deploy patient-facing APIs, they risk doing so in silos, without the benefit of interorganizational learning [11]. This would limit the identification and sharing of emerging best practices, as well as challenges encountered, increasing the likelihood of early failures that could deter the next wave of adopters. Capturing and sharing early experiences with patient-facing APIs is, therefore, critically important to inform ongoing policy and implementation efforts seeking to ensure that this national transition is safe and secure and has the intended impact of accelerating patient data access, improving quality of care, and increasing options for tools available to digitally engaged patients.

**Objectives**

We sought to identify and summarize how early adopter health systems are planning for and implementing patient-facing APIs. We specifically wanted to ascertain their understanding and their overall strategies and key use cases, including the associated organizational infrastructure, governance, policies, and processes, and how their approaches are shaped by policies and other external drivers. Finally, we aimed to identify barriers encountered in these early experiences that could inform policy and practice efforts and help to promote broad adoption and effective use of patient-facing APIs.

**Methods**

**Recruitment**

We created a convenience sample of health systems known to be early adopters of health technology, including health systems engaged in the Health Records on iPhone patient-facing API pilot (a list of health systems included in Apple’s press release) and others known to be the users of API technology (a list from authors’ professional networks), and then also selecting for regional variation by ensuring at least one health system per census region (Northeast, West, Midwest, and South). Although APIs can be used by patients, providers, payers, third-party apps, and others, we used “patient-facing APIs” to describe use cases where patients are the actors requesting EHI via the API, or directing third-party apps to access the information on their behalf. In business-to-business API use cases, health systems or other covered entities connect via API with other covered entities or business associates to exchange health data. Although the API itself might be technically identical in both use cases, the federal policies, data authorization workflows, and ultimately many of the specific use cases are different, which led us to examine patient-facing APIs separately.

**Interview Guides and Data Collection**

We developed a semistructured interview guide that covered current patient-facing API efforts and capabilities, perceived barriers and risks, policy issues, organizational governance, and lessons learned (Multimedia Appendix 1). We reached out to the systems’ chief information officers (CIOs) by email, as these are the leaders who typically possess the greatest breadth of understanding of the topics and invited them or a designee with subject matter expertise on APIs to participate in the interview. We then shared the interview questions in advance and scheduled and conducted individual hour-long interviews. We included the first ten health systems that agreed to participate in interviews. We conducted interviews (by phone or videoconference) between September and December 2018. All interviews were recorded and transcribed. Our study was approved by the University of California, San Francisco, institutional review board (18-25416).

**Analysis**

We performed a content analysis of interview transcripts using analytic matrices to extract relevant statements in three core topic categories related to our research domains: strategy and implementation, technical issues, and barriers and costs. Specific topic categories within the strategy and implementation domain included (1) overall API strategy (both provider and patient-facing), (2) patient-facing API use cases, (3) status of implementation plan, (4) factors that shaped API strategy (organizational and policy), and (5) specific decisions and rationales for read and write APIs, white-listing or black-listing apps, publicity and marketing of APIs to patients and developers, and participation in Health Records on iPhone.

Specific topic categories within the technical issues domain included (1) level of effort required to implement patient-facing APIs, (2) level of EHR vendor engagement and support, (3) using APIs directly or with middleware, (4) staffing for API management, (5) one-time versus persistent access tokens, (6) ability to monitor the use of patient-facing APIs, and (7) technical lessons learned.

Specific topic categories within the barriers and costs domain included (1) barriers to and costs of implementing and using
patient-facing APIs, (2) fees that the system assesses for the use of patient-facing APIs, and (3) fees that the EHR vendor assesses for the use of patient-facing APIs.

To minimize bias, we gave each respondent their own row in the matrices. We then identified themes within and across topic categories through discussion and consensus among the four authors. In some cases, we summarized the theme in a more concise, structured way and then reported the associated number of respondents with content supporting that theme. In other cases, we summarized the theme drawing more heavily on narrative. Under either approach, we supported the theme with example quotes. In the Results section below, we coded quotes with a unique but anonymous identifier per respondent, based on the respondent’s organizational role, for example, CIO1, CIO2, CTO1, and CTO2.

Table 1. Sample characteristics (n=10 organizations; 13 interviewees).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Geographic location</strong></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>5</td>
</tr>
<tr>
<td>Midwest</td>
<td>3</td>
</tr>
<tr>
<td>West</td>
<td>1</td>
</tr>
<tr>
<td>Southeast</td>
<td>1</td>
</tr>
<tr>
<td><strong>Size (discharges per year)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;100,000</td>
<td>4</td>
</tr>
<tr>
<td>100,000-200,000</td>
<td>3</td>
</tr>
<tr>
<td>&gt;200,000</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total clinical revenue, US $</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10 billion</td>
<td>3</td>
</tr>
<tr>
<td>10-20 billion</td>
<td>3</td>
</tr>
<tr>
<td>&gt;20 billion</td>
<td>4</td>
</tr>
<tr>
<td><strong>Primary electronic health record vendor</strong></td>
<td></td>
</tr>
<tr>
<td>Epic</td>
<td>7</td>
</tr>
<tr>
<td>Cerner</td>
<td>2</td>
</tr>
<tr>
<td>Homegrown</td>
<td>1</td>
</tr>
<tr>
<td><strong>Role of interviewee</strong></td>
<td></td>
</tr>
<tr>
<td>Chief information officer</td>
<td>4</td>
</tr>
<tr>
<td>Executive VP&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2</td>
</tr>
<tr>
<td>CTO&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2</td>
</tr>
<tr>
<td>Other (including executive director, senior medical director, chief digital officer, associate CTO, VP of information systems)</td>
<td>5</td>
</tr>
</tbody>
</table>

<sup>a</sup>VP: vice president.
<sup>b</sup>CTO: chief technology officer.

**Patient-Facing Application Programming Interface Strategies**

Table 2 describes the API strategies of the organizations interviewed. Of the 10 organizations, eight had patient-facing APIs live and operational, while two were in the planning phase. Of the eight organizations with operational patient-facing APIs, five had delineated specific strategies (including dedicated technical support and explicit governance) for their use. The other three of eight organizations had activated patient-facing APIs but had a general API strategy for all users, not specific patient-facing API strategies or infrastructure. When we asked about API governance in more detail, seven organizations said that API decisions were made at the executive or board level,

**Results**

**Sample Characteristics**

The health systems interviewed were located across the United States, with most in the Northeast or Midwest. Health system size was heterogeneous, with annual clinical revenues ranging from below US $10 billion to more than US $20 billion. Most health systems had an EHR from Epic Systems as their primary EHR, with a subset of these systems using additional EHRs in different locations because of affiliations, acquisitions, and regional consolidations. The leaders we interviewed covered a range of roles, including CIO, executive vice president, chief technology officer, senior medical director, and associate chief transformation officer (Table 1).
two organizations said that API decisions were made by technical teams (below the executive level), and one organization had created a dedicated API committee to make decisions about both patient-facing and business-to-business APIs.

We identified two broader themes related to organizational API strategies, which included factors and use cases shaping health systems’ strategies and encouraging their adoption and use of patient-facing APIs.

**Theme 1: Diverse Factors Shape the Patient-Facing Application Programming Interface Strategy and Facilitate the Adoption and Use of Patient-Facing Application Programming Interfaces: Federal Policy and Regulations, Health Records on iPhone Availability, and Ethical Obligation**

When asked about what shaped their strategy, three distinct and diverse factors were identified. The first factor was federal policy and regulations requiring patient-facing APIs, specifically the requirement that patients have access to and are able to use their health data through patient-facing APIs. As one interviewee explained:

> I would say that CMS [Centers for Medicare & Medicaid Services] regulations is one of the top factors or rather what we feel like CMS regulation will become. That’s both in Meaningful Use and other kinds of regulations around interoperability [..] I have to say that regulations do play a large influence. [CTO2]

The second factor was Apple’s decision to include the option for patients to download their health record data to their Apple smartphone via Health Records on iPhone. A total of six organizations in our sample chose to partner with Apple to deploy this functionality, which required use of patient-facing APIs. The third factor was a value assessment or perceived ethical obligation to deploy functionality giving patients better access to their health data. As one interviewee stated:

> We believe that patients should have their data in a format that is easy for them to share with who they want to share it with. [EVP1]

**Theme 2: Two Priority Use Cases Are Driving Patient-Facing Application Programming Interface Efforts**

The first use case (cited by six organizations) includes use of patient-facing APIs to enable patients’ access to health information to facilitate a longitudinal health record combining information from multiple providers and integration of provider and payer data. Patient-facing APIs are uniquely capable of facilitating this use case (beyond an EHR-tethered patient portal) because they enable data integration from multiple sources. The second use case (cited by four organizations) includes the use of patient-facing APIs to enhance patients’ digital experience with the health system, including their ability to use convenience features such as telehealth, for example, transmitting health data to and from virtual visits and facilitating self-scheduling. For these systems, this use case aligns with consumers’ increasing expectations that health care, like other industries such as travel, food services, and financial services, provides data access and convenient self-service functionality that are widely available (primarily via mobile apps) [12,13].

When asked whether their organization’s primary use cases might change over the next 2 or 3 years, most interviewees thought that they would not. However, they did share specific ideas for how the functionality might evolve to deliver new value, in particular, by starting to enable better data-driven patient self-management. For example:

> I think we’re going to see an explosion in more analytics and intelligence pushed out to the patient-facing APIs for self-triage management and escalation, as opposed to today where it comes across to the server side and we [health systems] have to
manage it and triage it...I think it will be more proactive than reactive. [SMD1]

Said another:
[In the future] if you check my data and you’re able to combine it with lifestyle data and other pieces of information that will add insights and value to my information beyond what my provider portal can do, then I am intrigued. [VP1]

**Operational and Technical Features of Patient-Facing Application Programming Interfaces**

Among the eight health systems with operational patient-facing APIs, we summarize key features of their operational and technical approaches and implementation decisions (Table 3). APIs can allow patients to access data (read) or provide data (write). All eight of these health systems had read APIs in operation. Although seven had at least some write capability, mostly focused on patients’ home device data, these implementations of write API functionality were variable, with some offering it only to a subset of invited patients rather than to all patients. There was also variation in whether patients could write data directly to the EHR or whether health system review and approval were required to authorize the data to be written into the EHR.

### Table 3. Current status of patient-facing application programming interfaces (among eight organizations with operational application programming interfaces).

<table>
<thead>
<tr>
<th>Category and status</th>
<th>Organizations, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Types of APIs</strong>&lt;sup&gt;a&lt;/sup&gt; that are operational</td>
<td></td>
</tr>
<tr>
<td>Read and write</td>
<td>4</td>
</tr>
<tr>
<td>Read with limited access to write</td>
<td>3</td>
</tr>
<tr>
<td>Read only</td>
<td>1</td>
</tr>
<tr>
<td><strong>App authorization</strong></td>
<td></td>
</tr>
<tr>
<td>White List: Health-System managed</td>
<td>4</td>
</tr>
<tr>
<td>White List: EHR&lt;sup&gt;b&lt;/sup&gt; vendor managed</td>
<td>4</td>
</tr>
<tr>
<td><strong>Availability of API documentation</strong></td>
<td></td>
</tr>
<tr>
<td>From EHR vendor</td>
<td>4</td>
</tr>
<tr>
<td>From health system</td>
<td>2</td>
</tr>
<tr>
<td>No documentation available</td>
<td>2</td>
</tr>
<tr>
<td><strong>Patient communication about APIs</strong></td>
<td></td>
</tr>
<tr>
<td>Patient-facing APIs explained on health system website</td>
<td>2</td>
</tr>
<tr>
<td><strong>Fees</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>System charges or plans fees to patients for use</td>
<td>0</td>
</tr>
<tr>
<td>EHR vendor charges system fees for patient-facing API use</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>API: application programming interface.

<sup>b</sup>EHR: electronic health record.

<sup>c</sup>Although covered entities and their business associates under the Health Insurance Portability and Accountability Act may not charge patients a fee for electronic access to their health information through certified EHR technology—for example, to view, download, transmit, or access the health information through a patient-facing API—we still asked about actual practices in the field given the public reports and concerns about the fact and amount of fees being charged. Unlike this access, covered entities may charge patients a reasonable, cost-based fee for an electronic copy of their health information.[14].

A second API implementation decision relates to how third-party apps are approved for API access. All eight health systems required prior approval of the app, or whitelisting, before an app could access the API. For four of these, the health system maintained the whitelist; for the other four, the EHR vendor maintained it. For third-party apps to connect to a patient-facing API, a developer requires documentation about the API configuration. A total of four health systems stated that this documentation was available to developers through their EHR vendor, with two health systems saying they would make it available to developers upon request and two health systems not having documentation available for developers. Of note, none of the health systems had publicly available API documentation for any developer to access. In all, two health systems noted that they were actively publicizing to their patient populations the availability of patient data via their patient-facing APIs, with one specifically noting its focus on how to utilize patient-facing API functionality to help “market to them the experience [rather than the underlying technology]” (SMD1).

In terms of more technical dimensions of patient-facing APIs, two health systems were relying on their EHR vendors to...
manage APIs, while six were using a middleware vendor for API management. API management refers to an array of capabilities, including API access control, API creation and design, API protection, business value reporting, and API traffic control, performance, and throttling [15]. Reliance on the EHR vendor rather than middleware appeared to be driven at least in part by EHR vendor capabilities, whether real or perceived, and possible differences between vendors. As one interviewee stated:

Some of the EHRs have made it easy, I would say [vendor 1] is one of them. Others are more difficult. I think it complex because it’s based on their internal resources, focus, structure, and capabilities. [CTO2]

Another interviewee added:

You must have API middleware. [Otherwise], there is no way that you are going to be able to monitor the traffic flows or constrain traffic flows, or identify patterns. The EHR vendors are never going to figure this out. [CIO3]

We also asked about health systems’ approaches to access tokens, which can be persistent (eg, log-in credentials not required each time the API attempts to read or write patient data) or one-time (ie, log-in required for each session the APIs are used). Overall, interviewees conveyed uncertainty about what types of tokens were in use, with two organizations explicitly not sure, two that thought they used persistent tokens, and three that thought they used one-time tokens.

Finally, when asked about fees associated with patient-facing APIs, none of the health systems were charging or planning to charge their patients a fee for use of patient-facing APIs—which was appropriate, given the regulatory prohibition against charging fees for patient access to their health information using patient-facing APIs in certified EHR technology. In addition, none of the health systems were paying specific fees to their EHR vendor for the use of patient-facing APIs.

**Perceived Barriers to the Current and Future Implementation and Use of Patient-Facing Application Programming Interfaces**

We identified six items cited as barriers to implementation and use of patient-facing APIs (Table 4, Multimedia Appendix 2). The most common, cited by five health systems, was concerns about security or privacy introduced by enabling patient-facing APIs, such as unauthorized access or potential attacks by malicious actors. For example:

We worry a little bit that the spirit of the [regulation] is basically, well if any app comes knocking on your door, and the patient really wants to do this, then who are you to judge...[but] what if we can’t deliver it securely because the app is badly created or truly doing things like forking data off to a pharma company? [CIO3]

Health systems felt unprepared to identify and differentiate the trustworthy from the untrustworthy app vendors, expressing additional uncertainty about whose responsibility this should become as the app ecosystem develops. Among our interviewees, some suggested an ongoing role for the EHR vendors, whereas others suggested instead a third-party rating consortium, with one suggesting “the creation of an expertise driven team to curate that portfolio would make the most sense” (CIO2). One element frequently tied to security concerns was a health system’s financial exposure, such as:

When something bad happens, they are not going to go after some little startup vendor. They are going to go after [health system]. So that’s why I think we have to be as clear as possible about what this decision means and where your information is going. You are taking this responsibility for this decision and we are not. [VP1]

One health system interviewed had already taken a step toward trying to mitigate this, saying:

We do have a list of these recommendations and kind of a primer for patients for their digital health privacy...If we make the [health data] available, people should know how to unauthorize an application and know what to do if they suspect some app is doing something wrong with their data. [CIO1]

Four health systems cited insufficient functionality in apps using patient-facing APIs as a barrier. Health systems believed that the current third-party app ecosystem did not yet offer a compelling alternative to EHR-tethered portals. For example:

First there need to be consumer apps that offer some added compelling value more than what the vendor mobile apps are doing. [ED1]

Another interviewee said:

[We have] invested so much into the portal. [We are] concerned about the possibility of drawing some people away from it. [CTO1]

A related barrier, cited by three health systems, was the lack of a perceived business value or financial return on investment, with one person saying:

[There is a] lack of external stimulus. It’s not a revenue driver. It’s not a cost reduction. [CIO1]

Another said:

At some point if you have 100,000 different apps connecting with people, at some point someone is going to have to pay for those. And I don’t know exactly how that is going to get sorted out. [CIO1]

Another barrier cited by three health systems was their EHR vendors’ wariness about data sharing. Said one executive:

Many vendors see data acquisition as a strategy for them so they don’t let you share. [EVP1]

Said another:

[they think] patients will download malware that will take their patient data and do sinister things with it. [ED1]

One system complained as follows:

[Y]ou [EHR vendor] need to open up your data so that we can do stuff in addition to what you are doing,
and so that other people can do stuff to augment what you are doing. [CIO2]

Finally, systems noted less evolved technology and standards in health care as a barrier. For example,

[T]he speed at which they [FHIR] are adding [data elements] is glacial. There are 4,000 data elements in [our EHR] and I think they’ve got maybe 150 done through FHIR [Fast Healthcare Interoperability Resources]. [CIO2]

Another interviewee added:

It’s sort of interesting that APIs really require that you build a sort of robustness and scalability that you’ve never really engineered for in the past because this all used to be done by a fairly finite population of doctors with fairly understandable behaviors, not thousands if not tens of thousands of people who...could update their medical records every six seconds...[FHIR] is so rapid in its evolution...and so suddenly you’re engineering a set of apps on shifting sands. [CIO3]

There were concerns about available technical settings, such as:

We don’t have the ability to tell the patient for how long this application will have access to their data. That’s a pretty big factor. [VP1]

Another specific concern related to less evolved technical capabilities was the fact that certain settings created in the EHR might not be transmitted across a patient-facing API. For example:

In the portal you can put in rules like don’t show cancer diagnosis until released by the doctor, but I hear in the HealthKit API all those filters are gone, so you may discover your cancer diagnosis on your phone before the doctor even knows. [CIO3]

Table 4. Perceived barriers to the current/future implementation/use of patient-facing application programming interfaces.

<table>
<thead>
<tr>
<th>Category</th>
<th>Organizations, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security or privacy concerns</td>
<td>5</td>
</tr>
<tr>
<td>Insufficient functionality available in third-party apps</td>
<td>4</td>
</tr>
<tr>
<td>Lack of perceived return-on-investment: costs vs business value</td>
<td>3</td>
</tr>
<tr>
<td>Vendor unwillingness to share data outside of their system</td>
<td>3</td>
</tr>
<tr>
<td>Technology not as evolved in health care vs other industries</td>
<td>3</td>
</tr>
<tr>
<td>Lack of application programming interface and semantic standards</td>
<td>2</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we interviewed 10 leading health systems about their approach to patient-facing APIs to understand early experiences and identify insights for policy and practice. Our results suggest a reason for optimism about the prospects for patient-facing APIs and their impact on the US health care system. Building upon the progress made in the use of patient portals, patient-facing APIs further expand technical capabilities, leading us further toward the hopes inscribed nearly 2 decades ago in the Health Insurance Portability and Accountability Act Privacy Rule, which gave patients a right to access and use their full designated health record set.

The health systems we interviewed all planned to increase the use of patient-facing APIs, and many stated that this was “the right thing to do.” Two use cases emerged as the strategic driving forces for health systems: the ability for the patient to create an aggregated longitudinal health record and better digital patient engagement. However, we also found substantial heterogeneity in the strategy as well as operational and technical approaches. This suggests that there are not yet best practices to guide health systems on how to work with patient-facing APIs, nor clear business models driving a common strategic roadmap for their implementation. We also identified that there were commonly perceived barriers spanning a range of domains, suggesting that additional work is required, at both policy and practice levels, to ensure that patient-facing APIs successfully fulfill their intended purposes and use cases.

The implementation challenges and perceived risks we identified are leading organizations to act carefully and slowly around implementation and to avoid aggressively marketing the new functionality. Health systems commonly cited privacy and security concerns—a noteworthy perceived barrier as the regulations compel health systems to share electronic health data with patients via API to any third party and via any format requested by the patient. Health systems had associated concern about financial exposure. Specifically, even where patients have transmitted their data from the system to unaffiliated third-party apps and the system is not legally liable for the patient’s subsequent choices about disclosure and use, a patient might still choose to sue and may still garner a settlement given health systems’ “deep pockets.” Technical topics often brought out confusion about policy and implementation details, for example, with access tokens and whitelisting of apps, as well as sometimes opposing or divergent views, such as whether to use a middleware vendor rather than EHR vendor for API management. This is likely because there is not yet sufficient longitudinal experience with using patient-facing APIs for crisp, confident understanding of the technical nuances. The fact that some CIOs and other interviewees from large health systems with substantial technical experience are still on the learning curve about patient-facing APIs is an important finding from our work.
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Health systems were also cautious about the market demand for the use of patient-facing APIs. Although they noted that patients expect more convenient tools for managing their care, the health systems we interviewed generally thought that their EHRs’ tethered portals still deliver greater patient convenience and value than the currently available third-party apps utilizing patient-facing APIs. From some health systems’ perspectives, a controlled, integrated system using an EHR-tethered portal seemed preferable to the potentially piecemeal, heterogeneous functionality of modular systems using patient-facing APIs. It is an open question, however, whether patients agree or would have an alternative assessment. For example, patients may want to choose their own appointment scheduling or cost-estimator app, or integrate their data across health systems, none of which is currently possible with a tethered portal.

On the basis of our findings, we believe additional actions are needed to spur health systems’ uptake and effective use of patient-facing APIs, primarily by tipping the balances toward increased upside and decreased downside for health systems. First, given the lack of clarity we found about some technical implementation best practices, we think ongoing dialog and sharing of experiences within the industry will be critical to bridge the heterogeneous technical approaches to implementation. For example, sharing experiences around the use of API middleware platforms vs embedded EHR vendor tools for API management would likely be valuable and could be facilitated by organizations such as the Health Services Platform Consortium, the College of Healthcare Information Management Executives, the Healthcare Information and Management Systems Society, the American Medical Informatics Association, or the Association of Medical Directors of Information Systems. Second, as we found frequent concerns about security, privacy, and health system liability; a broader public awareness campaign and tools to educate and aid the public in learning how to manage their health data may be needed. One specific strategy could feature increased commitment to use the Office of the National Coordinator for Health Information Technology’s (ONC) Model Privacy Notice to help consumers identify which apps may present higher privacy and security risk. Another strategy that might help convince health systems to expedite progress would be additional policy clarity and protections for health systems for data privacy breaches by apps chosen by the patient. Recent frequently asked questions published by the US Department of Health and Human Services are a good start in this direction [16]. A third strategy toward overcoming these concerns will be the emergence and development of expert consortia, making recommendations about the safety and efficacy of apps, to help health systems and patients understand which apps to use or avoid and thus aid adoption. It remains unclear whether this will be taken on by the ONC, EHR vendors, the Food and Drug Administration, hospital-specific “digital diagnostics and therapeutics committees” [17], multistakeholder coalitions, or some combination of all of these [18].

Finally, given that we found ongoing uncertainty about the relative value and cost of tethered EHR portals compared with third-party patient apps, we believe that there must be greater pressure on EHR vendors to expand the set of available APIs, even for functionality they believe might enable competitive products. This would require more rapid expansion of the set of data to be shared by standardized APIs, including the US Core Data for Interoperability (USCDI). Although ONC currently proposes to add three new data elements to the current set of 20, it could add other standardized data elements more rapidly, such as those that already exist as voluntary certified health information technology modules, for example, family history and social determinants of health, and focus on APIs that would facilitate patient-driven transactional interactions, such as appointment scheduling. Speeding these additions to the USCDI would more rapidly enable new apps to meet currently unmet needs, in turn driving patient interest and demand, leading to a virtuous cycle of increased health system prioritization of further implementation and use of patient-facing APIs.

Limitations
Given that we studied a convenience sample of 10 early adopter health systems planning for or implementing patient-facing APIs, our results may be limited in their generalizability, and we may have failed to capture all important themes. Our sample was also skewed toward larger, urban health systems, which may fail to capture differences in experiences of smaller, more rural hospitals and health systems. We interviewed one person (or sometimes two) at each organization and left it up to the organization to select the most appropriate interviewees. As a result, respondents varied in their depth of knowledge about the broad range of topics covered, meaning certain quotes may reflect respondents’ perceptions.

Comparison With Prior Work
Given the recent availability of patient-facing APIs, there is limited prior work on this topic. Four recent studies have assessed the uptake and use of APIs. One study examined the use of APIs across 12 large health systems and found relatively low, but steadily increasing, uptake [19]. Relevant to our findings, this study found very low use of APIs compared with levels of use of EHR-tethered patient portals. A second study, using the 2017 American Hospital Association data, found that 33% of hospitals reported that patients could access their EHR through EHR APIs [20]. A third study from Partners’ Healthcare system examined demographics of users and found that male patients and younger patients were more likely to use patient-facing APIs [21]. Finally, a study from the University of California, San Diego, surveyed the first 425 patients who had started using their personal health record API feature, with a very high percentage (75%-96%) of 132 survey respondents noting satisfaction with this new connectivity and the improved health informational benefits derived [22]. These findings complement our results in that initial results show slow uptake but significant enthusiasm for the potential benefits of patient-facing APIs.

Conclusions
In summary, we found that diverse factors drive health systems’ efforts to pursue patient-facing APIs, including the benefits and opportunities for patient engagement and empowerment they bring to health care. However, we found substantial
heterogeneity in the approaches by early adopter health systems, which are proceeding with caution and remain uncertain about multiple dimensions including the long-term business drivers. To ensure that national policy goals for interoperability and patient data access are met, there will need to be an ongoing understanding of the usage of and barriers to patient-facing APIs and increasing discussion and sharing of best practices, likely with targeted ongoing interventions to support and bolster their use.
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Abstract

Background: Health care is becoming more complex. For an increasing number of individuals, interacting with health care means addressing more than just one illness or disorder, engaging in more than one treatment, and interacting with more than one care provider. Individuals with severe mental illnesses such as schizophrenia are disproportionately affected by this complexity. Characteristic symptoms can make it harder to establish and maintain relationships. Treatment failure is common even where there is access to effective treatments, increasing suicide risk. Knowledge of complex adaptive systems has been increasingly recognized as useful in understanding and developing health care. A complex adaptive system is a collection of interconnected agents with the freedom to act based on their own internalized rules, affecting each other. In a complex health care system, relevant feedback is crucial in enabling continuous learning and improvement on all levels. New technology has potential, but the failure rate of technology projects in health care is high, arguably due to complexity. The Nonadoption, Abandonment, and challenges to Scale-up, Spread, and Sustainability (NASSS) framework and complexity assessment tool (NASSS-CAT) have been developed specifically to help identify and manage complexity in technology-related development projects in health care.

Objective: This study aimed to use a pilot version of the NASSS-CAT instrument to inform the development and deployment of a point-of-care dashboard supporting schizophrenia care in west Sweden. Specifically, we report on the complexity profile of the project, stakeholders’ experiences with using NASSS-CAT, and practical implications.

Methods: We used complexity assessment to structure data collection and feedback sessions with stakeholders, thereby informing an emergent approach to the development and deployment of the point-of-care dashboard. We also performed a thematic analysis, drawing on observations and documents related to stakeholders’ use of the NASSS-CAT to describe their views on its usefulness.

Results: Application of the NASSS framework revealed different types of complexity across multiple domains, including the condition, technology, value proposition, organizational tasks and pathways, and wider system. Stakeholders perceived the NASSS-CAT tool as useful in gaining perspective and new insights, covering areas that might otherwise have been neglected. Practical implications derived from feedback sessions with managers and developers are described.

Conclusions: This case study shows how stakeholders can identify and plan to address complexities during the introduction of a technological solution. Our findings suggest that NASSS-CAT can bring participants a greater understanding of complexities in digitalization projects in general.
**Introduction**

**Health Care Challenges**

Health care is growing more complex and difficult to manage due to factors such as a rapidly expanding body of knowledge, a shift towards more people living with chronic disease and multi-morbidity [1], challenges in coordinating multiple providers and actors, and, not least, the need to include the preferences and values of the individuals seeking health care [2]. For an increasing number of individuals, interacting with health care means addressing more than just one illness or disorder, undergoing more than one treatment, and collaborating with more than one care provider [1].

**Schizophrenia as an Example**

Addressing and adapting to complexity might be especially challenging in health care focusing on individuals with severe mental illnesses such as schizophrenia who are disproportionately affected by comorbid medical conditions [3]. With typical onset in early adulthood and a lifelong course, schizophrenia is among the top 10 disorders in terms of disability-adjusted life years lost [4]. Characteristic symptoms are hallucinations, delusions, and disturbances of thought. These features tend to make it challenging to establish and maintain relationships [5]. Treatment failure is common, increasing the risk of suicide [6], despite access to effective treatments [7]. Health and social services for persons with schizophrenia are marked by a high level of complexity. They involve a multimodal treatment approach with a range of treatments from a multiprofessional team, often requiring coordination with other providers (e.g., primary care, care for other chronic disorders, social support, housing, and vocational rehabilitation) [5].

**Complex Adaptive Systems**

Systems can be described either as simple (straight forward and predictable, with few components), complicated (predictable but with more interacting components), or complex (unpredictable and dynamic, where the whole is more than its constituent parts) [8]. Traditional linear cause-and-effect-thinking is not sufficient when studying systems that evolve in ways that are hard or even impossible to predict. Knowledge of complex adaptive systems can aid in understanding and studying health services [9]. A complex adaptive system is a collection of interconnected agents with the freedom to act based on their own internalized rules, affecting each other. These rules, in human-based complex adaptive systems, could be instinct and implicit mental models. Agents adapt in various ways through interactions, which causes the system to change over time [2]. Capability among individual agents in a complex system, that is “the extent to which an individual can adapt to change, generate new knowledge, and continue to improve their performance” [10], can be supported by minimum specifications (simple rules to guide behavior) and feedback loops, letting individuals gradually upgrade their internalized rules through experience. Relevant feedback on performance is crucial to enable continuous learning and improvement at all levels of a health care system, from the level of individual patients to organizational management and policy levels, potentially enabled by the use of new technologies [11-15].

**New Technology: A Blessing or a Curse?**

The use of new technologies, argue Pavel et al [16], is essential to achieving personalized, evidence-based, and economically viable health care. Meanwhile, experiences so far reveal significant challenges. Uptake of “disruptive” technologies in health care is slow [17,18], and fundamental quality, safety, and cost problems have not been resolved by digitalization [19]. Moreover, the failure rate of technology projects in health care is high; large and complex projects often tend to fail to deliver anticipated results [20-22]. There seems to be a gap between the development of technology and usefulness in practice within health care organizations that needs to be bridged if technologies are to support health care rather than further increase its complexity [19].

**Addressing Complexity in Health Care Technology Projects**

Greenhalgh et al [23] argued that adoption, scale-up, and spread of new technologies often fail due to complexity. They employed theories on complex adaptive systems and on the diffusion of innovations in health care to create a framework for using principles or rules to facilitate the development and application of technological innovations in complex contexts. The Nonadoption, Abandonment, and Challenges to Scale-Up, Spread, and Sustainability (NASSS) framework and complexity assessment tool (NASSS-CAT) were developed to help stakeholders identify and manage complexity in technology innovation projects in health care [8,23].

A university hospital in west Sweden started to develop a point-of-care dashboard to support patients and health care professionals in schizophrenia care. Successful prototyping and pilot testing led to the decision to scale-up the initiative to all the department's outpatient units. Challenges started to accrue when planning for larger-scale development and deployment of the dashboard and related tools. This case study evaluates the stakeholders’ use of the NASSS-CAT to inform the development and deployment of the dashboard and reports on the complexity profile of the project, stakeholders’ experiences when using a pilot version of the NASSS-CAT, and practical implications. This study also aims to inform a future multinational study with multiple cases having maximum intercase variation to field-test the NASSS-CAT [24].
Methods

Overall Design
This case study [25,26], informed by the principles of action research [27] and action evaluation [28], involved stakeholders’ use of the NASSS-CAT to inform the development and deployment of the point-of-care dashboard for patients and health care professionals in schizophrenia care. Another study will specifically evaluate patients’ experiences while using the dashboard at the point of care.

Nonadoption, Abandonment, and Challenges to Scale-up, Spread, and Sustainability (NASSS) Framework
The developers of NASSS noted that it was crucial to understand the sociotechnical interaction between individuals, organizations, technology, and policy to explain why a new technology is adopted and sustained (or not) in health and social care [23,29]. The NASSS framework features 7 key domains, identified through systematic hermeneutic literature review and refined through empirical case studies of technology implementation [8]. It is intended to be used to guide and evaluate the success of technology deployment in sociotechnical systems. By addressing questions in the tool’s domains, properties of the technology and adopting system are placed along a continuum ranging from simple to complicated to complex (Figure 1) [8]. Knowledge of a technology project’s domain-specific complexity can aid stakeholders to respond adaptively, lessen complexity, and strengthen their capability to handle complexity [30]. Principles or “simple rules” can act as recommendations to guide further development (Textbox 1) [30].

Figure 1. The Nonadoption, Abandonment, and Challenges to Scale-Up, Spread, and Sustainability (NASSS) framework by Greenhalgh et al [8]. Used with permission.
1. Strengthen program leadership, which may be distributed across the project and across contributing disciplines.
2. Codevelop an overall vision for the project and maintain dialogue around that evolving vision.
3. Nurture key relationships between individuals and organizations.
4. Develop individuals and encourage them to solve local problems creatively.
5. Make resources available for creative individuals and teams to use for generating solutions to local challenges.
6. Capture data on progress and feed it into ongoing deliberations.
7. Acknowledge and address the concerns of frontline staff.
8. Work with intended users to codesign technologies and the work routines they are intended to support, building in adaptability.
9. Control scope creep.
10. Address regulatory and policy barriers.

Nonadoption, Abandonment, and Challenges to Scale-up, Spread, and Sustainability Complexity Assessment Tool (NASSS-CAT)

The NASSS-CAT has two primary components. The initial component, based on the NASSS framework, supports the development of a rich narrative that surfaces key areas of uncertainty and interdependence in the project. The second component, based on an adapted version of the complexity assessment tool by Maylor et al [31], consists of a series of questions to support emergent project planning and evaluation and, in particular, to prompt project teams to consider how they might either reduce or manage complexity across the different NASSS domains.

Case Project: Developing and Deploying New Technology

The Department for Schizophrenia Spectrum Disorders at Sahlgrenska University Hospital in Gothenburg, Sweden (the Department) delivers specialized care for people with psychotic disorders in the metropolitan Gothenburg area (population of approximately 600,000 people). It serves 2600 patients, with schizophrenia as the most common diagnosis, at 8 outpatient units. About 20% of these patients need acute inpatient care at one of the Department’s 5 wards each year. To support patient engagement at the point of care, the Department developed a digital dashboard to visualize key indicators of each patient’s health and care status. The dashboard is one of several connected applications and displays to visualize data fed by several systems developed for several years and piloted at 2 outpatient units with some 400 patients (Figure 2). It includes team tools for care planning and management and tools to support coproduction of health and care among patients, their family members, and psychiatry staff. These tools include a unit-level overview of quality indicators identifying patients at risk, triage and planning tools including support for patient coproduction, a dashboard to be jointly reviewed at the point of care by patients and case managers/psychiatrists to support evaluation and planning, outcomes questionnaires, and patients’ care plans.
Figure 2. The dashboard and related tools: applications and visualizations.

Patient-perspective Vignette: The Role of the Technology

Below is a vignette from the fictitious patient Ana’s perspective [32] of a follow-up visit with her case manager at the outpatient clinic. It illustrates how the imagined dashboard-enhanced service model would differ from the traditional service model (pre-dashboard, Textbox 2).

Ana is a 34-year-old woman who has suffered from psychosis since her early twenties. After several diagnostic assessments, she was diagnosed with schizophrenia at age 28. Her medication treatment is combined with psychosocial interventions to help her manage her situation. On three occasions, psychotic episodes brought Ana into emergency inpatient care at the local hospital. She fears another episode and worries about how she would cope if it happened again. She is invited to annual check-ups as part of her continuous care at the outpatient unit.

Textbox 2. Predashboard situation compared with the imagined dashboard-enhanced service model.

Predashboard situation

At her regular follow-up, it was hard for Ana to answer all the questions. Was she feeling better? Was there an increase in side effects? She struggled to remember how she felt the last time they jointly assessed her level of functioning and symptoms. She was not sure if the medication helped her. She dreaded making medication changes, for fear of new side effects. Both Ana and her case manager completed printed questionnaires. The content of the questionnaires provided some structure, covering important aspects of Ana’s situation. They were possibly useful for the clinic in documenting relevant information but did not help Ana in understanding her situation or lessening her anxiety.

Dashboard-enhanced service model

Using the point-of-care dashboard not only makes it easier to complete the questionnaires and review the care plan but also shows Ana’s progress and changes over time. An automated checklist signals to the case manager that it is time to update Ana’s care plan and perform a general health assessment within 3 months. Ana and her case manager review the digital visualization of Ana’s care plan and progress. Although Ana has not been feeling well over the past week, she is comforted by seeing how her symptoms and level of functioning have changed over time. Things are moving in the right direction. More than 2 years have passed since she had her last psychotic episode. Ana actively discusses the care plan with her case manager and psychiatrist, and they jointly update her goals.
Collecting Case Study Data

A workshop using NASSS-CAT was set up for the project stakeholders. The focus of the workshop was to increase understanding of the influence of complexity in digitalization projects, determine the complexity profile of the dashboard project, explore the usefulness of the NASSS-CAT, and reflect on ways to manage complexity. The 11 participants were line managers, department directors, organization developers, and programmers representing different professions: psychiatrist, psychologist, occupational therapist, and IT developer. Before the workshop, participants received written and oral information about the study and the voluntary nature of their participation. All invited participants gave their informed consent and agreed to join. The day included both small breakout group sessions and large group discussions. Data collection was framed according to the NASSS-CAT and included observations, field notes, notes from the participants, and audio recordings of discussions during the workshop that were subsequently transcribed. The use of NASSS-CAT yielded a complexity profile and the second part of NASSS-CAT, with questions to prompt consideration of how to handle complexity, was particularly used to identify preliminary practical implications. The complexity profile and practical implications were later presented at two feedback sessions to department directors, managers, developers, and assistants involved in planning the future deployment of the dashboard project. Their discussion of the analysis served to validate the findings as a form of member checking [33] and to deepen understanding of practical implications in relation to the project. Data related to the use and usefulness of the NASSS-CAT from the workshop were analyzed by the authors (AG, ACA) using an inductive thematic approach inspired by Braun and Clarke [34]. The resulting themes and selected illustrative quotes are reported in the Results section in the subsection Experiences With Using NASSS-CAT. The piloting of the NASSS-CAT tools in health care settings within the United Kingdom had been approved by the UK Health Research Authority, Health Research Wales, and Health Research Scotland (IRAS no. 258679; REC no. 19/LO/0550). No formal ethical review was required for piloting the tools in Sweden.

Results

The results are presented under three headings: complexity profile, experiences with using NASSS-CAT, and practical implications.

Complexity Profile

Complexity mapping of the 7 NASSS-CAT domains showed significant complexity in 6 of the 7 domains. The domain of intended adopters (ie, health care professionals and patients at the point of care) was perceived to be the least complex.

The Condition or Illness

Schizophrenia is considered to be a complex condition due to its high level of multimorbidity [3,35] and the associated need for multimodal treatment and coordination of care between multiple providers of health and social care [5]. Despite extensive research on schizophrenia and the effectiveness of multimodal treatment programs, challenges remain regarding the successful coordination of multiple providers.

Due to cognitive impairment, persons with schizophrenia have varying degrees of insight into their condition and motivation, which affects adherence to treatment including medication, sometimes resulting in involuntary care and a need for coercive measures. Access to individualized treatment, housing, and support also varies substantially.

The Technology

The dashboard was developed within the Department in collaboration with other psychiatric departments at the hospital. It has significant technical interdependencies with systems controlled by the regional information technology (IT) department. The development of the dashboard has been intertwined with older systems, making use of work processes already in place. There are uncertainties on how to adapt the technology to enable scale-up across the whole department. To what extent the technology will be obsolete within 3-5 years is unknown, but the IT department plans the broad implementation of other new health information systems within that timeframe.

The Value Proposition

The value proposition of the project is uncertain. Case managers report finding the technology useful, as do patients, according to preliminary data. Local testing and piloting have generated evidence of perceived effectiveness, although the degree of cost effectiveness remains unknown. The staff spends less time on related administration. The dashboard provides an overview of patients’ progress and risks and supports collaborative planning of care.

The technology’s potential value as a commercial product is uncertain and probably impossible to assess because the new technology is interwoven with older systems. Additional uncertainties are related to the IT department’s role in the maintenance and related costs.

The Intended Adopters

The domain of intended adopters is the least complex domain due to a perceived readiness within the organization. The primary users are health care professionals in the care team as well as patients during visits to the outpatient clinics. Secondary users include managers and administrators. The technology is expected to lessen the workload for administrators since more tasks are completed at the point of care by the patient and health care professional. The dashboard pilot testing at 2 outpatient units for 12 and 20 months, respectively, indicated that the innovation is useful for both health care professionals and managers. Furthermore, participating health care professionals report that most patients use the dashboard with ease at yearly follow-up visits. Most patients would prefer to have the next such visit include the dashboard.

The Organization(s)

The Department and technology have a good organization-innovation fit, as the innovation was developed in-house to support the organization’s mission and ambitions. Digitalization is perceived as a quality improvement strategy for multimodal treatment and coordination of care between multiple providers of health and social care [5]. Despite extensive research on schizophrenia and the effectiveness of...
rather than as product development. Horizon scanning has increased the awareness of innovative technologies, and the organization has a tradition of supporting and trying new ways of working. In recent years, technological innovations have been a focus, enabled by recruitment of IT developers, and embedded in the organization. It has been challenging to pilot and evaluate new technical innovations due to dependencies on the regional IT department. The development of a dashboard is neither part of a regional initiative to develop the future health information system nor part of a product development plan with a clear business case. Internal support has made the pilot tests possible at the Department, but the lack of sponsors at higher organizational levels and uncertainty of the value proposition from a wider organizational perspective add challenges within this domain.

The Wider Context
Changes in the wider context may impact the organization and the introduction of the technology. In particular, implementation of a new health information system can potentially crowd out efforts to deploy the dashboard technology within the Department. There is an enormous drive for innovation and digitalization in Swedish health care, either in the form of large national or regional projects that are deemed hard to influence, or as small projects such as freestanding apps that cannot make use of available health care data. There are few opportunities to learn from other organizations; almost no other organization exists that uses similar technologies, and if they do, they mostly concern patient groups other than those within mental health services.

Project-Specific Complexity
The specific project to develop and deploy the technology across the Department brings challenges related to technical, structural, operational, and sociopolitical complexities. These include the fact that the technology does not yet exist in a robust and dependable form and that regulatory requirements related to secure authentication and access to patient-specific data are not finalized.

Structural and operational complexities include the fact that the technology depends on several other systems to access data. Lines of responsibility for tasks and deliverables are not yet defined, and there is a high dependency on key individuals in a small development team. The people managing the project are not wholly allocated to the project and do not have adequate control over resources, including project staff. Other key projects, particularly the new health information system implementation, can have a major impact on the project.

Sociopolitical complexities stem from the lack of a senior sponsor in the larger hospital and health system organization who recognizes the benefits of the dashboard initiative and can facilitate its progress. Its internal value proposition (within the Department) is clearer than a possible external business case, implying that organizational benefits, costs, and risks are largely unknown.

Experiences With Using the Nonadoption, Abandonment, and Challenges to Scale-Up, Spread, and Sustainability Complexity Assessment Tool (NASSS-CAT)

The thematic analysis of data for the stakeholders’ experiences of the use and usefulness of NASSS-CAT complexity mapping yielded 3 themes: new insights, threshold to start using NASSS-CAT, and inclusion of relevant stakeholders. These are presented with illustrative quotes from workshop participants. Quotes were translated from Swedish.

New Insights
Using the tool in a workshop increased awareness of the role of complexity. Participants highlighted the importance of identifying complexity and of possibilities to address it in this project in particular and in other future projects in general. Opinions varied about when in the process the tool would bring the greatest benefit or whether it ought to be used throughout the whole project.

(Complexity mapping) supports getting perspective and new insights that might help in addressing challenges differently. [Participant 2, director]

I think this (the NASSS-domains) is helpful in (identifying) what to consider in the different digitalization projects and deployment initiatives before getting on with it. [Participant 5, developer]

Threshold to Start Using the Nonadoption, Abandonment, and Challenges to Scale-Up, Spread, and Sustainability Complexity Assessment Tool (NASSS-CAT)

Participants stated that a basic understanding of the assessment tool’s core concepts would be helpful before starting to use it. During the workshop, the participating authors needed to interpret several NASSS-CAT concepts in light of the local dashboard context for workshop participants (eg, does the “organization(s)” include the IT department or do “users” also include any family members present at a patient’s visit to the outpatient unit?).

We discussed the meaning of different concepts and had different interpretations. Maybe preparations could have helped. [Participant 1, manager]

Less time had been necessary to use to gain a mutual understanding of concepts, if they, in advance, had been defined more specifically in relation to the project. [Participant 4, manager]

Inclusion of Relevant Stakeholders
Several challenges surfaced during the workshop that could not be addressed directly because they depended on functions or parts of the organization that were not represented at the workshop, such as the IT department. Participants wished to include them in the complexity assessment to get a better understanding and in the development and deployment of the technology to increase the chances of success. Another issue discussed during the workshop was the importance of creating shared experiences and insights for staff and leaders by allocating time to participate in such an exercise.
I think it could have been a very interesting discussion if other parts of the organization had been represented here with more people with other perspectives on these matters. It would have been great. [Participant 4, manager]

I believe it would have been important for more people to attend today to share some of the experiences. It creates more power to move on, actually. [Participant 2, director]

Practical Implications

By using the second part of the NASSS-CAT in particular, with questions to prompt consideration of how to handle complexity, the simple rules for managing technology projects in complex systems (Textbox 1), and the feedback from directors and managers on the complexity analysis through the feedback and validation sessions, the following practical implications were identified, serving as project-specific recommendations:

1. Develop a clear value proposition with information on costs, benefits, and risks. This can guide decisions to make more resources available or to halt further development.
2. Update the overall vision and maintain dialogue to keep it common and up-to-date as the initiative evolves (Rule 2).
3. Strengthen the project’s leadership and support structure by clarifying how the project is governed and organized. Earmark resources for it in terms of both money and dedicated time of key individuals (Rules 1 and 5).
4. Maximize benefits and minimize complexity by focusing on parts of the technology/innovation with a lower threshold to deployment (Rules 4-9) related to the front-line users: case managers, psychiatrists, and patients. Set and keep the scope of the development and deployment project by using measures to monitor and understand progress and benefits such as saving time, reducing administration, and gaining a better overview.
5. Act strategically in the wider context (Rules 9 and 10) to strengthen the initiative by creating a strategy and plan for communication upwards in the organizational hierarchy and outwards to gain acceptance and sponsorship from key individuals (Rule 3), considering if “rebranding” can make the dashboard’s development and its work processes better fit into the policy context, and connecting to other departments that develop, use, or evaluate similar technologies.

Discussion

Principal Findings

The dashboard initiative’s complexity profile – with considerable complexity demonstrated in 6 of 7 domains – indicates that the initiative is unlikely to proceed successfully under current circumstances, reflecting the observation of Maylor et al [31]: “the greater the complexity posed by a project, the lower the chance that any successful outcome, let alone an innovative one, will be achieved.” Nevertheless, using complexity as a lens when assessing the initiative was perceived as meaningful since it revealed not only challenges but also strengths. Developing the dashboard locally resulted in a high level of engagement and readiness to participate among both health care professionals and patients in focus groups, user testing, and pilots. The collaboration and codesign of technologies and work routines in the local development project might explain why participating stakeholders in the workshop perceived the domain of “intended adopters” to be the least complex when considering further deployment of the dashboard. Perhaps the greatest remaining complexity in the dashboard project concerns the challenges of connecting top-down and bottom-up initiatives and processes, whether related to the development and spread of the dashboard or the related technology, goal alignment, or governance.

Methodological Considerations

There are several limitations to this study. It is a small, single case study of an application of the NASSS-CAT to see if it could be useful in a local development and deployment project. It is restricted to use in the local project and does not test the usability and usefulness of the tool at higher levels in the organization, such as macro-level leadership or involvement from the regional IT department, even though the project has strong interdependencies to those parts of the organization. Patient involvement in the use of the complexity assessment tool could have helped gather further useful information, but the involvement of patients has been restricted to the development of the digital dashboard and not the use of NASSS-CAT. Assessing the complexity of a technology project can aid in understanding and planning but may not be enough on its own to identify what needs to be addressed to succeed with scale-up and spread of innovations [36]. Further research is needed to identify how complexity assessment, using the NASSS-CAT, at various levels of organizations from individuals to the top management can support the development and deployment of new technologies in complex health care contexts.

Conclusions

Complexity assessment of the dashboard project using the NASSS-CAT helped highlight important areas and challenges identified through rigorous research as important in the development and deployment projects of new technologies in health care settings. Experiences from the workshop and validation sessions showed that domains that otherwise might have been neglected received more attention and were brought forward to subsequent planning of the project. The assessment identified strengths of the dashboard initiative to further build upon, while also exposing wider organizational complexity that can challenge the process and spread of the initiative. The assessment helped stakeholders generate specific ideas for how to reduce complexity and strengthen the ability to manage any remaining complexity. This pilot testing of the NASSS-CAT in a real-life setting suggested that the NASSS-CAT can provide participants with a greater understanding of complexities in digitalization projects in general.

http://www.jmir.org/2020/4/e15521/
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Abstract

Background: Societies around the world are aging. Widespread aging creates problems for social services and health care practices. In this light, research on connected health (CH) is becoming essential. CH refers to a variety of technological measures that allow health care to be provided remotely with the aim of increasing efficiency, cost-effectiveness, and satisfaction on the part of health care recipients. CH is reshaping health care’s direction to be more proactive, more preventive, and more precisely targeted and, thus, more effective. CH has been demonstrated to have great value in managing and preventing chronic diseases, which create huge burdens on health care and social services. In short, CH provides promising solutions to diseases and social challenges associated with aging populations. However, there are many barriers that need to be overcome before CH can be successfully and widely implemented.

Objective: The research question of this study is as follows: How can CH facilitate smart, remote, and targeted health care? The objective is to identify how health care can be managed in more comprehensive ways, such as by providing timely, flexible, accessible, and personalized services to preserve continuity and offer high-quality seamless health care.

Methods: A qualitative approach was used based on 60 multistage, semistructured stakeholder interviews.

Results: The results can be divided into two functions of CH: ecosystem and platform. On the one hand, the interviews enabled the authors to develop a stakeholder classification and interaction diagram. These stakeholders interacted sequentially to provide technology-based content to end users. On the other hand, interviewees reflected on how CH serves as a platform to address remote monitoring and patient self-management. In the Discussion section, three innovation strategies are discussed to reflect the manner in which CH promotes smart, timely, and precise health care.

Conclusions: This study indicates that it is essential to continually revise CH business models, given the ongoing and rapid changes in technology across groups of CH stakeholders. We also found that global trends toward smart, timely, and precise health care shape what individuals expect from products and services, providing firms with unique opportunities for growth.

(J Med Internet Res 2020;22(4):e14201) doi:10.2196/14201
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Introduction

Background

Our society is aging. This trend is projected to result in increased chronic health conditions and potential labor shortages. As traditional health care models are not fully equipped to face the unique challenges of providing health care for an aging society, innovative practices are being proposed and developed to decrease the pressures of widespread aging. Through self-management and remote monitoring platforms, connected health (CH) has been offered as a new technology-based model of health care delivery that presents a promising solution for future, aging-oriented health care [1].

The rise of CH is attributable to four factors. The first factor is related to the widespread tendency to pursue excellence in health care through the promotion and monitoring of health care services’ quality, efficiency, safety, and level of customer service. Because of this tendency, health professionals and institutions demand that health care services be more accessible, of a higher quality, and more efficient, so they often turn to CH [2]. Second, aging populations have increased health care costs due to the increase in chronic conditions, higher survival rates among patients fighting serious diseases, and longer lifespans that accompany aging [3]. Thus, the health care economy has become more complex than in the past as evidenced by the rising costs of caring for changing demographics. Third, increasingly frequent provider shortages and other relevant issues, including the geographic dispersion of families and troubling disparities in care between ethnic groups, are significant concerns for aging populations [4]. Lastly, patients in varying contexts have demanded better customer service from health care providers [5]. Some authors suggest that the development of consumerism in health care may be a catalyst for the development of patient-centric health care [6-8]. In combination, these factors have created a stronger impetus to force health care innovation from both within and outside the ecosystem.

Although CH seeks to make health care services more proactive, preventive, and precisely targeted, there are many challenges and barriers to its sustainable implementation that need to be addressed and overcome. These challenges include the cost of devices, privacy and data security concerns, health system bureaucracy, and training health professionals and patients to use new technologies. This study identifies strategies to make health care systems smarter, timelier, and more precise by exploring the interaction of stakeholders in the CH ecosystem and CH’s role as a platform.

Study Design and Conceptual Framework

Figure 1 illustrates the conceptual framework that forms the basis for this study. First, we reviewed definitions of CH in the literature to determine its main features. Second, three features of timely, smart, and targeted care were determined and applied to evaluate how patient-centric health care services can be delivered through CH. Third, we conducted interviews and engaged case studies to identify effective strategies for the implementation of CH. Although CH is promising, many challenges, such as issues of cost, infrastructure, technology, and business sustainability, still remain to be overcome. Therefore, we examined extant and innovative strategies for implementing CH and/or augmenting existing health care systems and interviewed relevant stakeholders in the CH ecosystem to discover how to reach these goals. Finally, the results were analyzed with an eye to expressing the implications of addressing a comprehensive health care system that can fulfill patients’ needs and suggestions on how to do so.

Definition of Connected Health

Broadly speaking, CH is an umbrella term that covers the telemedicine family spectrum. An increasingly developed base of knowledge around CH and CH practices has generated many definitions of exactly what CH is [2,8]. For instance, the American Medical Association (AMA) defines CH as a model that utilizes technology to maximize health care resources and offer enhanced, flexible opportunities for patients to engage with clinicians and better self-manage their care [9]. In order to achieve these goals, many technologies, including telemedicine and mobile health, are used to facilitate remote,
mobile, and site-to-site medical care. To focus our research, we classified definitions of CH into three types based on their salient features: remote, smart, and precise. This study then defines CH as a platform that offers remote monitoring and self-management, helping patients to address their own health care needs in a smart, timely, and precise manner through information and communication technologies (ICTs). Below, we briefly discuss our three classifications of CH definitions.

Remote Health Care

Remote medical care is a key feature of CH [3-5,9-12]. Studies indicate that both the concept of remote health care and the practical application of information technology systems to health care include aspects of remote medical care, such as a telecare medicine information system, a personally controlled health records system, and patient monitoring. These studies further point out that in CH applications, “user authentication can ensure the legality of patients’ care” [13]. Remote health care–focused definitions of CH are often seen as part of a new lexicon for telemedicine, even though these definitions and their proponents may exhibit a greater focus on how to best connect clients and health care professionals.

Smart Health Care

Although technology plays a significant role in CH, researchers indicate that CH is not just about technologies, but its relationship with people and the health care system [14]. Smart-oriented definitions of CH demonstrate how CH is not just about health care and technology, but about managing patients and their care [12,14]; they indicate that CH is a new model for health management and that CH has the potential to put the correct information in the correct hands at the correct time, thus improving decision making and care. These decisions can “save lives, save money and ensure a better quality of life during and after treatment.” CH can help deliver better health outcomes by allocating health resources more efficiently and effectively via the better management and integration of health care systems and services, which are, in theory, typified by smart health care.

According to the literature review, CH tends to be a combination of people, processes, and technology [4,15]. Take, for example, the following definition: “connected health...refers to a conceptual model for health management where devices, services or interventions are designed around the patient’s needs” [15]. Based on this definition, CH is a patient-centered care model where the patient is at the center of the processes that connect stakeholders—a process that takes place over a variety of settings, from the patient’s home to an acute care setting. This definition also indicates that patient care pathways, revenue models, and data analytics can be connected through technology in the CH platform. Therefore, technology can enable the implementation of a more proactive, episodic health care model, which is starkly different from the more reactive model of conventional health care. With the assistance of technology, health care professionals, patients, and/or caregivers can be empowered to engage in more effective and efficient health care.

Precise Health Care

CH differs from conventional health care in that it collects data in a timely and seamless fashion, thus providing more information for clinicians to address patients’ precise health care needs [2]. Furthermore, “stakeholders in the process are connected...using timely sharing and presentation of accurate and pertinent information regarding patient status through the smarter use of data, devices, communication platforms and people” [16]. Therefore, through CH, patients can receive care in a manner that is as efficient and precise as possible.

Value Propositions Based on Trends

As noted above, the patient-centric values of CH can be defined and classified into smart, timely, and precise care. The relevant literature reviews how such values can be proposed and captured through strategies. Values are created by a value chain comprising suppliers, firms, and buyers [17]. How much value can be captured via strategies depends on the capacity of these strategies to add value to a given service or care practice. The analysis of value-based business strategies depends on the cooperative game theory among firms, how they act toward one another as competitors, firms’ willingness to pay, and the opportunity costs of acting. Although value types vary, value propositions in business models are the key to increase the attraction of firms’ willingness to pay [18]. Three innovative strategies have been identified to potentially rebuild the business model: infused and augment, combine and transcend, and counteract and realign [19]. We review examples from prominent companies in the literature to support the idea that these strategies can influence success in service innovation [12,19]. Furthermore, innovation should be inspired by clients’ motivations and innovations’ appeal to clients; therefore, using these strategies may be an effective way to achieve this goal.

Despite the importance of value propositions and strategic planning, most research focuses on two primary performance factors: cost-effectiveness and operational efficiency [21]. Although the qualities of timely, smart, and precise health care are essential to create a patient-centric health care model, more research is required to explore how these goals can be achieved in practice. According to the literature, technology is not the sole factor driving more personalized health care services. Management and other factors that involve qualitative components may help to maintain human esteem and dignity through a CH platform [22,23]. Although CH’s value has been demonstrated in the management of chronic diseases, researchers expect tremendous progress in CH’s applications in disease prevention [24]. The proliferation of advanced technology enables CH to be more proactive than conventional medicine [25]. Thus, a qualitative approach is employed to achieve the goal of providing more proactive, preventative, and precise health care.

Despite the positive impacts of CH described above, barriers to implementing CH still need to be identified and overcome in order to accelerate and deliver more effective and cost-efficient health care models [15]. Health care that is proactive, preventive, and targeted is likely to reduce many of the burdens of an aging society [26,27]. Yet, there is still a gap
in the research regarding how medical interventions such as the implementation of CH can both be effective and also maintain the dignity of elderly patients [28]. To fill this gap, this study explores the relationship between technology and wellness, and how both have been optimized in certain cases. It identifies the preconditions and essential requirements for developing a CH ecosystem and provides typical, illustrative case studies to answer the research question. Therefore, this study aims to qualitatively explore and discover hitherto unknown aspects of how health care can be more comprehensive by being smarter, timelier, and more precise.

Methods

Overview

This study uses literature reviews and empirical research to investigate how timely, smart, and targeted health care can be achieved via CH platforms. Although the majority of CH research has used quantitative methods to test and validate assumptions [29-31], this study utilized a qualitative research method, conducting 60 interviews that were designed to answer the research question and explore the unknown and novel phenomena of health care in an aging society. We employed three methods to identify stakeholders in the CH ecosystem: (1) reviewing the CH organizational process assets (ie, the plans, processes, policies, procedures, and knowledge bases specific to and used by the performing organization) and their environmental factors; (2) interviewing experts in the field of CH; and (3) conducting brainstorming sessions. Regarding CH-related value propositions, the strategies based on trends in the literature are relevant. Therefore, the innovative strategies proposed in previous studies [19] are employed as a foundation for classifying and discussing the results of this study.

Research Methodology

Owing to the developmental nature of CH literature, this study used an exploratory and inductive theory-building approach based on our 60 multistage, semistructured stakeholder interviews. The target sample we used to address the research question was CH stakeholders and experts, including medical researchers, industry leaders, government officials, and end users. This qualitative methodology facilitates a better understanding of a rapidly developing discourse, such as that of CH, by exploring and using insightful input, having broader discussions, and synthesizing diverse opinions [29,31]. Thus, this approach can be used to bridge the knowledge gaps in literature.

Recruitment Criteria of the Participants

Stakeholders and experts were selected for the interviews according to ethical guidelines. This study was approved by Ulster University’s institutional review board (reference No. RG3 RMcAdam2). The study’s participants included health care professionals, industry players, academic researchers, and government agents. The researchers identified participants’ backgrounds, competencies, gender, etc, as they may relate to the outcomes of this research. Our semistructured interview guide comprised the following: (1) working sectors, (2) background information, (3) gender, and (4) levels of competency.

Taiwan was selected as a case study to explore the myriad phenomena accompanying aging populations and test strategies for the development and implementation of CH. We chose this case study because Taiwan has experienced both significant challenges and progress in its core health care activities. Another reason for choosing Taiwan was because of its complete CH business ecosystem, which includes mature ICT applied to health care practices and an integrated health care system. Approaching our research questions through the multi-stakeholder case study of Taiwan helps us to explore rich contextual information by asking what and how questions, rather than generalizing principles to a population [29,31]. Multistage interviews were conducted to deepen the research by iteratively collecting data [29]. The data were collected using a multistage approach with interviewees, considering the CH ecosystem’s progressive and multidimensional nature. This is illustrated in Tables 1-3.

Pilot interviews were conducted (n=16) with key CH influencers across stakeholder groupings to explore the CH phenomenon and identify the primary contributing factors and stakeholders in Taiwan’s CH ecosystem. Next, Stage 1 interviews (n=22) were held with CH stakeholders who were identified from the pilot stage interviews’ findings and analysis. An analysis was conducted using a snowball sampling method [32]. Stage 2 interviews (n=22) were conducted 1 year after the Stage 1 interviews to explore how systemic problems develop and persist over time in CH ecosystems and to review longitudinal changes from a Business Model Innovation (BMI) perspective in terms of the sustainability of CH.

The pilot interviews were conducted in order to confirm the need for, and significance of, further CH research. This pilot study was also advantageous because it identified potential directions and perspectives for conducting the multistage interviews, which helped us collect data more effectively. The results of the pilot interviews suggested that further study of CH is meaningful. Barriers that obscured the development of CH were further investigated in the Stage 1 interviews. As mentioned above, 16 interviewees were included in the pilot interviews (see Table 1). The majority were health care providers, as they have rich experience of CH technologies and services. Their feedback was significant in reflecting the effectiveness of CH products and services. Therefore, understanding their views is important in the design of successful and user-friendly interactive systems. This pilot interview focused on medical doctors and health professionals rather than patients and their families, due to ethical concerns.
Table 1. Profiles of the pilot study interviewees.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Sector and participants in that sector (n=16), n (%)</th>
<th>Organization</th>
<th>Gender(^a)</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Industry, 2 (13)</td>
<td>June Sun Digicom</td>
<td>Male</td>
<td>General Manager</td>
</tr>
<tr>
<td>2</td>
<td>Industry, 2 (13)</td>
<td>DigiO2</td>
<td>Male</td>
<td>Tech Advisor</td>
</tr>
<tr>
<td>3</td>
<td>Government or semigovernment, 2 (13)</td>
<td>Taiwan Forces for Medical Travel</td>
<td>Male</td>
<td>Chief Executive Officer (CEO)</td>
</tr>
<tr>
<td>4</td>
<td>Government or semigovernment, 2 (13)</td>
<td>Taiwan Forces for Medical Travel</td>
<td>Female</td>
<td>Vice Project Manager</td>
</tr>
<tr>
<td>5</td>
<td>Academia, 1 (6)</td>
<td>Taipei Medical University, School of Gerontology Health Management, College of Nursing</td>
<td>Female</td>
<td>Assistant Professor or Attending Physician</td>
</tr>
<tr>
<td>6</td>
<td>Health care providers, 11 (69)</td>
<td>Chang Gung Memorial Health Village</td>
<td>Female</td>
<td>Staff</td>
</tr>
<tr>
<td>7</td>
<td>Health care providers, 11 (69)</td>
<td>Antai Medical Care Hospital</td>
<td>Male</td>
<td>Director or General Practitioner (GP)</td>
</tr>
<tr>
<td>8</td>
<td>Health care providers, 11 (69)</td>
<td>Antai Medical Care Hospital</td>
<td>Female</td>
<td>GP</td>
</tr>
<tr>
<td>9</td>
<td>Health care providers, 11 (69)</td>
<td>San-Chung Health Center</td>
<td>Female</td>
<td>Head Nurse</td>
</tr>
<tr>
<td>10</td>
<td>Health care providers, 11 (69)</td>
<td>YR Chinese Medicine Clinic</td>
<td>Male</td>
<td>Doctor</td>
</tr>
<tr>
<td>11</td>
<td>Health care providers, 11 (69)</td>
<td>YR Chinese Medicine Clinic</td>
<td>Female</td>
<td>Manager</td>
</tr>
<tr>
<td>12</td>
<td>Health care providers, 11 (69)</td>
<td>Tri-service General Hospital</td>
<td>Male</td>
<td>Medical Doctor</td>
</tr>
<tr>
<td>13</td>
<td>Health care providers, 11 (69)</td>
<td>Taiwan University Hospital</td>
<td>Male</td>
<td>Medical Doctor</td>
</tr>
<tr>
<td>14</td>
<td>Health care providers, 11 (69)</td>
<td>Kaohsiung Municipal Hsiaokang Hospital</td>
<td>Female</td>
<td>Pharmacist</td>
</tr>
<tr>
<td>15</td>
<td>Health care providers, 11 (69)</td>
<td>Zhang Bi Zheng Family Physicians’ Clinic</td>
<td>Male</td>
<td>Director or GP</td>
</tr>
<tr>
<td>16</td>
<td>Health care providers, 11 (69)</td>
<td>Home Physician</td>
<td>Male</td>
<td>Therapist</td>
</tr>
</tbody>
</table>

\(^a\)The sample was made up of 56% (9/16) males and 44% (7/16) females.
Table 2. Profiles of Stage 1 interviewees.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Sector and participants in that sector (n=22), n (%)</th>
<th>Organization</th>
<th>Gender</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Industry, 8 (36)</td>
<td>Netown</td>
<td>Male</td>
<td>Sales</td>
</tr>
<tr>
<td>18</td>
<td>Industry, 8 (36)</td>
<td>Far EaTone Telecommunications</td>
<td>Male</td>
<td>Senior Engineer</td>
</tr>
<tr>
<td>19</td>
<td>Industry, 8 (36)</td>
<td>Far EaTone Telecommunications</td>
<td>Male</td>
<td>Senior Engineer</td>
</tr>
<tr>
<td>20</td>
<td>Industry, 8 (36)</td>
<td>Huede Technology</td>
<td>Male</td>
<td>Chief Executive Officer (CEO)</td>
</tr>
<tr>
<td>21</td>
<td>Industry, 8 (36)</td>
<td>Huede Technology</td>
<td>Female</td>
<td>Nurse or Health Management</td>
</tr>
<tr>
<td>22</td>
<td>Industry, 8 (36)</td>
<td>Guidercare</td>
<td>Male</td>
<td>Vice President</td>
</tr>
<tr>
<td>23</td>
<td>Industry, 8 (36)</td>
<td>Acomotech</td>
<td>Male</td>
<td>Tech Advisor</td>
</tr>
<tr>
<td>24</td>
<td>Industry, 8 (36)</td>
<td>Medsense</td>
<td>Male</td>
<td>Founder</td>
</tr>
<tr>
<td>25</td>
<td>Government, 2 (9)</td>
<td>Ministry of Health &amp; Welfare</td>
<td>Male</td>
<td>Director of ICT(^b) Department</td>
</tr>
<tr>
<td>26</td>
<td>Government, 2 (9)</td>
<td>Sang Chung Health Center</td>
<td>Male</td>
<td>Administrator</td>
</tr>
<tr>
<td>27</td>
<td>Academia, 3 (14)</td>
<td>National Taiwan University</td>
<td>Male</td>
<td>Director or Professor</td>
</tr>
<tr>
<td>28</td>
<td>Academia, 3 (14)</td>
<td>National Taipei University of Technology</td>
<td>Female</td>
<td>Lecturer</td>
</tr>
<tr>
<td>29</td>
<td>Academia, 3 (14)</td>
<td>UL (Underwriters Laboratories) Life &amp; Health</td>
<td>Male</td>
<td>Sales Manager</td>
</tr>
<tr>
<td>30</td>
<td>Health care providers, 9 (41)</td>
<td>Luo Dong Care Institute</td>
<td>Male</td>
<td>CEO</td>
</tr>
<tr>
<td>31</td>
<td>Health care providers, 9 (41)</td>
<td>En Chu Kong Hospital</td>
<td>Female</td>
<td>Senior Nurse</td>
</tr>
<tr>
<td>32</td>
<td>Health care providers, 9 (41)</td>
<td>Taoyuan Fu Hsing Township Health Station</td>
<td>Male</td>
<td>Director or General Practitioner (GP)</td>
</tr>
<tr>
<td>33</td>
<td>Health care providers, 9 (41)</td>
<td>Taoyuan Fu Hsing Township Health Station</td>
<td>Female</td>
<td>Head Nurse</td>
</tr>
<tr>
<td>34</td>
<td>Health care providers, 9 (41)</td>
<td>Taipei Medical University, Telehealth &amp; Telecare Center</td>
<td>Female</td>
<td>Director or Health Management</td>
</tr>
<tr>
<td>35</td>
<td>Health care providers, 9 (41)</td>
<td>Mennonite Christian Hospital</td>
<td>Male</td>
<td>Management of Information Service (MIS) Director</td>
</tr>
<tr>
<td>36</td>
<td>Health care providers, 9 (41)</td>
<td>Mennonite Christian Hospital</td>
<td>Female</td>
<td>Head Nurse</td>
</tr>
<tr>
<td>37</td>
<td>Health care providers, 9 (41)</td>
<td>Taiwan University Hospital, Telehealth Center</td>
<td>Female</td>
<td>Nurse or Health Management</td>
</tr>
<tr>
<td>38</td>
<td>Health care providers, 9 (41)</td>
<td>Taiwan University Hospital</td>
<td>Male</td>
<td>GP</td>
</tr>
</tbody>
</table>

\(^a\)The sample was made up of 68% (15/22) males and 32% (7/22) females.  
\(^b\)ICT: information and communication technology.
Table 3. Profiles of Stage 2 interviewees.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Sector and participants in that sector (n=22)</th>
<th>Organization</th>
<th>Gender</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>Industry, 15 (68)</td>
<td>Agfa HealthCare Image (imaging technology)</td>
<td>Male</td>
<td>Consultant</td>
</tr>
<tr>
<td>40</td>
<td>Industry, 15 (68)</td>
<td>Asus Compute Inc (internet technology)</td>
<td>Male</td>
<td>Senior Manager</td>
</tr>
<tr>
<td>41</td>
<td>Industry, 15 (68)</td>
<td>G-cloud UK (cloud computing technology)</td>
<td>Male</td>
<td>Chief Executive Officer (CEO)</td>
</tr>
<tr>
<td>42</td>
<td>Industry, 15 (68)</td>
<td>Sheng-En Development Co (value network)</td>
<td>Male</td>
<td>Division Manager</td>
</tr>
<tr>
<td>43</td>
<td>Industry, 15 (68)</td>
<td>Asus Cloud Corporation (internet, storage, and cloud computing technology)</td>
<td>Male</td>
<td>Department Director</td>
</tr>
<tr>
<td>44</td>
<td>Industry, 15 (68)</td>
<td>Far EastTone Telecommunications</td>
<td>Male</td>
<td>Director</td>
</tr>
<tr>
<td>45</td>
<td>Industry, 15 (68)</td>
<td>Taidoc/Fora Care</td>
<td>Male</td>
<td>Sales Manager</td>
</tr>
<tr>
<td>46</td>
<td>Industry, 15 (68)</td>
<td>Smart Catch International Co, Ltd</td>
<td>Female</td>
<td>Specialist</td>
</tr>
<tr>
<td>47</td>
<td>Industry, 15 (68)</td>
<td>MitraStar</td>
<td>Male</td>
<td>Senior Director</td>
</tr>
<tr>
<td>48</td>
<td>Industry, 15 (68)</td>
<td>Gemtek Technology Co, Ltd</td>
<td>Female</td>
<td>Product Manager</td>
</tr>
<tr>
<td>49</td>
<td>Industry, 15 (68)</td>
<td>Z-Com/ZWA Inc</td>
<td>Male</td>
<td>Sales Director</td>
</tr>
<tr>
<td>50</td>
<td>Industry, 15 (68)</td>
<td>Isentek/Partnership with TXCorporation</td>
<td>Female</td>
<td>Deputy Sales Manager</td>
</tr>
<tr>
<td>51</td>
<td>Industry, 15 (68)</td>
<td>Through Tek Technology (TUTK) Co, Ltd</td>
<td>Female</td>
<td>Product Manager</td>
</tr>
<tr>
<td>52</td>
<td>Industry, 15 (68)</td>
<td>Pioneer Material Precision Tech</td>
<td>Female</td>
<td>Buyer</td>
</tr>
<tr>
<td>53</td>
<td>Industry, 15 (68)</td>
<td>Auden Group</td>
<td>Female</td>
<td>Executive Assistant</td>
</tr>
<tr>
<td>54</td>
<td>Health care providers, 6 (27)</td>
<td>CH Healthy Village (value network)</td>
<td>Female</td>
<td>Division Manager</td>
</tr>
<tr>
<td>55</td>
<td>Health care providers, 6 (27)</td>
<td>Changhua Christian Hospital (CCH) (telecare health service center) (BMI)</td>
<td>Female</td>
<td>Head Nurse</td>
</tr>
<tr>
<td>56</td>
<td>Health care providers, 6 (27)</td>
<td>CK Memorial Hospital (health professional)</td>
<td>Female</td>
<td>Senior Pharmacist</td>
</tr>
<tr>
<td>57</td>
<td>Health care providers, 6 (27)</td>
<td>Tai Tong Health Center (CH consumer in remote area)</td>
<td>Male</td>
<td>Medical Doctor</td>
</tr>
<tr>
<td>58</td>
<td>Health care providers, 6 (27)</td>
<td>Show-Chwan Hospital</td>
<td>Female</td>
<td>Nurse</td>
</tr>
<tr>
<td>59</td>
<td>Health care providers, 6 (27)</td>
<td>Show-Chwan Hospital</td>
<td>Female</td>
<td>Nurse</td>
</tr>
<tr>
<td>60</td>
<td>Academia, 1 (5)</td>
<td>Industrial Technology Research Institute/Ministry of Economic Affairs (MOEA)</td>
<td>Female</td>
<td>Manager</td>
</tr>
</tbody>
</table>

The sample was made up of 45% (10/22) males and 55% (12/22) females.

CH: connected health.

BMI: Business Model Innovation.

The Stage 1 interview asked participants to consider problems reported in the literature on CH. These questions covered the cost of implementing CH and creating the necessary infrastructure and technology, business sustainability, different CH business models, collaboration, and communication-related issues. The results were analyzed to identify further knowledge gaps and to increase the depth of current knowledge. Stage 2 interviews addressed the gaps identified in Stage 1 and sought to discover insights of sustaining CH businesses. Due to the challenges of time limits and the distance of remote areas in Taiwan during data collection, we required two phases of interviews to ensure that we adequately covered some important issues and themes.

Interviews lasted between 1 and 2 hours and were transcribed and coded using NVivo 10 (QSR International) qualitative data analysis software. Different data sources, including interviews, documents, and public records, were synthesized and coded for data triangulation to increase the credibility and validity of the study’s results [29]. Data were cleaned through an integration process to merge different terms with similar meanings. For
example, CH could be called remote health, telehealth, and telecare in the interviews; these terms were merged because the interviewees used them to refer to the same thing. Inaccurate, incomplete, or irrelevant parts of the dataset were detected, corrected, or removed from the raw data in the data-cleaning phase. The data were then clustered and coded.

The data analysis strategy of this study included thematic and systematic approaches in a collaborative qualitative analysis. The data collected underwent a deep familiarization, and this led to the development of major themes, which in turn organized the thematic analysis. This study utilized NVivo 10 to analyze the interview data by grouping words or sentences based on how frequently they occurred in the interviews. Content analysis was conducted to objectively and systematically induce meaning on the content through coding [33]. This analysis adopted a grounded theoretical approach. Initially, we drew out coded data and themes with the potential for rapid change. The number of new and emerging themes gradually diminished, and the number of refinements to these themes decreased until theoretical saturation was met. The data collection and iterative analysis were repeated until saturation occurred. The data were summarized, confirmed, and discussed in subsequent interviews with the same interviewees from the pilot stage, Stage 1, and Stage 2. This process was intended to ensure the data’s reliability and validity. This method is beneficial as the interviews’ primary content can be confirmed and corrected quickly by experts in the CH ecosystem. Throughout the process, constant reference to existing literature contributed to the data analysis [29].

**Results**

This study employed both thematic analysis and systematic content analysis. The results are sequentially demonstrated in the following subsections.

**Results of Thematic Analysis**

Figure 2 shows the results of thematic analysis in terms of how qualitative data were coded and iteratively compared and integrated into themes. For instance, the description “the distance and time spent for remote residents visiting health facilities...” and the non-cost-effectiveness of “...remote health...” were coded as geographic isolation barriers and developed into the theme of remote health according to iterative comparison. Other interview data were clustered and merged according to a similar mechanism.

Figure 3 illustrates a map of how codes converged as themes from the qualitative data. Codes for integration, communication, bureaucracy, ecosystem, self-management, and interdisciplinary talent were merged as the theme smart health. Seamless, contiguity, prevention, targeted health, and personalized health were categorized into precision medicine. The theme remote health covered flexibility, accessibility, empowerment, timely manner, geographic isolation, wider coverage, and security concerns. In summary, smart health, precision medicine, and remote health consisted of the CH features.

Figure 2. Results of thematic analysis.
Results of Systematic Analysis

NVivo 10 was used to analyze the interview data by grouping words or sentences based on how frequently they occurred in the interviews. The results are shown in Table 4 and Multimedia Appendix 1. According to the word cloud of Multimedia Appendix 1 it is noticeable that keywords such as care, business, data, system, model, time, technology, government, and management were most frequently mentioned in the interviews. The word-frequency framework was used to identify meaningful words and their potential significance. The words that frequently occurred were clustered into three themes: technology, organization, and leadership and management issues (see Table 4). These words that were shown the most frequently were compared according to the original context and grouped into key themes.

Results of the analyses conducted on the interview data are summarized and presented in the following sections: (1) CH as an ecosystem, (2) CH as a platform, and (3) CH’s innovative strategies based on value propositions. First, the principles adopted to identify stakeholders in the ecosystem, based on the power and interest of their ability to affect CH’s objectives, were reviewed. The stakeholder interaction diagram (see Figure 4) was created based on the foundation of a previous study that identified stakeholders in the CH ecosystem [34]. In our diagram, governments take the lead and initiate the infrastructure projects needed to implement CH, and the sequential interaction that follows provides technology-based content to end-user stakeholders. Second, CH as a platform enables remote monitoring and makes patients’ self-management possible. Moreover, interviewees contributed insights regarding the challenges that the implementation of CH faces and how they can be addressed. Third, CH’s innovative strategies based on value propositions were referred to the value propositions from current trends, which may inspire practitioners and policy makers. Three innovation strategies, based on information emanating from Harvard Business School, are discussed to reflect how timely, smart, and targeted health care can be delivered via the CH platform [12].

Figure 4 illustrates the overall CH ecosystem, along with relationships between stakeholders and players [35]. Figure 4 identifies eight types of stakeholders and players, which can be classified into three sectors: government, industry, and academia. Policy making and infrastructure building, led by government, initiates the implementation of CH. Figure 4 demonstrates that governments are influential throughout the CH stakeholder ecosystem, as they fund many short-term projects and initiate the infrastructure required for CH’s implementation.

Academia allows the research, discovery, innovation, and transfer of knowledge regarding CH processes to entities such as government stakeholders, and academic stakeholders are influential throughout the CH ecosystem. Although academia is primarily involved in the development of CH technology, it has become increasingly involved in the social, business, and marketing aspects of value-centric CH.

Finally, industry stakeholders are major players in the CH ecosystem who offer services and manufacturing products for use by end users. Industry covers a variety of domains: (1)
software developers, (2) hardware manufacturers, (3) total solution providers, (4) CH service providers, (5) network services, and (6) end-user stakeholders. Besides the three major stakeholders mentioned above, other actors in the CH system include patients, patients’ families, doctors, nurses, caregivers, and additional persons, primarily volunteers.

Table 4. Themes and word frequencies.

<table>
<thead>
<tr>
<th>Theme and words</th>
<th>Word frequency (N=61,489), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology issues</strong></td>
<td></td>
</tr>
<tr>
<td>Care</td>
<td>289 (0.47)</td>
</tr>
<tr>
<td>Data</td>
<td>152 (0.25)</td>
</tr>
<tr>
<td>System</td>
<td>116 (0.19)</td>
</tr>
<tr>
<td>Model</td>
<td>112 (0.18)</td>
</tr>
<tr>
<td>Technology</td>
<td>109 (0.18)</td>
</tr>
<tr>
<td>Time</td>
<td>108 (0.18)</td>
</tr>
<tr>
<td>Information</td>
<td>93 (0.15)</td>
</tr>
<tr>
<td>Remote</td>
<td>79 (0.13)</td>
</tr>
<tr>
<td>Distance</td>
<td>72 (0.12)</td>
</tr>
<tr>
<td>Concept</td>
<td>64 (0.10)</td>
</tr>
<tr>
<td>Support</td>
<td>64 (0.10)</td>
</tr>
<tr>
<td>Research</td>
<td>61 (0.10)</td>
</tr>
<tr>
<td>Staff</td>
<td>61 (0.10)</td>
</tr>
<tr>
<td>Personal</td>
<td>60 (0.10)</td>
</tr>
<tr>
<td>Policy</td>
<td>60 (0.10)</td>
</tr>
<tr>
<td>Measuring</td>
<td>57 (0.09)</td>
</tr>
<tr>
<td>Cost</td>
<td>53 (0.09)</td>
</tr>
<tr>
<td>Innovation</td>
<td>53 (0.09)</td>
</tr>
<tr>
<td>Quality</td>
<td>48 (0.08)</td>
</tr>
<tr>
<td>Mobile</td>
<td>40 (0.07)</td>
</tr>
<tr>
<td>Cloud</td>
<td>42 (0.07)</td>
</tr>
<tr>
<td>Device</td>
<td>39 (0.06)</td>
</tr>
<tr>
<td>Smart</td>
<td>34 (0.06)</td>
</tr>
<tr>
<td><strong>Organization issues</strong></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>95 (0.15)</td>
</tr>
<tr>
<td>System</td>
<td>116 (0.19)</td>
</tr>
<tr>
<td>Business</td>
<td>189 (0.31)</td>
</tr>
<tr>
<td>Model</td>
<td>112 (0.18)</td>
</tr>
<tr>
<td>Support</td>
<td>64 (0.10)</td>
</tr>
<tr>
<td>Concept</td>
<td>64 (0.10)</td>
</tr>
<tr>
<td>Staff</td>
<td>61 (0.10)</td>
</tr>
<tr>
<td>Public</td>
<td>68 (0.11)</td>
</tr>
<tr>
<td><strong>Leadership and management issues</strong></td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td>83 (0.14)</td>
</tr>
<tr>
<td>Support</td>
<td>64 (0.10)</td>
</tr>
<tr>
<td>Time</td>
<td>108 (0.18)</td>
</tr>
<tr>
<td>Research</td>
<td>61 (0.10)</td>
</tr>
<tr>
<td>Concept</td>
<td>64 (0.10)</td>
</tr>
</tbody>
</table>
Connected Health as a Coexistent Ecosystem

Smart health care via a CH platform explores how health care and technology can coexist, each dependent on the other, rather than operating as separate entities in the CH ecosystem. This coexistence not only creates a health care system that can better respond to the needs of an aging society, but has the side effect of developing smarter health care methods. Therefore, it is relevant to reconsider the conventional concepts of technology and health care. As an ecosystem, CH is surrounded by software providers, hardware manufacturers, and health care professionals (see Figure 4).

As far as the sensitive nature of health care data is concerned, cybersecurity plays an important role in ensuring the safety of patients’ data. Therefore, it is critical to include the role of information technology (IT) security specialists in the CH ecosystem. They are incorporated within both the categories software developers and hardware manufacturers. Other relevant roles are covered in these eight categories, even though not all of them are named in Figure 4. For example, the role stakeholders with standardization is included within the category academia and consultant institutes. What is noticeable is that the role of interoperability personnel still remains to be developed according to many cases interviewed, although this role is essential for the success of CH’s implementation.

Followed by the main stakeholders in Figure 4, the classification of organizations and participants interviewed is provided in Table 5. This table classified the 60 participants from 34 organizations into eight categories according to the categories in Figure 4. When we found that some organizations bridged two or three categories, we classified them according to their main businesses. Despite having their own businesses and business concerns, they have to coexist to activate CH’s implementation.

Connected Health as a Platform of Remote Monitoring and Self-Management

This section presents the interview results regarding how CH functions as a platform of remote monitoring and self-management, based on the perspectives of participants shown in Table 6.
Table 5. The classification of organizations interviewed.

<table>
<thead>
<tr>
<th>Category and numbers</th>
<th>Organization name</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Software developers</strong></td>
<td>Far EasTone Telecommunications Smart City Division</td>
</tr>
<tr>
<td>101</td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>Guidercare</td>
</tr>
<tr>
<td><strong>2. Hardware manufacturers</strong></td>
<td>Netown Corporation</td>
</tr>
<tr>
<td>201</td>
<td></td>
</tr>
<tr>
<td>202</td>
<td>Far EasTone Telecommunications Technical Department</td>
</tr>
<tr>
<td>203</td>
<td>Huede Technology</td>
</tr>
<tr>
<td>204</td>
<td>Guidercare</td>
</tr>
<tr>
<td>205</td>
<td>Acomotech</td>
</tr>
<tr>
<td><strong>3. Total solution providers</strong></td>
<td>Netown Corporation</td>
</tr>
<tr>
<td>301</td>
<td></td>
</tr>
<tr>
<td>302</td>
<td>Far EasTone Telecommunications</td>
</tr>
<tr>
<td>303</td>
<td>Huede</td>
</tr>
<tr>
<td>304</td>
<td>Guidercare</td>
</tr>
<tr>
<td>305</td>
<td>Acomotech</td>
</tr>
<tr>
<td><strong>4. Connected health (CH) service providers</strong></td>
<td>Luo Dong Care Institute</td>
</tr>
<tr>
<td>401</td>
<td></td>
</tr>
<tr>
<td>402</td>
<td>En Chu Kong Hospital</td>
</tr>
<tr>
<td>403</td>
<td>Taoyuan Fu Hsing Township Health Station</td>
</tr>
<tr>
<td>404</td>
<td>Taipei Medical University, Telehealth &amp; Telecare Center</td>
</tr>
<tr>
<td>405</td>
<td>Mennonite Christian Hospital</td>
</tr>
<tr>
<td>406</td>
<td>Taiwan University Hospital, Telehealth Center</td>
</tr>
<tr>
<td>407</td>
<td>Taiwan University Hospital</td>
</tr>
<tr>
<td><strong>5. Network providers</strong></td>
<td>Far EasTone Telecommunications</td>
</tr>
<tr>
<td>501</td>
<td></td>
</tr>
<tr>
<td><strong>6. End users</strong></td>
<td>National Taiwan University Hospital</td>
</tr>
<tr>
<td>601</td>
<td></td>
</tr>
<tr>
<td>602</td>
<td>Mennonite Christian Hospital</td>
</tr>
<tr>
<td>603</td>
<td>Taipei Medical University, Telehealth &amp; Telecare Center</td>
</tr>
<tr>
<td>604</td>
<td>En Chu Kong Hospital</td>
</tr>
<tr>
<td>605</td>
<td>Luo Dong Care Institute</td>
</tr>
<tr>
<td><strong>7. Government sectors</strong></td>
<td>Health &amp; Welfare Department</td>
</tr>
<tr>
<td>701</td>
<td></td>
</tr>
<tr>
<td>702</td>
<td>Sang Chung Health Center</td>
</tr>
<tr>
<td>703</td>
<td>Luo Dong Care Institute</td>
</tr>
<tr>
<td>704</td>
<td>Taoyuan Fu Hsing Township Health Station</td>
</tr>
<tr>
<td><strong>8. Academia</strong></td>
<td>National Taiwan University, Engineering Department</td>
</tr>
<tr>
<td>801</td>
<td></td>
</tr>
<tr>
<td>802</td>
<td>National Taipei University of Technology</td>
</tr>
<tr>
<td>803</td>
<td>Taipei University</td>
</tr>
<tr>
<td>804</td>
<td>UL (Underwriters Laboratories) Life &amp; Health</td>
</tr>
<tr>
<td>805</td>
<td>National Taiwan University, Medicine Department</td>
</tr>
</tbody>
</table>
Table 6. Participants’ perspectives regarding how connected health (CH) functions as a platform of remote monitoring and self-management.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Summary</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 7</td>
<td>Most interviewees indicated that remote service is a promising solution for working adults who have to balance multiple priorities in limited time and care for aging parents or dependents. In a CH ecosystem, their parents might receive services remotely, with smart and precise features tailored to their specific course of treatment. Some respondents indicated that they were willing to receive smart services if these services were available and accessible in their areas. Additionally, smart, precise, alternative health care solutions effectively reduced the restraints placed on care through the time and cost of travelling, particularly for patients who were located outside of major metropolitan areas.</td>
<td>• “It will be beneficial if remote services are available to look after both parents and children at home. At the same time, sending older parents to a care institution is not our culture after all.” [Participant #1] • “Remote solutions offer residents in rural areas efficient and cost-effective options to receive health care services.” [Participant #7]</td>
</tr>
<tr>
<td>37, 4, 15, and 20</td>
<td>Many interviewees agreed that, apart from alternative solutions, remote services add value to health care centers by ensuring that stakeholders and players in the CH ecosystem remain informed and connected. These services not only enable residents in less-populated areas to receive health care services, they ameliorate patients’ concerns about being isolated from essential health care services and needs.</td>
<td>• “Our customers are connected with hospital care, thanks to the remote monitoring.” [Participant #37] • “Remote services make the scalability of health care possible.” [Participant #4] • “A professional exchange of opinions is enabled through remote service.” [Participant #15] • “Our remote device and service enable patients to be monitored at home after their surgery...Both patients and the hospital can benefit from this facility.” [Participant #20]</td>
</tr>
<tr>
<td>43, 4, and 37</td>
<td>Although some industrial stakeholders believed that health care should be localized, some policy makers believed that Taiwan could attract international visitors by promoting medical tourism, which would allow a future scaling-up of health care businesses as these individuals pay for and receive comprehensive services. Whether the Taiwanese health care model and service can be expanded overseas is still debatable; however, what is certain is that the results suggest that remote services are particularly helpful for overseas businesspeople since these services offer seamless, timely, health-monitoring services. Participants made comments regarding medical tourism in the Taiwanese context (see quotes in next column).</td>
<td>• “I think medical services should remain localized as they are developed according to local needs and culture.” [Participant #43] • “Taiwan has excellent health and medical products and services; these advantages should be attractive to international tourists...It is a good opportunity for us to develop medical tourism.” [Participant #4] • “Many of our customers are Taiwanese businessmen who work in mainland China...we have expanded the tele-health service from the island of Taiwan to include mainland China...” [Participant #37]</td>
</tr>
<tr>
<td>10, 14, and 13</td>
<td>Whether a one-size-fits-all approach to remote services is feasible is debatable. Some conventional health care providers are conservative in their implementation of remote practices. Concerns expressed included the costs of initiating investment in infrastructure and ensuring a return on those investments. Health professionals continued to disagree as to whether remote services can actually translate to more effective care or can replace personal provider-patient interactions. Although these are future trends in health care, some doctors still held more conservative views.</td>
<td>• “Remote service is an ideal option; however, due to our business scale and direction, we are not yet offering this service.” [Participant #10] • “In the short term, remote service can be a sponsored pilot program; however, a significant amount of time is needed to receive its return on investment.” [Participant #14] • “After a decade of practicing medical service, I personally believe health care should be implemented face-to face...” [Participant #13]</td>
</tr>
<tr>
<td>7</td>
<td>The stakeholders that we interviewed suggested that scarce CH resources and funding should be directed to effective health care services in more remote areas, because many urban areas already offer effective health care services (see quote in the next column). Additionally, government support and incentives, such as awarding funding based on CH performance measures, may be crucial to motivate or reward health care professionals and stakeholders.</td>
<td>• “CH is essential in remote areas. It provides residents with access to health care services.”</td>
</tr>
<tr>
<td>32</td>
<td>Our interviewees expressed the importance of increasingly rapid innovation within the CH business model so that services can maximize the utility of current developments in CH-related technology, including remote sensing and rapid central analysis capabilities. The doctors expressing this view were primarily general practitioners with a business model and related funding, and their work mostly centered on patients who visited the general practitioners at a specific location for care (see quote in next column by a doctor working in a rural area).</td>
<td>• “Although we seem to lack resources compared to urban areas, as long as we can offer unique value propositions, we can obtain essential resources from companies with CH.”</td>
</tr>
</tbody>
</table>
Several industry interviewees seemed more concerned about the development of technology and its potential applications for CH than end users, based on their perceptions and their need for therapeutic care. This suggests more effective stakeholder interaction and business model innovation are required to coordinate end users’ needs and industrial provisions. Additionally, all industry interviewees were concerned about the sustainability of CH businesses beyond grant funding, and therefore emphasized the need to align technology development with a sustainable business model. These interviewees tended to use their connections and relationships to promote nascent supply chains for CH businesses that required more systematic development. In contrast, many academic interviewees considered CH as an emergent topic of innovation and cited a need for more interdisciplinary research and education beyond technological developments.

Discussion

Principal Findings

CH as a coexistent ecosystem includes all the stakeholders who work together to facilitate its implementation. Patients’ security and privacy are crucial concerns in the implementation process [36]. However, our interviewees indicated that their main priority is to test the feasibility of remote health care services, as all such services are required to follow current regulations concerning patients’ safety. This does not suggest that security and privacy issues can be compromised in exchange for ease of accessibility for health professionals and industry players [37]. On the contrary, following such standards is the precondition of practicing CH, even if some stakeholders think that there is no need to overemphasize the importance of following these standards. Below, we consider a few important issues and obstacles to implementing CH.

Security Concerns

When asked about patients’ security concerns, some health professionals emphasized CH’s potential convenience and high quality of care. They often asserted that they believe that CH might be like online banking: offering services anytime, anywhere. In this study, governments bear the most responsibility for controlling the risks of using CH and for setting standards that will protect patients [38]. Although successful implementation of CH requires the cooperation of all stakeholders, only those who have power and impacts in the ecosystem can make final decisions regarding CH’s implementation. This explains why IT security professionals may not have the power to make decisions in the ecosystem, even though they play important roles.

Opinions regarding privacy and security differ. Some health professionals believe that patients’ and institutions’ security should be prioritized above the convenience of CH services, but others believe that efforts to make CH more feasible and effective should come first. In general, it is difficult to get all stakeholders to share common ground [39]. The power of decision making usually distinguishes the leaders in the ecosystem. This can be seen from the conversation between the government sectors and industry players. The latter expect government to form the standard of protocol, while the former insist on the respect of the free market.

Interdisciplinary Talent

According to our interviewees, health professionals and governments have more power in the process of implementing CH than industry or patients. Industry usually follows government policies, as their products and services often require governments to initiate funding and infrastructure for the realization of these projects [40]. Patients’ needs are often interpreted through health professionals. Respondents indicated that interdisciplinary staff is crucial to enable the smooth operation of CH; however, it takes time to train and develop talents.

Connected Health as a Platform to Facilitate Smart Health Care

Although many efforts have been made to improve the quality of health care, treating some diseases remains challenging because many caregivers and patients lack the information they need for effective treatment. Although CH provides a wide range of care delivery models, it can also be used simply to connect patients with the information they need for effective treatment [41]. In this way, CH provides a pathway to smart, precise health care. CH can put power back into the hands of patients [42], and the data collected from CH platforms can enable the provision of smart health care [43]. Through big data and artificial intelligence technologies, CH offers a platform that enables smart homes, smart cities, and patient-centered, personalized health interventions [44,45].

Connected Health’s Innovative Strategies Based on Value Propositions

Scholars at Harvard Business School have discussed three innovation strategies that reflect how timely, smart, and targeted health care can be met through a CH platform. These strategies are the infuse and augment strategy, the combine and transcend strategy, and the counteract and reaffirm strategy [19].

The infuse and augment strategy involves the development of new services and products under the current service structure,
without significant change to the attributes and functions of that structure. This strategy increases and emphasizes elements that deliver services that meet the needs and desires that are presently unfulfilled by major markets. A case in point is the Changhua Christian Hospital’s (CCH) eHealth and Diabetes Health Management Center, which was created in 2013 to meet the needs of an aging population with an increasing level of chronic health conditions. CCH had been a symbol of public welfare and social care for over a century, and many observers thought that the most plausible reaction to an aging society would have been to reduce the cost of care. However, the CCH believed that reducing the cost of care would have jeopardized the quality of care. Instead, CCH engaged with global institutions from developed countries, from which the trend of aging in place emerged:

For over a century, CCH has been playing the role of health care hub in the mid-south of Taiwan; now we are expanding our services and business to the global context. [Participant #55]

Furthering this argument from the patient perspective, individuals prefer to remain in a familiar location, and may prefer to manage their own health rather than increase the number of medications they take. These insights explain why the CCH opted to create the aforementioned center instead of reducing the cost of care. Such a center offers more comprehensive and cost-effective services than conventional care. Creating the center allowed the CCH to avoid an across-the-board price reduction, in contrast to many hospitals that have responded to aging populations by reducing costs. In this case, the CCH viewed global market trends as opportunities for innovation and renewal:

We are proactive in absorbing new practices and exploring global trends...We discovered that our customers tend to follow the concept of “aging in place,” which echoes the global trend. [Participant #55]

The head of the hospital is really supportive regarding both finances and resources in initiating this center so that we can offer a comprehensive service to our customers. [Participant #55]

Taipei Medical University Hospital’s (TMUH) answer to an aging population’s call for seamless services represents another example of the infuse and augment strategy. One of the top hospitals in Taipei, TMUH introduced its telehealth-care service program in 2007, which offers consultation and over-the-phone care for patients outside standard working hours. This was achieved by integrating resources and increasing connected services. For example, customers who join the telehealth-care program are able to consult doctors online and book an appointment in advance. Connected devices, meal delivery, and laundry services are also available to ensure seamless and complete care. By augmenting its traditional health care services with these innovations, TMUH has thereby infused its value proposition with an online service:

Our clients can obtain access to health care information anytime they need to, even during out-of-office time. [Participant #34]

We hope that our customers can use health care services in the future as if they are using online banking: 24 hours, seamless services. [Participant #34]

The combine and transcend strategy offers a different, relatively radical approach to implementing CH. This strategy involves combining features of a service’s existing value propositions with quality-transferring changes arising from a trend. In this way, a novel experience is created, one which may lead the institution into a new market space. At first glance, employing resources to incorporate elements of a different domain into one’s core offerings sounds like it is not worthwhile. However, TaiDoc’s shift to integrate medical sensing solutions into its reputation for its integrated circuit design demonstrates how the combine and transcend strategy can be successful. In 2002, TaiDoc joined with hospitals to develop biosensing devices that can monitor patients’ health conditions remotely. By combining TaiDoc’s original value propositions for electronic supplies with those of health providers, the company entered a new field of engagement with the health sector. Within a decade, TaiDoc became the top manufacturer of blood glucose medical devices and now accounts for a significant share of the global market.

When the sales manager was asked why they are determined to jump into the business of medical devices, the response was as follows:

We are determined to expand our business to medical devices as our founder encountered an emerging need from his family. [Participant #31]

As long as we saw the needs corresponding to the trend, we took the leap...although it was challenging, we enjoyed the fruits of success within 10 years. [Participant #45]

Another example of the combine and transcend strategy is the case of Far EasTone Telecommunications. After seeing the potential of a smart health care industry, Far EasTone Telecommunications combined telecommunication services with medical devices to enable telehealth-care services. In order to make this transcendence of existing capabilities possible, they encouraged engineers to engage in work-related training and introduced their test models in their partnered hospitals. Far EasTone Telecommunications has now expanded their businesses to over 80 hospitals and institutions within the past 5 years and has become a leading telehealth services provider in Taiwan.

Our manager has an insightful vision of the market; she believes that telehealth-care will become a leading industry in the future. [Participant #18]

Our boss considers a telehealth-care service to be a long-term strategy. He allows exploring of possibilities for a period of time and believes that success will come soon. [Participant #18]

The counteract and reaffirm strategy entails understanding disagreements with the value statements of current services or products and reclaiming a new value proposition that is considered to be superior to existing values. An example of such a service is the Nanwui Foundation, a health and social...
care service established by a local physician from Tai-tong Health Center. Like other health facilities, they offer general health care services and health checks. However, the Nanwui Foundation also incorporates the fundamental needs of remote areas into its service manifesto; it holds educational workshops and has a green farm community, which allows residents to explore their values and elate on their talents. The case of the Nanwui Foundation supports the assertion that health care is not only about people’s physical health care needs, but also their need for dignity. Our interviewees reflected that patients are happier and healthier when they have a goal to pursue and a stage to play on:

When I saw these patients, they appeared old, poor, and weak, but when they participated in the social workshops that I organized, they became energetic and healthy. [Participant #57]

Physical conditions are only a partial reflection of their health conditions—offering them a stage on which to perform that allows them to exert that their value may be more relevant to their well-being. [Participant #57]

In remote areas, residents are poor and lack medical resources. When there is no Superman, we can be our own Superman. [Participant #57]

Connected Health’s Innovative Strategies

Although CH seems to provide promising solutions for the problems posed by an aging population with many chronic health conditions, these solutions are not easy or quick—innovative implementation strategies are required to enable its practices [46]. This is especially true because the players in the CH ecosystem compete for the same organizational resources and stakeholders. Therefore, each actor in the ecosystem needs to adopt different strategies to help them differentiate their value propositions and obtain useful resources [47]. Some interviewees indicated that many CH players failed due to lack of strategic planning. Therefore, this study adapted the strategies proposed by scholars to demonstrate how organizations use strategies to succeed with CH. These experiences may inspire players in various industries.

Limitations and Future Work

This study explored how timely, smart, and targeted health care can be achieved through CH platforms. This means that some relevant content, such as a detailed stakeholder analysis, comprehensive consideration of security and privacy concerns, and detailed assessments of business models, was not described in a large amount of detail. These topics can be extended in future work to offer an inclusive picture of CH implementation. Apart from that, this study is based on the Taiwanese context and different cultural perspectives can be introduced and included in future studies.

Conclusions

This study makes a relevant contribution to the literature by exploring perspectives on how trend-associated changes in customers’ opinions and behaviors influences health care and social care. Once these trends have been identified on a broad scale, appropriate innovation and intervention strategies can be developed and implemented. When innovation and entrepreneurship are correctly combined, CH businesses can be propelled and spectacular results can be expected. The infuse and augment strategy will permit CH businesses to emerge in successful and socially beneficial ways if the essential values of these businesses remain meaningful to consumers who engage with the service trends. If the results imply that the value statements are incongruent with consumers’ new expectations, it suggests that the current innovation strategy is insufficient and needs to be transcend or combined with another strategy to create a new value statement. If the current solutions are associated with negative impacts or conflict with the mainstream system, counteracting these aspects by reaffirming the core values of your business is an ideal strategy. The findings indicate that strategic planning could be beneficial to leverage resources for the implementation of CH. Moreover, continually revisiting business models and strategies is essential because of the rapid, ongoing technological changes across CH stakeholder groupings. In short, we believe that timely, smart, and targeted health care can be created through a CH platform.
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Abstract

Background: Social media coverage is increasingly used to spread the message of scientific publications. Traditionally, the scientific impact of an article is measured by the number of citations. At a journal level, this conventionally matures over a 2-year period, and it is challenging to gauge impact around the time of publication.

Objective: We, therefore, aimed to assess whether Web-based attention is associated with citations and to develop a predictive model that assigns relative importance to different elements of social media coverage: the #SoME_Impact score.

Methods: We included all original articles published in 2015 in a selection of the highest impact journals: The New England Journal of Medicine, The Lancet, the Journal of the American Medical Association, Nature, Cell, and Science. We first characterized the change in Altmetric score over time by taking a single month’s sample of recently published articles from the same journals and gathered Altmetric data daily from the time of publication to create a mixed effects spline model. We then obtained the overall weighted Altmetric score for all articles from 2015, the unweighted data for each Altmetric component, and the 2-year citation count from Scopus for each of these articles from 2016 to 2017. We created a stepwise multivariable linear regression model to develop a #SoME_Score that was predictive of 2-year citations. The score was validated using a dataset of articles from the same journals published in 2016.

Results: In our unselected sample of 145 recently published articles, social media coverage appeared to plateau approximately 14 days after publication. A total of 3150 articles with a median citation count of 16 (IQR 5-33) and Altmetric score of 72 (IQR 28-169) were included for analysis. On multivariable regression, compared with articles in the lowest quantile of #SoME_Score, articles in the second, third, and upper quantiles had 0.81, 15.20, and 87.67 more citations, respectively. On the validation dataset, #SoME_Score model outperformed the Altmetric score (adjusted R² 0.19 vs 0.09; P<.001). Articles in the upper quantile of #SoME_Score were more than 5 times more likely to be among the upper quantile of those cites (odds ratio 5.61, 95% CI 4.70-6.73).

Conclusions: Social media attention predicts citations and could be used as an early surrogate measure of scientific impact. Owing to the cross-sectional study design, we cannot determine whether correlation relates to causation.
Introduction

A direct reflection of the digital age, scientific work is primarily disseminated Web-based rather than in the conventional hard copy format [1]. The academic community has embraced the Internet as a medium for discussion and debate with the increasing emergence of social media–facilitated journal clubs [2]. Although these facets of academia have evolved with the times and technology, measures of scientific impact still generally rely on the traditional citation counts and lag behind. Furthermore, there are important limitations to using citation count in this manner [3], primarily the time required for citations to mature, and therefore, impactful articles can only be classified as so retrospectively when they may already be obsolete. It is increasingly clear that the digital footprint harbored by each item of Web-based information contains a wealth of data that can be used to make inferences about it. Altmetric is a platform that captures the Web-based attention received by academic articles from several sources, including news, blogs, Twitter, Facebook, Sina Weibo, Wikipedia, policy documents, Q&A, F1000/Publons/PubPeer, YouTube, Reddit/Pinterest, LinkedIn, Open Syllabus, Google+, and Patents. It includes a wealth of information that could be used to circumvent the time delay to formal citations and thereby provide an earlier measure of scientific impact. This has substantial implications on a communal and individual level. These Web-based attention metrics can be used to potentially identify scientific works that are game changers prospectively, which would increase awareness of these works and potentially lead to earlier implementation of the recommendations arising from their results. Similarly, individuals will be able to receive credit for their work years earlier, which may form the foundation for further work and success because they could conceivably leverage this early indicator of scientific merit to endorse their applications for sponsorship or support [4].

Initial work in this area has demonstrated that Web-based metrics are associated with scholarly impact. Eysenbach [5] reported that the top-tweeted articles from the Journal of Medical Internet Research (highly tweeted after 7 days compared to other articles in the same issue) are also more likely to be the most highly cited articles from that journal. This relationship has also been confirmed in ecological journals [6]. Thelwall et al [7] also demonstrated a moderate correlation between Twitter, Facebook, research highlights, blogs, mainstream media, forums, Q&A, and citations in a heterogeneous sample of articles. However, there was no overall weighted score at the time of research because the Altmetric system was still undergoing development and has evolved considerably since then, with different components now being included. In addition, these works have mostly focused on articles from a single journal, and therefore, the applicability of these findings to other journals is unclear. It should also be noted that Web-based academic presence has grown tremendously since 2013, and thus, these results may not be applicable today. Nonetheless, there is a growing body of evidence that Web-based attention metrics are associated with scholarly impact and urge the scientific community to recognize this and attribute credit accordingly. This is further reflected by the increasing Web-based presence of journals that further potentiate the dissemination of research [8].

We aimed to characterize the dynamics in Altmetric scores over time immediately following publication and assess whether there is an association between Altmetric score or any of its components and citation count for articles published in high-impact scientific and clinical journals. We further intended to develop a new index that can be used to predict scientific impact soon after publication.

Methods

Sample

All articles published in Cell, Nature, Science, the Journal of the American Medical Association, the New England Journal of Medicine, and The Lancet during the 2015 calendar year were included for analysis. We used articles from the 2016 calendar year from the same journals as a test set. The latter 3 journals were considered to be clinically oriented journals, whereas the former 3 were classified as being scientifically oriented. We selected these journals because they represent high-impact publications in the clinical and scientific fields. Information on each of these publications was obtained from Scopus by matching digital object identifiers (DOIs), including the type of document and yearly cumulative citation counts. Only publications classified as Articles or Articles in Press in Scopus were included in the analysis to only assess original articles; that is, publications classified as Editorial, Conference Paper, Letter, News, Note, Review, and Short Survey were excluded because they were not believed to be peer-reviewed, novel scientific contributions. We also excluded articles with missing classifications. We obtained Altmetric data for each of the included publications by matching DOIs. This included the automatically calculated, weighted Altmetric score generated by Altmetric, which is an approximation of the attention a particular research output has received based on the raw number of news, blogs, Twitter, Facebook, Sina Weibo, Wikipedia, policy documents, Q&A, F1000/Publons/PubPeer, YouTube, Reddit/Pinterest, LinkedIn, Open Syllabus, Google+, and Patents. We also obtained the individual weightings for each of the elements in calculating the Altmetric score that are available Web-based. We included the impact factor of each journal as a continuous covariable in our model.

Altmetric counts are cumulative and cannot be obtained for retrospective periods, and therefore, the data represent the total Altmetric score at the time of search (October 2017). Therefore, to characterize the change in Altmetric score and establish that the total Altmetric score at the time of search represents the
meaningful Altmetric score early after article publication, we included articles from the same journal that was published within 2 days of the Altmetric search and tracked their Altmetric score daily for the first fortnight and then every 3 days for the next fortnight and then weekly for the last 2 weeks.

**Statistical Analysis**

Before analysis, normal distribution and homogeneity of variances were assessed. Data that were not normally distributed were described using median and IQR and compared using the Kruskal-Wallis test. The correlation between 2-year citation counts and Altmetric scores—weighted and individual components—was estimated by calculating the Spearman rank correlation coefficient, as the dependent variables were not normally distributed. To develop a #SoME_Score that could be used to predict citations, we performed a multivariable linear model using the forward stepwise regression method based on Akaike information criteria to determine the best fitting model [9]. We adjusted for each component of the Altmetric score in addition to time since publication. We defined outliers as those having a Cook distance 4 times greater than the mean.

To assess the change in Altmetric score from the time of publication, we fit mixed effects spline models. Cubic spline models were chosen because the data were nonlinear, and therefore, the data were allowed to fit separate curves for each section of time. Cubic spline knots were placed at 5-day intervals to characterize the change in score over this time frame.

All $P$ values were 2 sided, and the statistical significance set at the .05 level. Data analysis was performed in R (R Foundation for Statistical Computing) version 3.4.

**Results**

**Inclusion Criteria**

A total of 3510 articles met the inclusion criteria and were included for analysis. Of these, 15.52% (545/3510), 28.34% (995/3510), 25.25% (883/3510), 8.43% (296/3510), 11.22% (394/3510), and 11.31% (397/3510) were published in Cell, Nature, Science, the Journal of the American Medical Association, the New England Journal of Medicine, and The Lancet, respectively. Included articles had a median citation count of 37 (IQR 12-74). There was a difference in median citations between articles in clinical and scientific journals (32 vs 39; $P<.001$).

The median Altmetric score for all the articles was 72 (IQR 28-169). There was no difference in the Altmetric score between clinical and scientific journals (72 vs 72; $P=.10$). The adjusted $R^2$ of the Altmetric model in the training set was 0.045. With stepwise regression, only news, blog, policy, Peer Review, Wiki, F1000, and the journal impact factor were included in the model to generate the #SoME_Score (Multimedia Appendix 1). The median #SoME_Score for all articles was 47.86 (IQR 36.73-76.58). On multivariable regression, the #SoME_Score had a significant impact on citation count (Figure 1; $P<.001$). The adjusted $R^2$ of the #SoME_Score model in the training set was 0.168, which was significantly better than the Altmetric model ($P<.001$). Compared with articles in the lowest quantile of #SoME_Score, articles in the second, third, and upper quantiles had 0.81 (SE 5.5), 15.20 (SE 5.5), and 87.67 (SE 5.5) more citations, respectively. Articles in the upper quantile of #SoME_Score were more than 5 times more likely to be among the upper quantile of those cites (odds ratio [OR] 5.61, 95% CI 4.70-6.73). Conversely, publications in the top quantile of the Altmetric score did not act as a predictor of high citation count (OR 0.98, 95% CI 0.34-2.88).

On the validation dataset, #SoME_Score model outperformed the Altmetric score (adjusted $R^2$ 0.19 vs 0.09; $P<.001$).
Figure 1. Association between #SoME_Score and citation count. JAMA: Journal of the American Medical Association; NEJM: New England Journal of Medicine.

Figure 2. Altmetric score trend.

Altmetric Score Trend
A total of 145 articles published in the same 6 journals between September 18 and September 22, 2017, were included in the analysis for the Altmetric score trend. Data were collected on the cumulative Altmetric score of these articles for a mean 40 days after publication. The increase in the Altmetric score appears to plateau approximately 14 days after publication (Figure 2).

Journal of Medical Internet Research Validation
Results
We evaluated the use of the #SoME_Score in articles published in the Journal of Medical Internet Research in the 2016 calendar year. Of the 420 articles included in this analysis, the median Altmetric score was 8 (IQR 4-19), and the median 2-year citation count was 6 (IQR 3-11). #SoME_Score acted as a significant predictor of citations in this external validation dataset ($P<.01$). Articles that were among the highest quartile of #SoME_Scores...
were nearly 3 times more likely to be among the highest quartile of those cited (OR 2.88, 95% CI 1.71-4.83). In contrast to the primary dataset of articles, articles in the Journal of Medical Internet Research in the top 25% of Altmetric scores were also more likely to be those with a high citation count (OR 3.28, 95% CI 2.02-5.30).

Discussion

Principal Findings

We observed an association between social media attention of scholarly articles and academic impact measured by citation count. Furthermore, we were able to identify the most important components of the Altmetric score that are associated with citations and then developed a new index, the #SoME_Score, which can be calculated in the immediate postpublication period (2-3 weeks) and be used to predict scholarly impact years down the road. We suggest that this score may be best used to predict high-impact papers as defined as those with citations in the highest quartile. This is in line with the findings from the study by Eysenbach [5], who reported that highly tweeted articles (measured by the Twimpact Factor, which is the number of tweets after 7 days) were 11 times more likely to be highly cited than less tweeted articles. However, the Twimpact factor was only generated from articles published in the Journal of Medical Internet Research, which inherently are likely to generate more Web-based attention because of the nature of its subject. Our findings were shown to be robust across other medical and scientific journals, which often report on topics that are not easily discerned by the general public. It should be noted that these findings represent an association only and not causation, that is, high Web-based presence may lead to increased citations or the impactful nature of certain studies may be underpinning the early Web-based attention it receives [5].

It is important to note that not all components of the Altmetric score were correlated with citations, which, therefore, served as the impetus for the development of the #SoME_Score. Only the news, blog, policy, Peer Review, and F1000 components showed a meaningful correlation to citation count. The overall Altmetric score is derived by applying weights to each component, which correlates to its attention, that is, its exposure and engagement in the Web-based sphere. This is a clear shortcoming of using the overall Altmetric score to predict academic impact because the weights applied are not a reflection of the contribution of each component to citation count. Aside from the limited sample, this could partly explain previous studies, which did not find a relationship between Altmetric and citations [10]. Furthermore, the overall Altmetric score is not specific for the scientific community as the measure of attention used to determine the weights will be largely driven by the general population of which academics only form a small proportion. This is why articles on populous subjects, such as sex and politics, have phenomenally high Altmetric scores but relatively low citation counts (Multimedia Appendices 2 and 3). In contrast, the weights applied to each component in the #SoME_Score are specific because citations are driven by academics. These fundamental benefits of the #SoME_Score suggest that it could be adopted as a predictive index of scholarly impact.

To the best of our knowledge, this is the first study to evaluate the trend in Altmetric scores for scientific articles and show an early plateau within 2 weeks of publication. This highlights both the speed of information dissemination in the internet age and the short window of spotlight a publication receives. Furthermore, the fleeting nature of Web-based attention is partly a reflection of the sheer volume of scientific work entering the literature [11]. The number of articles entering PubMed annually has increased by 62.5% between 2003 and 2013 [12]. We are, therefore, faced with the challenge of filtering signal from the noise [13]. #SoME_Impact Score could help amplify the signal.

Limitations

In terms of limitations, we only included articles from high-impact clinical and scientific journals to improve our power to detect a relationship, given the increased average citations of these publications. Given that these journals are highly selective for impact stories, our findings may not be generalizable to works in other journals, and the #SoME_Impact Score would need further validation to confirm similar predictive ability. However, we have reported on the generalizability of this score to articles published in the Journal of Medical Internet Research. Furthermore, the Web-based presence of biomedical academics is continually evolving with, for example, increasing numbers engaging in Twitter, and therefore, it is possible that components that were shown not to have a correlation with citation count will become significant in the future [14]. Moreover, we only evaluated total and individual components included in the Altmetric score, and further research could explore whether there are alternative metrics or components that can be used to improve predictive ability.

Conclusions

Social media attention can be used as an early surrogate measure of academic impact. This could lead to academics being recognized and receiving early credit for their work instead of having to wait for citation counts to mature. Further work is required to validate these findings in the wider biomedical literature and nonbiomedical fields.
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Abstract

Background: Vascular localization is crucial for perforator flap transfer. Augmented reality offers a novel method to seamlessly combine real information with virtual objects created by computed tomographic angiography to help the surgeon “see through” the skin and precisely localize the perforator. The head-mounted display augmented reality system HoloLens (Microsoft) could facilitate augmented reality–based perforator localization for a more convenient and safe procedure.

Objective: The aim of this study was to evaluate the precision of the HoloLens-based vascular localization system, as the most important performance indicator of a new localization system.

Methods: The precision of the HoloLens-based vascular localization system was tested in a simulated operating room under different conditions with a three-dimensional (3D) printed model. The coordinates of five pairs of points on the vascular map that could be easily identified on the 3D printed model and virtual model were detected by a probe, and the distance between the corresponding points was calculated as the navigation error.

Results: The mean errors were determined under different conditions, with a minimum error of 1.35 mm (SD 0.43) and maximum error of 3.18 mm (SD 1.32), which were within the clinically acceptable range. There were no significant differences in the errors obtained under different visual angles, different light intensities, or different states (static or motion). However, the error was larger when tested with light compared with that tested without light.

Conclusions: This precision evaluation demonstrated that the HoloLens system can precisely localize the perforator and potentially help the surgeon accomplish the operation. The authors recommend using HoloLens-based surgical navigation without light.

(J Med Internet Res 2020;22(4):e16852) doi:10.2196/16852
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Introduction

High variability in perforator size and course, along with distorted anatomical landmarks after injury are the two key challenges in precisely predicting the location of the perforator in a vascular flap transfer procedure. Precisely locating the perforator can be difficult for new microsurgeons even without these key challenges. Computed tomographic angiography (CTA) has been used as a noninvasive and effective tool for vascular mapping to plan the positioning of perforator flaps.
[1,2] by revealing the characteristics of perforators, such as the caliber, length, and course [3]. Using the three-dimensional (3D) objects reconstructed by CTA data, the relation between the perforator and the underlying skeleton and nearby muscle and skin can be immediately identified. This enables the surgeon to identify the specific perforator anatomy of the patient. Accordingly, CTA is increasingly applied as a standard preoperative procedure in planning flap design, and its superiority over Doppler ultrasound has been well-established [4].

However, the information and 3D objects supplied by CTA are typically evaluated on a two-dimensional screen, which limits the ability to encompass the true depth and the possibilities for transferring detailed information onto the patient’s body during the operation. Augmented reality (AR) has emerged as a novel method to overcome these barriers. In AR, virtual objects are seamlessly combined with real information to generate a “see-through” image. In particular, AR allows for 3D objects, including the vasculature, bone, muscle, and skin, to be overlaid onto the patient’s body during the operation, serving as a guide to precisely and rapidly localize the perforator.

Without a head-mounted display (HMD), AR images can only be displayed on a monitor, which requires the surgeon to repeatedly switch his/her view between the monitor and operating field. This action can reduce the surgical precision for some delicate operations such as perforator localization. HoloLens, developed by Microsoft Corporation, is considered a very suitable AR HMD for surgical practice [5]. When wearing HoloLens, surgeons are able to see the AR images in a single view. Another key advantage of HoloLens is that it is not only a display system but is also a self-contained computer equipped with a camera and sensors, thereby avoiding the need to install any other hardware to realize the AR effect, which could further help to reduce the risk of contamination in the operating room.

HoloLens has been tentatively used in several surgical fields to date, including heart surgery [6], visceral surgery [7], and orthopedic surgery [8]. Most of these studies focused on the feasibility and performance of HoloLens; however, few studies have examined the precision of HoloLens in surgical practice. We previously verified the feasibility of AR-based perforator localization [9]. To improve the accuracy of this localization, HoloLens was applied to reduce the error caused by switching the view. In this study, the precision of this HoloLens-based perforator localization system was evaluated in a simulated operating room using a 3D printed model under different conditions, including with or without light, different intensities of light, and different visual angles.

Methods

Model Design

This study was conducted using a 3D printed model of a volunteer’s deep femoral artery and its branches. The volunteer underwent a thin-cut (0.1 mm) CTA scan (Siemens, Germany) with administration of a nonionic contrast agent (Omnipaque, China) and the DICOM files were imported into Mimics 19.0 software (Materialise, Belgium) to create a virtual model, including a vascular map and surrounding soft tissues. A holder was designed by CAD software 3D Max (Autodesk, Mill Valley, CA, USA) to fix the model so that it could be placed stably on the operating table. The holder could also be used to place a marker, which is very important during registration. The 3D virtual model with the vascular map, surrounding soft tissues, marker, and holder was then printed for use in precision analysis. Data of the virtual model of the vascular map and marker were then input into HoloLens.

Augmented Reality Effect Workflow

The localization app was written within the Unity framework (Unity Technologies, San Francisco, CA, USA), which is a custom-developed HoloLens C# Universal Windows Platform app. The initial registration of the virtual model for real-world application was realized using a marker. Once launched, the app started the HoloLens built-in camera to acquire the view of the operative field. When the app finds the marker in the view, it registers the real marker with the virtual marker. The relative position between the virtual marker and the virtual model was the same as that between the real marker and the 3D printed model; consequently, the 3D printed model was registered with the virtual model at the time of registration of the real marker and virtual marker. After registration, the app generated AR images that were projected into the optical see-through lens incorporated in HoloLens. By tracking the position of the real marker through the camera, the position and angle of the virtual model automatically change according to the wearer’s perspective to obtain registered AR images in real time. The complete workflow was as follows. First, the surgeon wore the HoloLens and launched the app. Second, the app registered the virtual model and the real world, and generated the appropriate AR images. Finally, the wearer localized the vasculature under guidance of the AR images.

Localization Precision Analysis

Five pairs of points on the vascular map that could be easily identified on the 3D printed model and virtual model were selected for precision analysis (Figure 1). The coordinates of these pairs of points were recorded by a Micron Tracker tracking device (Claron Technology, Toronto, ON, Canada), which can be used to detect and calculate the space location through a probe (distance error<0.2 mm). To eliminate the error caused by hand tremor, a mechanical arm was used to hold the probe (Figure 2).
Figure 1. Three-dimensional printed model of the vascular map (A) and the augmented reality image with the virtual model of the vasculature overlapped onto the printed model (B). P1-P5, 5 points on the three-dimensional printed vascular map selected for precision analysis; P1’-P5’, 5 corresponding points on the virtual model.

Figure 2. The simulated operating room used for the test. The probe was held by a mechanical arm.

The tests were carried out by 7 operators in a simulated operating room under different conditions, including with or without light, different intensities of light, and different visual angles (Figure 3). First, the coordinates of tested points in the 3D printed model were recorded without superimposing the virtual model. Then, the AR image was generated, and the coordinates of tested points in the virtual model were recorded. The distance between the corresponding points was then calculated with the following formula, and the distances were averaged to determine the overall error:
Figure 3. The coordinates of points were recorded by a tracking device (Micron Tracker) under different conditions. (A) The coordinates of points on the three-dimensional (3D) printed model were detected under the horizontal visual angle without light. (B) The coordinates of points on the 3D printed model were detected under the oblique visual angle without light. (C) The coordinates of points on the 3D printed model were detected under the vertical visual angle without light. (D) The coordinates of points on the virtual model were detected under the oblique visual angle without light. (E) The coordinates of points on the 3D printed model were detected under the oblique visual angle with light. (F) The coordinates of points on the virtual model were detected under the oblique visual angle with light.

Distance = \sqrt{[(X_1 - X_2)^2 + (Y_1 - Y_2)^2 + (Z_1 - Z_2)^2]}

Where \(X_1\), \(Y_1\), and \(Z_1\) are the coordinates of the point in the 3D printed model, and \(X_2\), \(Y_2\), and \(Z_2\) are the coordinates of the corresponding point in the virtual model.

Two types of errors were considered in this study: static error and motion error. The latter included the error caused by head rotation (ie, error caused by rotating the head to look around and then returning the head to the initial state without body motion) and error caused by walking (ie, walking around the operation room and then returning to the initial position). Figure 4 shows the workflow of the test. The detailed content of the test is shown in Table 1.
Figure 4. Workflow of the test. AR: augmented reality; 3D: three-dimensional.

Table 1. Detailed content of the performance test.

<table>
<thead>
<tr>
<th>Error value</th>
<th>Concrete content</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE-V</td>
<td>Average static error of 5 test points without light under vertical observation</td>
</tr>
<tr>
<td>SE-O</td>
<td>Average static error of 5 test points without light under oblique observation (45°)</td>
</tr>
<tr>
<td>SE-H</td>
<td>Average static error of 5 test points without light under horizontal observation</td>
</tr>
<tr>
<td>SE-(V/O/H)-L</td>
<td>Average static error of 5 test points under low light intensity and the best observation angle</td>
</tr>
<tr>
<td>SE-(V/O/H)-M</td>
<td>Average static error of 5 test points under medium light intensity and the best observation angle</td>
</tr>
<tr>
<td>SE-(V/O/H)-H</td>
<td>Average static error of 5 test points under high light intensity and the best observation angle</td>
</tr>
<tr>
<td>SE-(V/O/H)-SH</td>
<td>Average static error of 5 test points under superhigh light intensity and the best observation angle</td>
</tr>
<tr>
<td>HE-(V/O/H)</td>
<td>Average head rotation error of 5 test points without light under the best observation angle</td>
</tr>
<tr>
<td>WE-(V/O/H)</td>
<td>Average walking error of 5 test points without light under the best observation angle</td>
</tr>
</tbody>
</table>

Statistical Analysis

Continuous variables are presented as the mean and SD and were analyzed by paired Student t tests. A P value less than .05 was considered to represent a statistically significant difference.

Results

The results are summarized in Tables 2-5. The static error was first recorded under different visual angles without light, demonstrating no significant differences (horizontal vs oblique P=.25; horizontal vs vertical P=.25; oblique vs vertical P=.10; Table 2).

Since the oblique visual angle was similar to the surgeon’s visual angle, further tests were performed under the oblique visual angle, and the static errors were recorded with different light intensities. There was no significant difference among the errors tested under these light intensities (low vs medium P=.25; low vs high P=.32; low vs superhigh P=.08; medium vs high P=.32; medium vs superhigh P=.43; high vs superhigh P=.09; Table 3).

However, the difference between the errors tested with and without light was statistically significant (P=.02; Table 4).

Finally, the motion errors under an oblique angle without light were recorded. Compared with the static error, there was no significant difference in either the head rotation (P=.25) or walking (P=.30) motion errors (Table 5).
### Table 2. Static error tested without light under different visual angles (mm).

<table>
<thead>
<tr>
<th>Operator</th>
<th>Visual angle, degrees</th>
<th>0 (Horizontal)</th>
<th>45 (Oblique)</th>
<th>90 (Vertical)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.28</td>
<td>0.63</td>
<td>1.63</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.80</td>
<td>1.47</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.74</td>
<td>1.01</td>
<td>1.36</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.83</td>
<td>1.3</td>
<td>1.73</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.94</td>
<td>1.63</td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.26</td>
<td>1.45</td>
<td>2.31</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.44</td>
<td>1.96</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.47 (0.42)</td>
<td>1.35 (0.43)</td>
<td>1.63 (0.34)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Static error under different light intensities (mm).

<table>
<thead>
<tr>
<th>Operator</th>
<th>Light Intensity</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>Superhigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.70</td>
<td>1.33</td>
<td>1.91</td>
<td>1.93</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.82</td>
<td>4.00</td>
<td>2.55</td>
<td>3.25</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.93</td>
<td>4.23</td>
<td>5.03</td>
<td>4.60</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.74</td>
<td>1.99</td>
<td>1.74</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.97</td>
<td>2.26</td>
<td>3.05</td>
<td>2.99</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4.69</td>
<td>6.39</td>
<td>4.89</td>
<td>5.31</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.11</td>
<td>1.77</td>
<td>1.54</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.85 (1.21)</td>
<td>3.14 (1.81)</td>
<td>2.96 (1.46)</td>
<td>3.18 (1.32)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Static error with or without light (mm).

<table>
<thead>
<tr>
<th>Operator</th>
<th>With light (low intensity)</th>
<th>Without light</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.70</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>2.82</td>
<td>1.47</td>
</tr>
<tr>
<td>3</td>
<td>3.93</td>
<td>1.01</td>
</tr>
<tr>
<td>4</td>
<td>1.74</td>
<td>1.3</td>
</tr>
<tr>
<td>5</td>
<td>2.97</td>
<td>1.63</td>
</tr>
<tr>
<td>6</td>
<td>4.69</td>
<td>1.45</td>
</tr>
<tr>
<td>7</td>
<td>1.11</td>
<td>1.96</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.85 (1.21)</td>
<td>1.35 (0.43)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

We previously verified the feasibility of AR-based perforator localization. Under the guidance of localization, a surgeon successfully dissected a beagle’s thoracodorsal artery perforator without any prior anatomical knowledge of the dog [9]. The mean error of the localization system was 3.5 mm. However, the HMD (nVisor ST60, NVIS Company, USA) used in this previous system was merely an AR display without any other function, and thus this system had to be equipped with a computer workstation and a 3D camera, which increases the complexity of the system as well as the risk of contamination in the operating room. In addition, the nVisor ST60 HMD is very heavy (1.3 kg), which can be uncomfortable for a surgeon if required to wear the device for a long time. Therefore, we subsequently used HoloLens as the HMD. HoloLens is not only an HMD but is also a self-contained computer that has a built-in camera and sensors, and weighs only 579 g. In addition, HoloLens can be operated with simple hand gestures and voice commands instead of touch [10]. Therefore, the virtual model could be operated (including transparency adjustment and access to anatomical information) in real time while remaining sterile. However, it remained to be determined whether HoloLens-based vascular localization meets clinical requirements (error of localization less than 5 mm). The present study demonstrates that the HoloLens-based vascular localization system could precisely localize vessels with a minimum mean error of 1.35 mm (SD 0.43) and maximum mean error of 3.18 (SD 1.32), which were within the clinically acceptable range of 5 mm [11].

To maximally simulate the state of operation, the static errors were tested under different operating conditions, including different visual angles and different light intensities, and motion errors were also tested to simulate the typical movements of surgeons. None of the differences in the errors tested under different visual angles was statistically significant, and there was also no difference between the static error and motion error. Thus, the system has good robustness, and can remain stable and precise in different states. Since an opaque virtual model could block out real information, the virtual model should be displayed in a semitransparent state. Since light used in the operation could affect observation of the semitransparent virtual model, we also tested the static errors under different light intensities. No differences in the errors tested under different light intensities were found, whereas the difference in the errors tested with or without light was significant. Based on this finding, we recommend using HoloLens-based surgical navigation without light (ie, turn off the light when localizing the vasculature).

Prospects

Modern medicine is developing toward personalized and precision treatment. Image-assisted surgical navigation systems could enable individual surgical planning and precise surgical procedures, which largely involve the use of virtual and augmented/mixed reality techniques. In virtual reality, the user is completely separated from the real world and is highly immersed in a virtual world, whereas in augmented/mixed reality, the virtual elements are overlaid onto the user’s reality and thus appear to be part of the real world. With a virtual reality–based surgical navigation system, the surgical instruments must be registered for projection into the virtual world, and the surgeon must switch the view from the virtual world to the real world to perform surgery. By contrast, with an AR-based surgical navigation system, the surgeon can see the virtual anatomical model and the real world simultaneously, so that the surgery can be performed directly without switching the view and surgical instrument registration. In recent decades, image-assisted surgical navigation systems have largely depended on virtual reality, but have gradually transferred to AR, which we believe will become the mainstream. Microsoft HoloLens could simplify and popularize the use of AR-based image-assisted surgical navigation systems, with potential benefits of low weight, less hardware, and gesture control.

Perforator flaps have been widely used in reconstructive surgery owing to their multiple advantages such as low morbidity at the donor site, good reconstruction and appearance of the recipient site, flexible design, and short postoperative recovery time [12]. Perforator dissection is a standard and important procedure for perforator flap transplantation, and also the most difficult process due to the uncertainty in predicting the anatomical location of the perforator and high variability in perforator size and course [13]. In this context, HoloLens-based perforator localization could play a pivotal role by offering individual 3D perforator information during the operation that is projected directly onto the patient with precise registration.
Conclusion

The results of this study demonstrated that the HoloLens-based vascular localization system could precisely localize the perforator and might help a surgeon accomplish the operation. Although the precision of this system reached the clinical requirement, reduction of the error is still an important issue that deserves further study. The potential sources of error could be produced from the very beginning of the process from computed tomography/magnetic resonance imaging data acquisition through to the end of the surgical procedure, including imaging error, registration error, tracking error, and human error. Limitations of the hardware could also be a source of error, such as the perceptual limit of HMD [14]. Further study is ongoing and upcoming to confirm and seek solutions to eliminate or diminish these error sources. Clinical research will also be carried out to verify the feasibility of the system. Additionally, clinical application may encounter some problems such as the anatomical deformation between the CTA scan and operation, and the muscle relaxation caused by anesthesia. Thus, further research on precision is still needed, and a body fixation device may need to be integrated in the system to reduce the influence of anatomical deformation.
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Abstract

Background: Assistive technologies have become more important owing to the aging population, especially when they foster healthy behaviors. Because of their natural interface, virtual agents are promising assistants for people in need of support. To engage people during an interaction with these technologies, such assistants need to match the users’ needs and preferences, especially with regard to social outcomes.

Objective: Prior research has already determined the importance of an agent’s appearance in a human-agent interaction. As seniors can particularly benefit from the use of virtual agents to maintain their autonomy, it is important to investigate their special needs. However, there are almost no studies focusing on age-related differences with regard to appearance effects.

Methods: A 2x4 between-subjects design was used to investigate the age-related differences of appearance effects in a human-agent interaction. In this study, 46 seniors and 84 students interacted in a health scenario with a virtual agent, whose appearance varied (cartoon-stylized humanoid agent, cartoon-stylized machine-like agent, more realistic humanoid agent, and nonembodied agent [voice only]). After the interaction, participants reported on the evaluation of the agent, usage intention, perceived presence of the agent, bonding toward the agent, and overall evaluation of the interaction.

Results: The findings suggested that seniors evaluated the agent more positively (liked the agent more and evaluated it as more realistic, attractive, and sociable) and showed more bonding toward the agent regardless of the appearance than did students. In addition, interaction effects were found. Seniors reported the highest usage intention for the cartoon-stylized humanoid agent, whereas students reported the lowest usage intention for this agent. The same pattern was found for participant bonding with the agent. Seniors showed more bonding when interacting with the cartoon-stylized humanoid agent or voice only agent, whereas students showed the least bonding when interacting with the cartoon-stylized humanoid agent.

Conclusions: In health-related interactions, target group–related differences exist with regard to a virtual assistant’s appearance. When elderly individuals are the target group, a humanoid virtual assistant might trigger specific social responses and be evaluated more positively at least in short-term interactions.

(J Med Internet Res 2020;22(4):e13726) doi:10.2196/13726
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Introduction

As care persons are lacking and, at the same time, most current industrial societies have an aging population, assistive technologies are of great interest [1]. Owing to their natural interface and their ability to communicate in a human-like way [2], virtual agents are ubiquitously applicable. Consequently, several authors have described the use of virtual agents as a promising approach in terms of assistive elderly care [1,3,4], especially in the area of health applications [5]. There are several groups of people in need of support, for whom cognitive limitations raise problems for mastering daily life activities. These people might have problems with regular activities, such as having meals, drinking sufficiently, taking medications, and meeting social contacts [4]. More precisely, assistive agents can provide reminders to drink or take medications, foster physical activity or social gatherings, and guide users regarding household activities [1]. This application was found to be acceptable and well usable in these kinds of target groups [4]. Within this application, the agent needs to not only process tasks correctly, but also demonstrate and use social skills [5], as it is integrated in daily life and is often used in vulnerable target groups. As a virtual agent was found to trigger social responses similar to humans [6], its appearance was found to affect the human-agent interaction regarding multiple variables [7-9]. In this regard, the appearance of the agent should match the needs of special users to achieve highly efficient assistive technology. However, regarding different experiences and expectations, the preferences and needs of target groups might broadly differ. Therefore, this study aimed to investigate target group–related differences in the perception and evaluation of a virtual assistant and its appearance in an assisted-living health-related scenario. As seniors are the main target group for which virtual assistants are highly beneficial [3,4], this study investigated age-related differences by comparing students to seniors.

Although seniors in general are more skeptical about the use of technologies, such as virtual agents [10], they seem to be less critical when asked after an actual interaction with these technologies. Prior research showed that seniors evaluated these agents more positively as compared with students in general [11]. This might be caused by fewer experiences with such technologies and by the resulting lower expectations. Thus, the following can be hypothesized: seniors will evaluate the agent and the interaction therewith more positively regarding its person perception (a), liking (b), usage intention (c), usefulness (d), and enjoyment (e) as compared with students (hypothesis 1 [H1]).

Nevertheless, as mentioned earlier, younger people are more familiar with virtual agents and their use. This familiarity with the usage of these technologies most likely enhances the perceived ease of use. Therefore, the following hypothesis can be assumed: students will rate the agent as easier to use as compared with seniors (hypothesis 2 [H2]).

To date, to the authors’ knowledge, no research has investigated the effect of appearance on the preferences of different age groups in an actual human-agent interaction. However, some research has indicated that age-related differences exist in the evaluation of an agent’s appearance. Findings with regard to e-commerce [12] report that seniors prefer an abstract appearance, as it is less distracting than a human or even a human who uses movements. The authors further showed that participants preferred an animal appearance over a human appearance, a humanoid agent was too distracting, and participants did not like technical entities to simulate a human [12]. However, the research did not systematically distinguish between different facets of appearance variables. Prior research [13] highlighted that it is important to distinguish systematically between variables and that the appearance variables species, realism, and embodiment are of specific interest. With regard to the results of Chattaraman et al [12], it is still unclear what is meant by an abstract agent. The level of abstractness can depend on the species and degree of realism. Beside these methodological inaccuracies, the findings contradict prior research [13]. Here, seniors clearly preferred humanoid and realistic agents to other species, as they were more familiar with human interaction. By contrast, they mentioned feeling stifled by nonhumanoid characters and that cartoon-stylized agents are for kids. Based on these results, it was concluded that seniors can only take humanoid agents seriously and therefore will evaluate them more positively. Additionally, Tsioori et al [5] found in qualitative focus groups that elderly individuals prefer a realistic agent, as they want to be able to look into its eyes. This supports the findings from the study by Straßmann and Krämer [13]. The contradictions between those findings can most likely be explained through an applied context [8]. In e-commerce, the focus is on the presented product instead of personal communication and assistance, and therefore, users might prefer differently designed agents. As virtual assistance is applied in health-related domains in this research, the results of Straßmann and Krämer [13] might be better applicable. Further research [14] complements the assumptions and demonstrates that the species is more important in the evaluation process of a virtual agent’s appearance for seniors and that seniors evaluate machine-like agents less positively than humanoid ones. Based on these features, for seniors, no differences between different degrees of realism are assumed, whereas they are expected to evaluate a humanoid agent more positively. Accordingly, the following hypothesis is assumed: seniors will evaluate a humanoid agent’s appearance (regardless of its degree of realism) more positively regarding its person perception (a), liking (b), and usage intention (c) as compared with an agent having a machine-like appearance (hypothesis 3 [H3]).

Furthermore, a prior qualitative study [13] stressed that seniors prefer an embodied agent to a nonembodied agent, as they like to have something to address during an interaction. By contrast, students highlighted the advantages of a nonembodied agent, as nonembodied agents are not restricted to one device or a certain screen. Therefore, students are expected to evaluate nonembodied agents more positively than embodied agents. Thus, the following hypotheses can be formulated: seniors will evaluate an embodied agent more positively regarding its person perception (a), liking (b), and usage intention (c) as compared with a nonembodied agent (hypothesis 4 [H4]) and students will evaluate an agent represented through a voice only more...
positively regarding its person perception (a), liking (b), and usage intention (c) as compared with an embodied agent (hypothesis 5 [H5]).

In focused application, social processes are of high interest. Prior studies demonstrated that users show bonding with virtual agents [15,16]. In interpersonal relationships and attraction, physical attractiveness and similarity are key variables. The appearance of an agent, especially its species and realism, can affect the perceived similarity and, of course, the perceived attractiveness. Therefore, how these appearance variables influence participants’ bonding and trust needs to be investigated. Findings of prior research [13] demonstrated that seniors felt more trust toward embodied agents and bonded more with humanoid agents. In contrast, students did not mention these perceptions and seemed to try to avoid such social processes [13]. Nevertheless, according to the media equation theory [17], such processes are seen to occur automatically for all human beings. In summary, whether the appearance of a virtual agent affects social processes, such as bonding and trust, and whether these are influenced by user age should be investigated. Therefore, the following research question is posed: How are bonding and trust affected by the agent’s appearance and the users’ age group (research question 1 [RQ1])?

Methods

Study Design

This study aimed to investigate the effects of appearance and embodiment regarding a human-agent interaction and further examine the moderating effect of age, as a possible target group is elderly individuals in need of support and health advice. Therefore, a Wizard-of-Oz study with a 2 (age group) × 4 (appearance) between-subjects design was conducted.

Sample

Overall, 130 people participated in this study. To investigate age-related differences, two different age groups were invited to participate in this study. In total, 84 students (mean age 23.65, SD 3.84; range 18-38 years) and 46 seniors (mean age 70.93, SD 9.05; range 51-89 years) interacted with a virtual agent and evaluated it thereafter. Both groups differed significantly with regard to age ($F_{1,129}=1732.19$, $P<.001$, $\eta^2_{\text{p}}=0.931$). Unfortunately, sex was not balanced, with more women (81/130, 62.3%) than men (49/130, 37.7%) participating. However, there were no differences in sex distribution between the two age groups ($\chi^2=1.59$, $P=.21$). Students and seniors were further equally distributed in all four experimental conditions ($\chi^2=0.32$, $P=.96$). Nevertheless, both groups differed in their prior experiences with virtual agents ($\chi^2=31.40$, $P<.001$). Among the students, many (54/84, 64%) had interacted with a virtual agent in the past; however, among seniors, few (6/46, 13%) had interacted with a virtual agent in the past, and thus, the majority of seniors had no prior experience with this technique.

Stimulus Material

In this study, a real human-agent interaction was tested in a Wizard-of-Oz setting. Participants interacted with an agent that was manipulated with regard to its appearance. The behavior and interaction contents were kept constant among all conditions, and participants were randomized to one of four conditions. Owing to the between-subjects design, participants interacted with one of the following four agents differing in appearance: two humanoid agents, one machine-like agent, and one agent without embodiment (Figure 1). To investigate the effect of species in an actual interaction study, humanoid appearances (Billie and Character) and a machine-like appearance (Vince) were used. Further, the influence of realism was tested by comparing a cartoon-stylized human (Billie) and a more realistic character (Character). To investigate the effect of different degrees of realism, both appearances were chosen according to realism. Billie’s overall degree of realism was rather low, and it had a cartoon-stylized shade. Although proportions were rather natural and not stylized, the resolution was more unrealistic than realistic owing to the material and texture. In contrast, Character was characterized by a higher degree of realism, as many details were obtainable, no stylized shade or proportions were used, and the resolution was more realistic (although not completely photorealistic). Additionally, this study aimed to investigate the influence of embodiment by comparing embodied characters with a voice-only version of the agent (Figure 1).

Figure 1. Overview of the used appearances. From left to right: Billie, Character, Vince, and Voice Only.

As participants interacted with the agent, an actual agent with an underlying skeleton, which could be animated to move and talk, was needed. Owing to these technical restrictions, the possible design decisions and usable appearances were limited. Thus, the manipulation used was not as controlled as desired. Nevertheless, it is a great advantage to investigate the effect of appearance in an interaction situation, where participants are able to communicate with a virtual agent. As described earlier,
appearances can be used to explore the effects of species, realism, and embodiment in an actual human-agent interaction. During an interaction, the agent used the same voice under all conditions. Its nonverbal behavior was also kept constant as much as possible.

The participants’ task was to fill in a health diary and to schedule appointments in a calendar. This is a realistic and possible scenario in the application of health-related daily life assistance, as a virtual agent might be able to help with health choices, provide reminders in this regard, and help plan and structure the day. The diary entries were presented in tables and were supplemented by matching icons to adapt to people in need of support, who might have difficulties reading and understanding the textual inputs. Figure 2 presents an example of the appearance of the entries.

Figure 2. Presented tables during the interaction with the agent.

Overall, the interaction with the agent lasted for about 15 to 20 minutes. To guarantee a controlled and stable dialogue under all conditions, the interaction was prescribed. However, the wizard had a chance to respond to participants’ answers by including specific attributes in the prescribed dialogue (eg, the agent asked about the participants’ favorite sport and the wizard typed the answer, so that it was included in the prescribed response of the agent). Moreover, the wizard had the option to type free responses that had not been prescribed. However, this option was only used when participants digressed from the interaction topic and the wizard had to lead them back on the topic.

Measurements
In order to examine the effect of appearance on the evaluation of the virtual agent, the person perception of the agent was assessed. Five different concepts were measured with 28 items overall on a 5-point semantic differential as follows: perceived realism (seven items, eg, “fake-natural”), likability (seven items, eg, “unfriendly-friendly”), trustworthiness (five items, eg, “not trustworthy-trustworthy”), competence (five items, eg, “incompetent-competent”), and attractiveness (four items, eg, “unattractive-attractive”). The items were adapted from prior person perception measurements [7,18]. All scales showed good reliability (Cronbach α < .808).

Supplementing this measure, participants’ liking of the agent was measured with an ad-hoc scale comprising five items (eg, “I think I would like this agent”) rated on a 5-point Likert scale (ranging from 1 [totally disagree] to 5 [totally agree]). The internal consistency of the scale was good (Cronbach α = .869).

Additionally, the usage intention of the participants was assessed. The perceived usefulness was measured with three items (eg, “I think the agent is useful to me”), and participants’ intention to use the virtual agent was measured with three items (eg, “I think I will use the agent during the next few days”). All items were rated on a 5-point Likert scale (ranging from 1 [totally disagree] to 5 [totally agree]). Both scales showed excellent internal consistency (Cronbach α < .934).

Furthermore, trust in the virtual agent was queried with two items (eg, “I would trust the robot if it gave me advice”) rated on a 5-point Likert scale (ranging from 1 [totally disagree] to 5 [totally agree]). The reliability of this scale was excellent (Cronbach α = .930).

As the relationship between user and agent is the focus of this work, participants’ bonding with the agent was measured using the bonding subscale of the Working Alliance Inventory [19]. The 12 included items (eg, “I feel uncomfortable with the agent”) were rated on a 5-point Likert scale (ranging from 1 [totally disagree] to 5 [totally agree]).
[totally disagree] to 5 [totally agree]), and there was good reliability (Cronbach $\alpha=.842$).

To evaluate the interaction, enjoyment (five items, eg, “I enjoyed the agent talking to me”), ease of use (five items, eg, “I think I will know quickly how to use the agent”), and sociability (four items, eg, “I consider the robot a pleasant conversational partner”) were measured. Participants evaluated all items on a 5-point Likert scale (ranging from 1 [totally disagree] to 5 [totally agree]). Cronbach $\alpha$ values demonstrated acceptable internal consistency for enjoyment and sociability (Cronbach $\alpha<.799$), whereas the consistency for ease of use was not acceptable (Cronbach $\alpha=.544$). Nevertheless, as this concept was of high relevance in this study, it was included in further analyses, but the results need to be discussed cautiously.

In addition, participants’ intended health behavior was measured to determine whether there was any influence by the virtual agent. This was measured with five items (eg, “Eat a well-balanced diet” and “Eat fresh fruits and vegetables”) [20]. As this scale mostly involves behaviors regarding diet, three items concerning physical exercises from Cunningham and Kwon [21] were added (eg, “I am planning to be physically active on a regular basis next week”). Participants rated all items on a 5-point Likert scale (ranging from 1 [totally disagree] to 5 [totally agree]). The reliability of this scale was good (Cronbach $\alpha=.831$).

Several control variables were measured in the first part of the questionnaire. They included tendency to anthropomorphize [22] (10 items, eg, “I sometimes wonder if my computer deliberately runs more slowly after I have shouted at it”; Cronbach $\alpha=.796$), prior experiences, participants’ attitude (3 items, eg, “I think it is a good idea to use the virtual agent”; Cronbach $\alpha=.752$), anxiety (4 items, eg, “If I should use the virtual agent, I would be afraid to make mistakes with it”; Cronbach $\alpha=.725$) [18], and negative attitudes toward virtual agents [23] (14 items, eg, “I would feel uneasy if agents really had emotions”; Cronbach $\alpha>.618$). At the end, sociodemographic variables, such as age and sex, were measured.

**Procedure**

When participants came into the laboratory, the experimenter welcomed them. To obtain informed consent, they were informed about the background and procedure of the study. At first, all participants filled in questionnaires about personality traits, prior experiences, and other control variables. When participants finished the first part of the questionnaire, the experimental part of the study began. Participants were asked to interact with the virtual agent in the context of a health diary. During the interaction, the experimenter left the room and participants were alone with the virtual agent. They were told that the agent interacts autonomously and can understand and react to their speech and behavior, but in fact, a Wizard-of-Oz setting was used, where a confederate (“wizard”) controlled the agent from an adjacent room. Participants were asked to start the interaction with “Hello Billie.” The wizard replied to this, and the interaction began. After the interaction with the agent was finished, the second questionnaire part was started, where dependent variables were assessed. At the end, the experimenter debriefed the participants and offered an incentive (either money or course credits).

**Results**

**Assessment**

This study aimed to investigate the effects of species, realism, and embodiment more closely in a real human-agent interaction. Therefore, planned contrasts were used to analyze the data with regard to specific comparisons and assumed hypotheses as follows: (1) embodiment (contrast 1), Billie, Vince, and Character versus Voice Only; (2) species (contrast 2), Billie and Character versus Vince; and (3) realism (contrast 3), Billie versus Character.

Furthermore, when significant interactions were found, according to Field [24], those effects were further investigate using simple effects, in which the effects of age groups at individual levels of the different appearances were assessed.

**Person Perception**

In order to test the influence of the different appearances and age groups on the person perception of the virtual assistant, a two-way multivariate analysis of variance (MANOVA) was conducted with appearance and age group as independent variables and perceived realism, likability, attractiveness, trustworthiness, and competence as dependent variables.

Using Pillai trace, there were significant effects of age group ($V=0.21$, $F_{5,118}=6.17$, $P<.001$) and appearance ($V=0.21$, $F_{15,360}=1.84$, $P<.001$) on person perception.

To test the hypothesis H1a, a univariate test was performed. The results indicated that seniors and students differed significantly in their evaluation of perceived realism ($F_{1,129}=9.07$, $P=.003$, $\eta^2_p=.069$) and attractiveness ($F_{1,129}=21.16$, $P<.001$, $\eta^2_p=.148$) of the agent. Seniors evaluated the agent in general as more realistic and more attractive than did students. No significant differences between the age groups were found for likability ($F_{1,129}=1.12$, $P=0.29$, $\eta^2_p=0.009$), trustworthiness ($F_{1,129}=2.34$, $P=0.13$, $\eta^2_p=0.019$), and competence ($F_{1,129}=3.75$, $P=0.055$, $\eta^2_p=0.030$) (Table 1).

Overall, the hypothesis H1a was only partly supported regarding attractiveness and had to be rejected for likability, trustworthiness, and competence.
Table 1. Person perception evaluation of the different age groups in general.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score, mean (SD)</th>
<th>Seniors</th>
<th>Students</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Realism</td>
<td>3.22 (1.01)</td>
<td>2.70 (0.81)</td>
<td>3.22 (1.01)</td>
<td>2.89 (0.91)</td>
</tr>
<tr>
<td>Likability</td>
<td>4.11 (0.76)</td>
<td>3.95 (0.71)</td>
<td>4.01 (0.73)</td>
<td></td>
</tr>
<tr>
<td>Attractiveness</td>
<td>3.79 (0.91)</td>
<td>3.01 (0.87)</td>
<td>3.29 (0.96)</td>
<td></td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>3.45 (0.80)</td>
<td>3.19 (0.86)</td>
<td>3.28 (0.85)</td>
<td></td>
</tr>
<tr>
<td>Competence</td>
<td>4.13 (0.61)</td>
<td>3.86 (0.76)</td>
<td>3.95 (0.71)</td>
<td></td>
</tr>
</tbody>
</table>

Univariate tests further revealed a significant difference between appearances regarding their perceived competence ($F_{3,129}=2.98, P=.03, \eta^2_{p}=0.068$). Running the planned contrast, results of the analyses showed a significant effect of embodiment ($t_{126}=-2.21, P=.03, r=0.19$), where an embodied character was evaluated as less competent than the Voice Only condition (Table 2). Furthermore, a marginally significant effect of appearance on likability was found ($F_{3,129}=2.63, P=.05, \eta^2_{p}=0.061$). Again, planned contrasts were used to explore this effect more deeply. Here, a significant difference in species was found ($t_{126}=-2.52, P=.01, r=0.22$), where Vince was evaluated as more likable than Billie and Character (Table 2). The tests yielded no significance for realism ($F_{3,129}=2.20, P=.09, \eta^2_{p}=0.051$), attractiveness ($F_{3,129}=1.99, P=.12, \eta^2_{p}=0.047$), and trustworthiness ($F_{3,129}=0.60, P=.62, \eta^2_{p}=0.015$).

Table 2. Person perception evaluation for the different appearances regardless of the age group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score, mean (SD)</th>
<th>Billie</th>
<th>Vince</th>
<th>Character</th>
<th>Voice Only</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Realism</td>
<td>2.89 (0.90)</td>
<td>2.76 (0.78)</td>
<td>2.77 (0.84)</td>
<td>3.12 (1.09)</td>
<td>2.89 (0.91)</td>
<td></td>
</tr>
<tr>
<td>Likability</td>
<td>3.82 (0.77)</td>
<td>4.20 (0.58)</td>
<td>3.82 (0.72)</td>
<td>4.15 (0.78)</td>
<td>4.01 (0.73)</td>
<td></td>
</tr>
<tr>
<td>Attractiveness</td>
<td>3.14 (0.95)</td>
<td>3.49 (0.98)</td>
<td>3.03 (0.99)</td>
<td>3.47 (0.88)</td>
<td>3.29 (0.96)</td>
<td></td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>3.16 (1.00)</td>
<td>3.46 (0.78)</td>
<td>3.21 (0.77)</td>
<td>3.28 (0.83)</td>
<td>3.28 (0.85)</td>
<td></td>
</tr>
<tr>
<td>Competence</td>
<td>3.78 (0.76)</td>
<td>4.04 (0.66)</td>
<td>3.81 (0.71)</td>
<td>4.18 (0.67)</td>
<td>3.95 (0.71)</td>
<td></td>
</tr>
</tbody>
</table>

According to Pillai trace, there was no significant interaction effect of both dependent variables for person perception ($V=0.09, F_{15,369}=0.74, P=.75$). In contrast, the univariate tests showed a significant interaction effect of appearance and age group with regard to perceived realism ($F_{3,129}=2.71, P=.048, \eta^2_{p}=0.063$) but not likability ($F_{3,129}=1.18, P=.32, \eta^2_{p}=0.028$), attractiveness ($F_{3,129}=0.47, P=.71, \eta^2_{p}=0.011$), trustworthiness ($F_{3,129}=0.73, P=.54, \eta^2_{p}=0.018$), and competence ($F_{3,129}=1.33, P=.27, \eta^2_{p}=0.032$). To analyze the interaction effect for perceived realism in more detail, simple effects were assessed, and it was found that seniors evaluated Billie ($F_{1,122}=6.76, P=.01$) and Voice Only ($F_{1,122}=7.74, P=.002$) as more realistic than did students (Billie: mean score 3.40, SD 0.83 vs 2.59, SD 0.86; Voice Only: mean score 3.76, SD 1.15 vs 2.76, SD 0.88) (Figure 3). As only an interaction for realism was found, hypotheses H3a, H4a, and H5a were not supported by the current data.
Liking of the Agent
As effects of age and appearance on the users’ liking of the agent were assumed, a two-way analysis of variance (ANOVA) was performed with appearance and age group as independent variables and liking of the agent as a dependent variable. A significant difference between the age groups was found ($F_{1,129}=10.71$, $P=.001$, $\eta_p^2=0.081$), where seniors liked the agents more in general than did students (mean score 3.01, SD 0.98 vs 2.39, SD 1.03). Thus, hypothesis H1b was supported. However, only a marginally significant effect of appearance ($F_{3,129}=2.41$, $P=.07$, $\eta_p^2=0.056$) and no significant interaction effect ($F_{3,129}=0.99$, $P=.40$, $\eta_p^2=0.024$) emerged. Planned contrasts for the appearance effect revealed an influence of species ($t_{126}=-2.71$, $P=.008$, $r=0.23$). Users reported liking the agent more in the condition where Vince (mean score 2.93, SD 1.12) was presented than in both humanoid conditions (Billie: mean score 2.39, SD 0.92; Character: mean score 2.28, SD 0.87). In addition, interaction effects between age and appearance variables (H3–5b) were hypothesized, but the present findings did not support these hypotheses.

Ease of Use, Perceived Usefulness, and Usage Intention
Using two-way MANOVA with appearance (four factors: Billie, Character, Vince, and Voice Only) and age group (two factors: students and seniors) as independent variables and ease of use, perceived usefulness, and usage intention as dependent variables, it was tested how the age groups differed from each other and how these variables were influenced by the appearances of different agents. Based on Pillai trace, the results indicated significant main effects for age group ($V=0.98$, $F_{3,120}=3.86$, $P=.01$) and appearance ($V=0.14$, $F_{9,366}=1.98$, $P=.04$) and also a significant interaction effect for both ($V=0.16$, $F_{9,366}=2.25$, $P=.02$).

With regard to the univariate tests, both age groups differed in their evaluation of the agent’s ease of use ($F_{1,129}=4.07$, $P=.002$, $\eta_p^2=0.073$), with students rating the agent as easier to use as compared with the finding for seniors (Table 3). This result is in line with the assumed hypothesis H2, where students were expected to state higher ease of use values as compared with that for seniors. Usage intention ($F_{1,129}=0.40$, $P=.59$, $\eta_p^2=0.002$) and perceived usefulness ($F_{1,129}=0.76$, $P=.39$, $\eta_p^2=0.006$) did not yield statistically significant effects for age differences. Thus, hypotheses H1c and H1d were not supported by the data, as students and seniors reported the same levels of perceived usefulness and usage intention.

Regarding the univariate tests, no significant differences among appearances in participants’ usage intention ($F_{3,129}=1.20$, $P=.31$, $\eta_p^2=0.029$), ease of use ($F_{3,129}=1.50$, $P=.22$, $\eta_p^2=0.035$), and usefulness ($F_{3,129}=1.49$, $P=.22$, $\eta_p^2=0.035$) occurred (Table 4).

Table 3. Usage intention, ease of use, and perceived usefulness evaluations of the different age groups in general.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Seniors</td>
</tr>
<tr>
<td>Usage intention</td>
<td>2.78 (1.27)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3.77 (0.63)</td>
</tr>
<tr>
<td>Usefulness</td>
<td>2.96 (1.27)</td>
</tr>
</tbody>
</table>
Table 4. Usage intention, ease of use, and perceived usefulness evaluation for the different appearances regardless of the age group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Billie</td>
</tr>
<tr>
<td>Usage intention</td>
<td>2.70 (1.25)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3.81 (0.65)</td>
</tr>
<tr>
<td>Usefulness</td>
<td>2.65 (1.32)</td>
</tr>
</tbody>
</table>

However, a significant interaction effect of age group and appearance was found for perceived usefulness \((F_{3,129}=5.06, P=.002, \eta^2_p=0.111)\) and usage intention \((F_{3,129}=3.38, P=.02, \eta^2_p=0.077)\) but not for ease of use \((F_{3,129}=1.96, P=.12, \eta^2_p=0.046)\) (Figure 4).

Again, simple effects were used to investigate the interaction effects. For perceived usefulness, seniors evaluated the usefulness of Billie (the cartoon-stylized humanoid agent) higher than did students (mean score 3.61, SD 1.32 vs 2.10, SD 0.97) \((F_{1,122}=12.42, P=.001)\).

In line with this finding, seniors reported higher usage intention as compared with students (mean score 3.58, SD 1.20 vs 2.19, SD 0.99) after interaction with Billie \((F_{1,122}=9.63, P=.002)\) (Figure 5).

Based on these results, the hypothesis H3b was partly supported, as it was assumed that seniors show greater usage intention for a humanoid agent. However, this was only true for a cartoon-stylized human. No such differences between both target groups were found in the evaluation of embodied and nonembodied agents; therefore, the hypotheses H4b and H5b were rejected.

Figure 4. Interaction effect of appearance and age group for perceived usefulness. The usefulness scale ranged from 1 (totally disagree) to 5 (totally agree).
Bonding, Trust, and Sociability

As research question RQ1 aimed to investigate the effects of appearance and age group on bonding and trust, multiple two-way ANOVAs were performed to answer this research question.

The influences of age group and appearance on participants’ bonding were analyzed using two-way ANOVA with appearance (four factors: Billie, Character, Vince, and Voice Only) and age group (two factors: students and seniors) as independent variables and bonding as a dependent variable. Analyses revealed a significant main effect for age group \( (F_{1,126}=11.46, P=.001, \eta_p^2=0.088) \) and a significant interaction effect for both independent variables \( (F_{3,129}=3.67, P=.01, \eta_p^2=0.085) \), whereas the different appearances did not differ in participants’ bonding \( (F_{3,129}=1.09, P=.36, \eta_p^2=0.027) \). Referring to descriptive values, seniors reported higher feelings of bonding toward the agent than did students (mean score 3.40, SD 0.79 vs 2.94, SD 0.67).

To explore the interaction effect between age group and appearance further, simple effects were used. The results indicated that students and seniors showed different bonding behavior under the Billie \( (F_{1,119}=13.89, P<.001) \) and Voice Only \( (F_{1,122}=9.18, P=.003) \) conditions, with seniors showing higher bonding under both conditions as compared with the findings for students (Figure 6 and Table 5).

Figure 5. Interaction effect of appearance and age group for usage intention. The usage intention scale ranged from 1 (totally disagree) to 5 (totally agree).

Figure 6. Interaction effect of appearance and age group for participant bonding. The bonding scale ranged from 1 (totally disagree) to 5 (totally agree).
Table 5. Scores for all appearances among the age groups for bonding, trust, and sociability.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Billie</td>
</tr>
<tr>
<td>Bonding</td>
<td></td>
</tr>
<tr>
<td>Seniors</td>
<td>3.57 (0.94)</td>
</tr>
<tr>
<td>Students</td>
<td>2.58 (0.45)</td>
</tr>
<tr>
<td>Trust</td>
<td></td>
</tr>
<tr>
<td>Seniors</td>
<td>3.79 (0.94)</td>
</tr>
<tr>
<td>Students</td>
<td>2.19 (1.04)</td>
</tr>
<tr>
<td>Sociability</td>
<td></td>
</tr>
<tr>
<td>Seniors</td>
<td>4.13 (0.81)</td>
</tr>
<tr>
<td>Students</td>
<td>3.00 (0.74)</td>
</tr>
</tbody>
</table>

Another two-way ANOVA was performed with the same independent variables (age group and appearance) and with trust as a dependent variable. Although no significant main effects of age group ($F_{1,129}=0.13$, $P=0.72$, $\eta_p^2=0.001$) and appearance ($F_{3,129}=0.32$, $P=0.81$, $\eta_p^2=0.008$) were found for trust, the analyses yielded a significant interaction effect for both variables ($F_{3,129}=6.19$, $P=0.001$, $\eta_p^2=0.132$). Simple effects further revealed that seniors showed more trust for Billie than did students ($F_{1,122}=14.93$, $P<0.001$), whereas both age groups did not differ regarding trust for the other appearances (Figure 7 and Table 5).

Figure 7. Interaction effect of appearance and age group for participants’ trust toward the agent. The trust scale ranged from 1 (totally disagree) to 5 (totally agree).

In addition, two-way ANOVA with both independent variables and perceived sociability of the agent was performed to analyze whether the different appearances were perceived as sociable interaction partners and whether the age group had any effect. The analysis revealed a significant difference between age groups ($F_{1,129}=8.88$, $P=0.003$, $\eta_p^2=0.068$), where seniors in general evaluated the agent as more sociable than did students (mean score 4.02, SD 0.88 vs 3.53, SD 0.87).

Furthermore, a significant influence of appearance was found ($F_{3,129}=4.57$, $P=0.005$, $\eta_p^2=0.101$). The planned contrasts reveal a significant difference in perceived sociability between embodied and nonembodied agents ($t_{126}=-2.72$, $P=0.007$, $r=0.24$) and a significant difference between machine-like and humanoid agents ($t_{126}=-2.64$, $P=0.009$, $r=0.23$). Participants rated the Voice Only agent as more sociable than the three embodied agents (Voice Only: mean score 4.05, SD 0.83 vs Billie: 3.41, SD 0.93; Vince: 3.89, SD 0.82; and Character: 3.41, SD 0.87). Additionally, Vince (the machine-like agent) was found to evoke more sociability than both humanoid agents (Billie and Character).

In addition, a significant interaction effect for both variables was noted ($F_{3,129}=2.80$, $P=0.04$, $\eta_p^2=0.064$). The same pattern that was found before was also obtainable for sociability, as on referring to simple effects, seniors and students differed in their evaluation of Billie ($F_{1,122}=14.48$, $P<0.001$) but not in their evaluation of the other appearances. Again, seniors rated Billie (the cartoon-stylized humanoid agent) as more sociable than did students (Figure 8 and Table 5), whereas no differences between both groups regarding the other appearances were noted.
Enjoyment

As seniors are generally assumed to perceive the agent and the interaction more positively (H1), hypothesis H1e claims that seniors will enjoy the interaction with the agent more than students. The results of two-way ANOVA with age group and appearance as independent variables and enjoyment of the interaction as a dependent variable revealed a significant age effect \(F_{1,126}=7.26, P=.008, \eta_p^2=0.057\). In line with prior findings, seniors reported the interaction as more enjoyable than did students (mean score 4.20, SD 0.82 vs 3.72, SD 0.89). Thus, the hypothesis H1e was supported by the present findings. However, the analyses yielded no significant effect for appearance \(F_{3,126}=1.61, P=.19, \eta_p^2=0.039\) or a significant interaction effect \(F_{3,126}=2.40, P=.07, \eta_p^2=0.057\).

Discussion

Results Summary and Interpretation

This study aimed to investigate age-related differences in the effects of species, realism, and embodiment on the perception and evaluation of agents in a health-related human–agent interaction, as no previous study has tested the impact of age on the perception and evaluation of appearance variables. To close this research gap, a laboratory study was conducted, in which four different appearances (cartoon-stylized human: Billie, realistic human: Character, cartoon-stylized robot: Vince, and nonembodied voice only condition: Voice Only) were tested in a between-subjects design (N=130) with two different age groups (students and seniors).

According to the findings of Rosenthal-von der Pütten et al [11], hypothesis H1 assumed that seniors will evaluate the agent and the interaction therewith more positively as compared with students. This was partly supported for person perception (H1a) and supported for liking (H1b) and enjoyment (H1e) but not for seniors’ usage intention (H1c) and perceived usefulness (H1d). In line with prior findings [11], seniors liked the agent more and enjoyed the interaction more than did students. As students probably have more experiences of interactions with virtual agents and therefore have higher and more specific expectations, it is more difficult to match their expectations and impress them. By contrast, seniors can be assumed to have mostly not interacted with a virtual agent before, and they probably have less frequent points of contact with such technologies. Therefore, they seem to have more appreciation for the technology and its functions. Additionally, the application itself is more beneficial for seniors, who need more support in their daily life. Prior research has already emphasized the influence of experience on the perceived usefulness of the technology and the intention to use it [25]. Although the interaction was designed to be suitable for both groups, the general application of daily life assistance is more adapted to people in need of support. It was therefore assumed that seniors perceive the agent as more useful and show higher usage intentions. However, these assumptions were not confirmed by the data, as no differences between the two groups were found. Potentially, social desirability influenced the seniors’ ratings.

Qualitative research with elderly participants demonstrated that some elderly individuals are afraid of asking and accepting help and that elderly women especially consider the reception of help as a loss of independence [26]. Seniors (especially women, who mainly participated in this study) might want to hide their potential need for support and maintain the illusion that they do not need any help [26]. As a consequence, they might provide lower usage intention and usefulness ratings than the actual ratings. In line with this, Yaghoubzadeh et al [4] found a third-person effect [27] and reported that elderly individuals perceive virtual assistants as useful for a third person but not themselves. In summary, seniors might be afraid to be perceived as vulnerable, and therefore, they might state lower usefulness and usage intention. Another reason might lie in the fact that the seniors who participated in the study were required to visit the laboratory autonomously, which means that they needed to be mobile and healthy. Therefore, these seniors might not perfectly match the target group in need of support.

Nevertheless, with regard to the identified interaction effects, seniors rated the agent’s usefulness and their usage intention
higher than did students when a specific appearance was presented. Seniors appear to perceive a cartoon-stylized humanoid agent as more useful and prefer to use an agent with this appearance.

Furthermore, in line with the hypothesis H2, students perceived the agent as easier to use than did seniors. This might be explained by differences in technical skills between the two groups. Students are mainly described as digital natives, who are highly familiar with the use of technology, whereas seniors are not described as digital natives. In addition, seniors’ self-efficacy with regard to these entities might be lower [28]. Users of the agent only need to talk to the agent, and therefore, the actual use of the agent should be equally easy for both groups as no technical skills are needed. Nevertheless, it has been demonstrated that seniors are more skeptical [10] and are assumed to have lower self-efficacy [28], and thus, seniors perceived the agent as less easy to use than did students.

Concerning the interaction effects of appearance variables and user age, several target group-specific differences in participants’ evaluations were assumed. Because there is scant prior research testing the preferences of senior users with regard to an agent’s appearance, according to the evidence of prior research [13,14], it was assumed that seniors prefer a humanoid appearance over a machine-like appearance (H3). Moreover, with reference to the statements in qualitative interviews [13], where seniors stated that they preferred an embodied agent because an interaction with it is more familiar and that they would like to have an interlocutor who can be addressed (eg, looking in the eyes) during the interaction, it was assumed that seniors evaluate an embodied agent more positively than a nonembodied agent (H4). In parallel, in line with students’ interview statements, the opposite was hypothesized for students, as they instead reported preferring a solely speech-based system that is more ubiquitous and not restricted to a specific screen (H5). Overall, the results showed the same pattern for multiple dependent variables. Seniors evaluated Billie (the cartoon-stylized humanoid agent) more positively than did students, whereas no differences between the target groups with regard to the other appearances were noted.

Seniors perceived Billie and Voice Only as more realistic than did students. These findings contradict the intended manipulation of realism, as it was assumed that Character would be perceived as more realistic than Billie. Prior studies have already demonstrated the importance of behavioral realism [29,30]. Accordingly, it might have been that the presented behavior of the agent matched the appearance of Billie the most and this concurrency evoked higher overall realism. However, the agent had the same behavior under all conditions, so this cannot explain the differences between the two target groups. It was shown that seniors rely more on the species of the agent and that realism is not a crucial variable for them [14]. Therefore, the differences in perceived realism might have been positive side effects of the generally more positive perception of Billie. Overall, the manipulation of both humanoid appearances might have been too subtle, so the intended manipulation was not successful. Future studies should address realism more closely.

Nevertheless, it needs to be questioned why no difference in likability or overall liking was found, although several other positive effects of a cartoon-stylized humanoid agent for seniors were noted. It might further be possible that participants relied more on the interaction and the agent’s behavior for their realism evaluation and that, in some way, the interactions involving Billie and Voice Only were perceived as more realistic. However, the interaction itself was designed in a maximally controlled way, where only specific prescripted answers based on a decision tree were chosen by the wizard. Nevertheless, small differences may have necessarily occurred as the agent was asked to respond to the specific answers of the participants. This limitation cannot be ruled out during an actual interaction study, where the agent should be perceived as responsive and relational. The findings cannot support the hypotheses H3a and H3b, as only differences in perceived realism and not in any other variables of the agent’s person perception were noted and no interaction effects of the target group and appearance for participants’ liking of the agent were found.

In addition, Billie was perceived as more useful and more sociable by seniors and evoked higher usage intentions, trust, and bonding in seniors as compared with students. Hence, the hypothesis H3c was supported, as seniors showed higher usage intention after the interaction with the humanoid agent Billie as compared with students. This assumption can also be extended to effects on social outcomes (RQ1). Seniors rated sociability higher for the cartoon-like humanoid agent Billie and showed more trust toward and bonding with agents with this appearance. These findings might be explained by the user groups’ expectations. Seniors might expect a virtual agent not to be photorealistic, whereas students are more used to different forms of virtual characters. Thus, it is possible that the appearance of Billie matched the seniors’ expectations the most. As predicted, there were more positive outcomes for a humanoid agent than for a cartoon-stylized one. These results indicate that regarding the application of a virtual agent in the context of daily life assistance for people in need of support, a cartoon-stylized humanoid appearance might be beneficial, as seniors showed, among other things, higher usage intentions, more trust, and more bonding. In the aforementioned application field, these outcomes might be very helpful, as steady intense usage of the agent is the aim. When the agent’s appearance is designed in a way that usage intention increases and when higher feelings of trust and bonding occur, regular usage behavior can be fostered. However, it needs to be acknowledged that the aforementioned results are only applicable under specific circumstances. As the findings resulted from a single short-term interaction in a Wizard-of-Oz setting, only limited deductions can be made for real-world interactions over a longer period. Because of the Wizard-of-Oz setting, the agent responded with higher accuracy than current state-of-the-art agents, which might affect the evaluation and responses toward the agent. Although the quick responses of the wizard might match the expectations participants had of the humanoid agent, when these expectations are not fulfilled in real application, people might lose interest to interact with the agent [14]. Thus, further long-term and field studies are needed to support the current findings and to derive better insights for possible design guidelines. These limitations and other shortcomings will be discussed in the next section.

http://www.jmir.org/2020/4/e13726/
Limitations and Future Work

Although this study offered valuable insights into appearance effects within a human-agent interaction and particularly highlighted the impact of the target group, some shortcomings need to be discussed.

First, the small sample size and unbalanced distribution of age groups need to be noted. Very few seniors participated in this study, and the age cutoff was rather low for seniors (at least 50 years). Additionally, no age cutoff for students was used (studying at the university was used as a criterion for this group). During the recruitment of participants, it was aimed to maintain a balanced distribution of both groups. However, it was challenging to find elderly volunteers who could participate in a laboratory study, as they needed to be mobile and able to visit the university on their own. Nevertheless, as this study already showed the influence of the target group, studies that investigate this effect more closely with larger and more balanced samples are needed. Furthermore, other target groups that match the application field should be considered.

Moreover, the used appearances and agents had to match certain technical criteria to perform an interaction study. Therefore, the appearances could not be manipulated as systematically as desired, and they have more variance than the presented factors (species, realism, and embodiment). Although stimuli involving similar hair styles and clothing styles were chosen for the humanoid agents, they differed in not only their degree of realism but also other factors (eg, perceived age). In addition, no significant difference with regard to perceived realism was found for the realism contrast. Thus, participants appeared to perceive both humanoid agents as equally realistic. This means that the manipulation targeted needs to be evaluated with caution. Future studies should design appearances that are systematically varied and where other confounding variables are mostly eliminated. Additionally, only a limited number of appearance variables could be addressed in this experiment, and future studies should investigate the effect of other appearance variables and forms. In particular, when it comes to the realism of an agent, the uncanny valley theory [31] needs to be discussed. This research did not aim to investigate the existence of an uncanny valley, and only two stimuli that differed in realism were used. Nevertheless, as age-related differences in the evaluation and responses to different appearance variables were found, future studies should also investigate whether there are age-related differences in the perception of an uncanny valley.

In this study, no static material but an actual interaction with an agent was used. Within this interaction, the agent had behavior related to the participants’ responses. Although the interaction was scripted and the agent’s answers were limited to a certain set of possible reactions, this behavior might have influenced the interaction and the participants’ evaluation of the agent afterwards. As the interaction was aimed to be enjoyable and relatable, the agent’s answers had to rely on the prior statements of the participants. Thus, there were minor differences in the interaction and the agent’s responses. However, these minor differences cannot be prevented if an actual relational interaction is required. Behavioral realism was not the focus of this study, and therefore, it should be investigated further in the future.

Like most prior studies, this study’s results are only based on a single interaction and one point of measurement. However, the envisioned application of autonomous living and health assistance aims for a steady longitudinal usage of a virtual assistant [3]. Initial studies showed that the perception of an agent might change with time [32]. Accordingly, it still needs to be asked how the effects of appearance develop over time. Furthermore, concepts like trust and bonding do evolve over time and are more relevant in long-term interactions. Thus, long-term studies are needed to investigate the development of the presented findings in multiple interactions.

Conclusion

This study investigated the effects of species, realism, and embodiment with regard to age-related differences on a health-related human–agent interaction. Therefore, a between-subjects laboratory study with a Wizard-of-Oz setting was used, where four different appearances and two different age groups were examined. The interaction was embedded in a virtual health assistance scenario, and participants filled in a virtual health diary together with the speech-based agent. The results emphasize the importance of the target group, as age-related differences were found in the general evaluation and in the evaluation of appearances. Seniors showed higher usage intention, trust, and bonding with a humanoid agent having cartoon stylization than did students. The realism of the agent was not found to affect the evaluation. Thus, when a virtual assistant is designed, the target group needs to be determined first. For seniors, a carton-stylized humanoid agent might be more appreciated, as it enhances usage intention and social processes. This is at least true in a short-term interaction and when a flawless interaction is provided. Overall, they appear to have a stronger need for social presence represented by a virtual human, as they are used to it from human-human communication. On the other hand, students appear not to rely on these social cues represented by appearance. This might be caused by their higher experiences with technologies and virtual agents. In summary, a health advisor for seniors should be designed with a humanoid appearance, as this fosters the interpersonal relationship and usage intention of the technology.
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We read the article from Ogink and colleagues [1] describing the use of cuffless blood pressure (BP) measurement for home BP measurement. We applaud the authors’ intention to study the relevance of cuffless BP measurement in real-world conditions and have a few comments and questions that may improve our understanding of this study’s results.

First, we previously commented [2] on a prior study performed by the same group [3]. We highlighted problems with the Checkme’s accuracy and its marketing in the United States as a systolic BP monitor without the required Food and Drug Administration approval. We are surprised that the authors refer to the prior study performed by Schoot et al [3] as promising in terms of European Society of Hypertension accuracy standards and by their repeated erroneous claim that the Checkme has Food and Drug Administration approval for measurements of systolic BP [1], after acknowledging the Checkme’s shortcomings related to accuracy and regulatory approval in a response to our letter [4]. It is important to note that the referenced CE (Conformité Européenne) certification constitutes conformity with electromagnetic safety standards but is not a certification for demonstrated accuracy and precision of systolic BP measurements.

Second, in the referenced study, the weak correlation (R=0.47) between paired home cuff systolic BP measurements and Checkme measurements, as well as a large absolute difference between these measurements (eg, 44% measurements differed by >10 mm Hg) confirms the inaccuracy of individual Checkme systolic BP measurements. Over the course of 3 weeks, the average of all twice-daily, duplicate, Checkme measurements (84 total measurements in each subject) correlated better (R=0.75) with the average of all once-weekly, duplicate home cuff BP measurements over 3 weeks (6 total measurements in each subject), but these means still varied by 5-15 mm Hg for 64% of measurements. The authors suggest that the average of a large number of Checkme measurements can be used by physicians to adjust medication. Considering that the mean treatment response of antihypertensive medications lies in the 5-15 mm Hg range for systolic BP [5], how do the authors envision Checkme measurements to be used in clinical care?

Finally, a major reported advantage of the Checkme is its user-friendliness as assessed by semistructured interviews. We note that individuals were excluded if they were not able to perform the Checkme measurement correctly after 20-40 minutes of instruction. Can the authors please share how many
patients were not enrolled after failure to perform the measurement after instruction? Further, we wonder if the required measurement frequency of Checkme as compared to conventional measurements (14 times as much) was assessed in the structured interviews?
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In a number of studies, we have recently evaluated the possible value of a handy device (Viatom’s Checkme) for measuring multiple vital parameters, including cuffless blood pressure (BP) determination.

The Checkme device entered the medical domain after it was originally designed for the consumer market. This makes it very interesting and necessary to scientifically investigate its use in patients.

After a comparison with a common BP monitor [2] and an evaluation of the self-assessment results by admitted patients [3], we recently reported the results of its use in ambulatory BP measurement [4]. In all these studies, both quantitative and qualitative aspects of the use of the Checkme were scientifically assessed.

We are aware of the questions about validity and certification raised by van Helmond et al [1], and we are pleased that through this platform, we can discuss the issues that we have already covered extensively in our manuscripts. Regarding the validity of Checkme’s systolic BP results, we stated, as discussed extensively in our previous comment on their letter [5], that as long as there is no adequate validation protocol specifically for cuffless BP monitors, a formal validation study in accordance with leading protocols is impossible. Thus, in its current form, it is too early to implement a device such as Checkme in daily practice. We found that a real-life comparison currently gives the best insight into the potential value. In their study of both a smartwatch and a portable health device (Checkme), van Helmond et al [6] concluded that the Bodimetrics device was more accurate, possibly due to calibration immediately prior to the study. However, the BP device still failed to meet the accuracy guidelines of the Association for the Advancement of Medical Instrumentation validation protocol, from which van Helmond et al derived their investigation. This protocol assumes that a device should actually be capable of measuring BP without an initial calibration reference measurement. This is peculiar, since it is precisely for the use of cuffless BP monitors that a validation measurement with a traditional BP monitor is required (for estimation of vascular compliance using pulse-oxymetry and electrocardiogram). Only then can an estimate of the BP with these two signals be made. The argument that accuracy improves after a validation measurement taken shortly before a cuffless measurement [6] is therefore not
valid. Precisely, the choice of reference BP monitors and conditions under which measurement is to be made are not included in the current validation protocols and are the reason that regulatory authorities such as the US Food and Drug Administration could not release Checkme for BP measurement.

With regard to the interpretation of the accuracy of the absolute BP values in our home measurement study, we disagree with van Helmond et al [1]. The clinical practice of treating hypertension is increasingly based on home measurement of BP. Here, measurement variation due to patient and environmental factors is taken for granted by the practitioners, since titration of the treatment based on these home measurements ultimately has a better clinical outcome than treatment based on office measurements. Although the Checkme is user-friendly, disruptive factors such as those found in home measurements cannot be excluded. A comparison of home measurement with different devices illustrates this phenomenon and will never have a strong agreement. That is not our message either. It is all about obtaining many measurement results in order to titrate medical treatment. With only a few reports available, including the study by Schoot et al [2], it is too early to promote cuffless measurements on a large scale. However, devices that make use of this technique do appear to be useful at present in, for example, outpatient BP measurement.

Finally, we agree with van Helmond et al [1] that a major advantage of the Checkme is its user-friendliness. All participants were able to take the measurement (12 participants in total). As mentioned in the article, one participant was excluded because the calibration of Checkme did not succeed. The cause for this is unknown, but the measurement itself was performed correctly. Calibration failure was, however, observed in about 10% of the participants in our previous studies [2-4], and this may be a reason for not using Checkme. The cause for this issue is mostly unclear. If a patient could use the Checkme device, it became clear that he or she started measuring BP much more often and that this self-assessment was a positive point raised in the interviews.

We hope that our joint effort to scientifically examine these new devices leads to optimization of self-monitoring technology and eventually to improved patient care.
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In the original published paper “Using Technology to Facilitate Fidelity Assessments: The Tele-STAR Caregiver Intervention” (J Med Internet Res 2019; 21(5):e13599), the authors noticed an error in Table 5. This was caused by a coding error on the authors' electronic survey. The original table listed the 10-item Center for Epidemiological Studies Depression Scale (CESD-10) score for the time point “Post session 4” lower than it should have been.

The score was initially listed as:

Mean 9.4, SD 6.8 (row 1, column 3), P=.84 (row 1, column 5).

The correct score is:

Mean 11.1, SD 4.7 (row 1, column 3), P=.88 (row 1, column 5).

The changes were not significant, and do not affect the overall findings of the paper.

The correction will appear in the online version of the paper on the JMIR website on April 28, 2020, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “OpenNotes After 7 Years: Patient Experiences With Ongoing Access to Their Clinicians’ Outpatient Visit Notes: (J Med Internet Res 2019;21(5):e13876), there were errors which were not identified during the proofing stage.

The original published Methods did not include the following sentence about the excluded respondents:

We also excluded respondents who reported reading notes for a week or less, or did not answer the question about length of time reading notes, since our objective was to assess patients’ experiences over the prior 12 months.

The new sentence has now been added to Methods of the paper under the subheading “Statistical Analysis”, as follows:

Statistical Analysis
To maximize the chances that we were including responses about clinical notes rather than another part of the record, as a final step, we excluded responses from patients whose self-report of note reading in the past 12 months did not match portal data; for example, patients reported they had read notes, but the portal tracking data showed they had not. We also excluded respondents who reported reading notes for a week or less, or did not answer the question about length of time reading notes, since our objective was to assess patients’ experiences over the prior 12 months.

Additionally, the original published Results incorrectly included the following sentence under the subheading “Accessing and Reading Notes”:

After excluding those with unconfirmed note reading status, 23,710 responses were included in the analysis: 22,947 note readers and 763 nonreaders. Among note readers, three-quarters reported reading notes for a year or more and half reported reading 4 or more notes.

This sentence has been corrected to the following:

After note reading exclusions, 23,710 responses were included in the analysis: 22,947 note readers and 763 nonreaders. Among note readers, three-quarters
reported reading notes for a year or more and half reported reading 4 or more notes.

Finally, in the flowchart in Figure 1, the bottom left box included the following incorrect wording:

5,072 Discordant information about note reading status
4,443 Portal data conflicts with self-report of reading status

This wording has been corrected to the following:

5,072 Note reading exclusions
4,443 Portal data conflicts with self-report of reading

The corrected Figure 1 can be seen below.

Figure 1. Study flow diagram. BIDMC: Beth Israel Deaconess Medical Center; UW: University of Washington Medicine.

The correction will appear in the online version of the paper on the JMIR website on April 30, 2020, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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Abstract

Background: During the spread of the novel coronavirus disease (COVID-19), internet hospitals in China were engaged with epidemic prevention and control, offering epidemic-related online services and medical support to the public.

Objective: The aim of this study is to explore the role of internet hospitals during the prevention and control of the COVID-19 outbreak in China.

Methods: Online epidemic-related consultations from multicenter internet hospitals in China during the COVID-19 epidemic were collected. The counselees were described and classified into seven type groups. Symptoms were recorded and compared with reported patients with COVID-19. Hypochondriacal suspicion and offline visit motivation were detected within each counselee’s group to evaluate the social panic of the epidemic along with the consequent medical-seeking behaviors. The counselee’s motivation and the doctors’ recommendation for an offline visit were compared. Risk factors affecting the counselee’s tendency of hypochondriacal suspicion and offline visit motivation were explored by logistic regression models. The epidemic prevention and control measures based on internet hospitals were listed, and the corresponding effects were discussed.

Results: A total of 4913 consultations were enrolled for analysis with the median age of the counselees at 28 years (IQR 22-33 years). There were 104 (2.12%) healthy counselees, 147 (2.99%) hypochondriacal counselees, 34 (0.69%) exposed counselees, 853 (17.36%) mildly suspicious counselees, 42 (0.85%) moderately suspicious counselees, 3550 (72.26%) highly suspicious counselees, and 183 (3.72%) severely suspicious counselees. A total of 94.20% (n=4628) of counselees had epidemic-related symptoms with a distribution similar to those of COVID-19. The hypochondriacal suspicion (n=2167, 44.11%) was common. The counselees’ motivation and the doctors’ recommendation for offline visits were inconsistent (P<.001) with a Cohen kappa score of 0.039, indicating improper medical-seeking behaviors. Adult counselees (odds ratio [OR]=1.816, P<.001) with epidemiological exposure (OR 7.568, P<.001), shortness of breath (OR 1.440, P=.01), diarrhea (OR 1.272, P=.04), and unrelated symptoms (OR 1.509, P<.001) were more likely to have hypochondriacal suspicion. Counselees with severe illnesses (OR 2.303, P<.001), fever (OR 1.660, P<.001), epidemiological exposure history (OR 1.440, P=.01), and hypochondriacal suspicion (OR 4.826, P<.001) were more likely to attempt an offline visit. Reattending counselees (OR 0.545, P=.002) were less motivated to go to the offline clinic.

Conclusions: Internet hospitals can serve different types of epidemic counselees, offer essential medical supports to the public during the COVID-19 outbreak, reduce the social panic, promote social distancing, enhance the public’s ability of self-protection, correct improper medical-seeking behaviors, reduce the chance of nosocomial cross-infection, and facilitate epidemiological screening, thus, playing an important role on preventing and controlling COVID-19.

(J Med Internet Res 2020;22(4):e18908) doi:10.2196/18908
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Introduction

From late 2019 to early 2020, an outbreak of novel coronavirus disease (COVID-19) spread throughout China and soon became a global concern [1-3]. The Chinese government had adopted a series of administrative measures to stop the spread of the epidemic [4], including promulgating decrees that required the domestic internet hospitals to vigorously carry out remote medical services in response to the epidemic [5]. Under such circumstances, the internet hospitals in China, which is a new approach to outpatient health care that provides health services via internet technologies [6], were engaged in the epidemic prevention and control, opening up free COVID-19 consultation services as the main form of remote medical services for the public during the epidemic. This is the first time that internet hospitals have been involved in the response to an infectious public health incident. Its role during the epidemic prevention and control has yet to be explored. This study analyzed the details of the free epidemic consultations from multicenter internet hospitals in China during the COVID-19 outbreak. Through user profiling, we assessed the social panic and the public’s medical needs during the COVID-19 outbreak, revealed the effects of internet hospitals on the epidemic prevention and control, and expounded and explored the managing strategies to make the internet hospitals play a greater role in the infectious public health emergency responses.

Methods

Data Sources

We collected 8913 consecutive deidentified free online consultations generated between January 25, 2020, and February 25, 2020, from 30 general public internet hospitals in 11 provinces of China outside of the Hubei area. The consultants were certified doctors from the general public hospitals, and the counselees were local residents who were not admitted to the offline hospitals and supposed to have epidemic-related questions. All of the data were extracted from the platform of Zoenet Health Company Limited [7], which cooperates with public hospitals to run the online medical services. A total of 405 invalid consultations containing duplicated or nonmedical contents were removed. Through semantic analysis, 563 repetitive and 3032 unrelated consultations, in which the counselees had no related symptoms and asked questions irrelevant to the epidemic, were also excluded. Each of the remaining consultations were analyzed artificially by one trained researcher and rechecked by another. Any divergence from this procedure was resolved by discussion with all researchers.

Study Definitions

Variables including age, sex, symptoms, reattendance, epidemiological exposure history, hypochondriacal suspicion, offline visit recommendation, and offline visit motivation were recorded. The epidemic-related symptoms were classified into common and uncommon epidemic symptoms. Fever (axillary temperature of 37.5°C or higher), cough, expectoration, myalgia, and fatigue were classified into common symptoms from which most of the patients with COVID-19 outside of Wuhan in China suffered from as described by Xiao-Wei Xu et al [8]. Symptoms including mild fever (axillary temperature between 37°C and 37.5°C), nasal congestion, headache, sore throat, shortness of breath, diarrhea, chills, nausea, and vomiting were recognized as uncommon epidemic symptoms that may potentially be caused by COVID-19 [9-11]. Other symptoms (eg, palpitation, dizziness, unexplained abdominal pain, eye discomfort) were also recorded and categorized as unrelated symptoms. Reattendance means the counselees had once consulted doctors either through online or offline approaches before the current consultation. Epidemiological exposure refers to the history of travel or residence in Wuhan and surrounding areas within the Hubei province or other communities with case reports, as well as the history of contact with patients with COVID-19 or contact with people with epidemic-related symptoms from Wuhan and surrounding areas or from communities with case reports. All of the above epidemiological exposure should happen within 14 days before the onset of illness. Hypochondriacal suspicion is whether the counselees had clearly expressed their concern of being potentially infected by the novel coronavirus. Offline visit recommendation means whether the online doctors had suggested an offline consultation. The counselees who had received offline visit recommendations were considered as being in severe condition. Offline visit motivation means whether the counselees had expressed their attempts to go to the offline clinics.

We classified the counselees into seven type groups, including healthy counselees, hypochondriacal counselees, exposed counselees, mildly suspicious counselees, moderately suspicious counselees, highly suspicious counselees, and severely suspicious counselees (Figure 1). The healthy counselees had neither epidemic-related symptoms nor any epidemiological exposure history, simply asking epidemic-related questions without hypochondriacal suspicion. The hypochondriacal counselees had hypochondriacal suspicion without any epidemic exposure nor any epidemic-related symptoms. The exposed counselees had epidemiological exposure history without epidemic-related symptoms. The mildly suspicious counselees had certain uncommon epidemic symptoms without any common epidemic symptoms nor epidemiological exposure history. The moderately suspicious counselees had both uncommon epidemic symptoms and epidemiological exposure history without any common epidemic symptoms. The highly suspicious counselees had common epidemic symptoms without epidemiological exposure history. The severely suspicious counselees had both common epidemic symptoms and epidemiological exposure history.
Statistical Analysis

The amount and the percentage of counselees with positive hypochondriacal suspicion, offline visit motivation, and an offline visit recommendation were counted and calculated within different counselee groups. All symptoms were extracted and compared with patients with reported COVID-19 [11]. Categorical variables were compared using the chi-square test. The Cohen kappa score was calculated to assess the consistency of the counselees’ motivation and the doctors’ recommendation for offline visits.

Univariate and multivariate logistical regression analyses were conducted to predict the risk factors for hypochondriacal suspicion and offline visit motivation. Predictors that were statistically significant in the univariate analyses (P<.05) were included in multivariate logistic regression models, with odds ratios and CIs calculated. Epidemiological exposure history, adulthood, sex, severe illness condition, readmission, and symptoms were considered as the predictors of hypochondriacal suspicion; all of the previously mentioned predictors, with the addition of hypochondriacal suspicion, were considered as the predictors of offline visit motivation.

Statistical analysis was done by Python (version 3.6; Python Software Foundation). The forest figure showing the results of logistic regressions was drawn by R (version 3.6.2; R Foundation for Statistical Computing). P<.05 was considered statistically significant.

Ethics Statement

Ethic approval was obtained from the medical research ethics committee of the first affiliated hospital of Xiamen University, Xiamen, China (protocol number 3502Z2020YJ05) before the start of the study.

Results

Characteristics of the Counselees

A total of 4913 consultations were finally enrolled for analysis including 2031 (41.34%) males and 2882 (58.66%) females. The median age was 28 years (IQR 22-33 years). All children younger than 12 years had online consultations completed by their guardians. Epidemiological exposure history was reported for 259 (5.27%) counselees. Epidemic-related symptoms were reported for 4628 (94.20%) counselees, and 3733 (75.98%) had common-epidemic symptoms. Hypochondriacal suspicion was reported for 2165 (44.07%) counselees, and 869 (17.69%) were motivated to do an offline visit. A total of 190 (3.87%) were in severe condition with an affirmative offline visit recommendation. Only 2 severe cases had no epidemic-related symptoms, but both of them had hypochondriacal suspicion: a 39-year-old male who felt precordial discomfort and a 2-year-old girl who was found in a drowsy state by her parents. Most severe counselees were children less than 10 years old (102/190, 53.7%).

After classification of all the counselees, 104 (2.12%) were healthy counselees, 147 (2.99%) were hypochondriacal counselees, 34 (0.69%) were exposed counselees, 853 (17.36%) were mildly suspicious counselees, 42 (0.85%) were moderately suspicious counselees, 3550 (72.26%) were highly suspicious counselees, and 183 (3.72%) were severely suspicious counselees. Hypochondriacal suspicion and offline-visit motivation were common within different types of counselees. However, fewer counselees had received affirmative offline-visit recommendations (Table 1).
Table 1. Hypochondriacal suspicion, offline visit motivation, and offline visit recommendation in different counselees’ type groups.

<table>
<thead>
<tr>
<th>Counselee type</th>
<th>Hypochondriacal suspicion, n (%)</th>
<th>Offline visit motivation, n (%)</th>
<th>Offline visit recommendation, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy counselees, n=104</td>
<td>0 (0.0)</td>
<td>3 (2.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Hypochondriacal counselees, n=147</td>
<td>147 (100.0)</td>
<td>18 (12.2)</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Exposed counselees, n=34</td>
<td>32 (94.1)</td>
<td>12 (35.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Mildly suspicious counselees, n=853</td>
<td>419 (49.1)</td>
<td>132 (15.5)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Moderately suspicious counselees, n=42</td>
<td>38 (90.5)</td>
<td>18 (42.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Highly suspicious counselees, n=3550</td>
<td>1378 (38.8)</td>
<td>635 (17.9)</td>
<td>185 (5.2)</td>
</tr>
<tr>
<td>Severely suspicious counselees, n=183</td>
<td>151 (82.5)</td>
<td>51 (27.9)</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Total number, N=4913</td>
<td>2165 (44.07)</td>
<td>869 (17.69)</td>
<td>190 (3.87)</td>
</tr>
</tbody>
</table>

Distribution of the Counselees’ Symptoms

For the 4628 counselees with epidemic-related symptoms, cough (n=2118, 45.76%) was the most common symptom, followed by fever (n=2021, 43.67%), nasal congestion (n=981, 21.20%), expectoration (n=752, 16.25%), sore throat (n=735, 15.88%), headache (n=443, 9.57%), fatigue (n=415, 8.97%), shortness of breath (n=365, 7.89%), diarrhea (n=350, 7.56%), myalgia (n=301, 6.50%), nausea and vomiting (n=282, 6.09%), and chills (n=16, 0.35%) (see Figure 2).

Figure 2. The symptom distribution of online counselees and COVID-19 patients. COVID-19: coronavirus disease.

Improper Medical-Seeking Behaviors

The counselees’ motivation and the doctors’ recommendation for offline visits were significantly different ($\chi^2=13.4230$, $P<.001$) with a Cohen kappa score of 0.039. Of the 190 severe conditions, there were 137 (72.1%) counselees who did not attempt an offline visit for further treatment. Of the 4728 nonsevere cases, 816 (17.26%) counselees with mild conditions were motivated for offline medical care without an affirmative recommendation.

Risk Factors for Hypochondriacal Suspicion and Offline Visit Motivation

The multivariate logistic regression models showed that epidemiological exposure, adulthood, shortness of breath, diarrhea, and unrelated symptoms can independently increase the probability of hypochondriacal suspicion; fever and cough can reduce the probability of hypochondriacal suspicion. Severe illness, fever, epidemiological exposure, and hypochondriacal suspicion can increase the probability of offline visit motivation; however, reattending counselees were less likely to have offline visit motivation (Figure 3).
Discussion

Principal Findings

Our results showed that the epidemic of COVID-19 brought panic and hypochondria to the public, further inducing improper health-seeking behaviors and increased demand of medical care services. Along with the arrival of information times, the traditional management style could not adapt to the public's needs during the period of the COVID-19 outbreak. Internet hospitals may serve different types of epidemic counselees, helping prevent and control the epidemic of COVID-19 in China.

Medical Contradictions Brought by COVID-19

As the epidemic of COVID-19 in China overlapped with the high incidence for common cold and seasonal influenza [12], many residents got certain respiratory or other symptoms similar to COVID-19 (Figure 2). A recent large epidemiological study found that physical symptoms (eg, myalgia, dizziness, coryza) and poor self-rated health statuses were significantly associated with a greater psychological impact of the COVID-19 outbreak and higher levels of stress, anxiety, and depression among Chinese individuals [13]. Our results showed that nearly half of the counselees had hypochondriacal suspicion; besides epidemiological exposure, both epidemic-related and unrelated symptoms can exacerbate hypochondria, which can encourage counselees’ unnecessary motivation for an offline visit. This is why a considerable proportion of counselees were motivated for an offline visit without the doctor’s recommendation. On the contrary, most of the counselees in severe conditions were reluctant to go to an offline clinic for fear of cross-infection. The counselees’ motivation was significantly different from the doctors’ recommendation, leading to improper health-seeking behaviors, bringing further harm to the public health.

Under the stress of the epidemic, an increasing number of people need professional medical guidance, but the offline hospital visits should be strictly restricted to cut off nosocomial transmission routes. The demanding medical services and the inaccessibility of medical care became one of outstanding contradictions during the COVID-19 outbreak. The internet hospitals may solve this dilemma by offering equitable and inclusive online services to assist the epidemic control [14].

Internet Hospitals in China During the COVID-19 Epidemic

After recent years of development, the internet hospitals in China can now break through the limitations of time and space with excellent accessibility, providing a variety of medical services to all citizens [15]. Through internet connections, interdisciplinary and cross-regional collaborations can be accomplished to improve the capability of dealing with emerging diseases. The Chinese government had encouraged internet hospitals to join the epidemic prevention and control efforts at the beginning of the COVID-19 outbreak [5] and confirmed their role as one important part of the joint epidemic prevention and control system [16]. On March 15, 2020, the first professional standard, “Specification for online consultation service for infectious disease epidemic situation,” was published.
on the national group standard information platform of China [17], requiring that internet hospitals provide 24/7 online services in response to the epidemic, including prehospital services such as initial screening and medical education; intrahospital services such as offline service appointment and offline visit guidance; and posthospital services such as psychological counseling, post services for medical records, report interpretation for reattending patients, and drug delivery services for patients with chronic diseases. These services should cover all potential medical needs of the public during the epidemic. Meanwhile, the internet hospitals were required to establish intact traceable health files for each counselee and share the data with the supervising departments including the Centers for Disease Control and Prevention (CDC) and local health commissions.

Effects of Internet Hospitals on the Epidemic Prevention and Control

Through the above measures, internet hospitals may help prevent and control the COVID-19 epidemic with both primary and auxiliary functions. In terms of primary functions, first, internet hospitals may reduce the crowd gatherings in offline hospitals through multiple approaches. Through online education and propaganda [18] as well as psychological interventions, the online medical services not only teach the public essential epidemic-protective skills, but also alleviate the social panic and help release the public’s hypochondriacal suspicions, thus, reducing the unnecessary offline hospital visits and enhancing psychological resilience [19]. This is consistent with our results that there was less offline visit motivation for the reattending counselees. Meanwhile, the various handy services provided by internet hospitals may reduce the patients’ repeated visits. These measures together may effectively reduce people gathering in offline hospitals [20]. Furthermore, internet hospitals run by public hospitals can connect the online services with the offline medical procedures, offering online triage services and guiding the counselees to the corresponding offline departments according to their symptoms [21,22]. This would make the suspected cases walk through isolated channels to the specialized outpatient clinic, thus, reducing people’s contact within hospitals and further reducing the chance of getting infected [8]. Furthermore, this protects our medical staff, who are the major force in confronting the epidemic [23], from a massive offline workload and unnecessary occupational exposure [24,25]. Second, the internet hospitals may play a greater role through the integration of online resources and offline epidemic control efforts. As most of the provinces in China have initiated a level-1 public health response to control COVID-19, a joint prevention and control system with online information and an offline screening network was established [26]. By sharing information, internet hospitals can help recognize individuals with a higher probability of being infected. Combined with the offline screening conducted by the epidemiologic investigation organizations and the community offices, online consultations and follow-ups may reduce the risk of missed screenings. Meanwhile, self-isolation [27,28] was required for all symptomatic counselees and epidemiologically close contacts [29]. By identifying these counselees, the internet hospitals can facilitate offline supervision for potentially undocumented cases and promote social distancing [30].

In the aspect of auxiliary functions, internet hospitals provide basic medical support to the public during the epidemic. Affected by the outbreak, numerous nonemergency outpatient departments were closed in Chinese hospitals, causing most offline clinics to be unavailable for the public. Through internet hospitals, the patients could keep in touch with their attending doctors. For those who had new mild symptoms, the doctors could give professional advice on self-management of care and treatment. For those in severe conditions, online doctors may guide them to visit offline hospitals as soon as possible in case of deterioration. Moreover, during the period of individual self-isolation, internet hospitals may join the social capital, improving quality of life by reducing anxiety and stress [31].

Limitations of Internet Hospitals

Fully understanding the positive role played by internet hospitals during the epidemic, we should also realize their limitations. First, online consultation is an indirect way of communication. Due to the lack of information such as physical and auxiliary examinations, online doctors may only give rough medical advice for primary care patients. Second, most of the internet hospitals in China currently offer only passive order-based services to the public. In terms of epidemic screening, it is necessary to cooperate with offline approaches to make better use of the internet hospitals’ online advantages. Third, the audience of internet hospitals has not yet covered the whole population due to the difference in public acceptance, which can be reflected by the unbalanced distribution of the counselees’ ages. Furthermore, the accessibility of the internet is another limitation of internet hospitals.

Directions for Future Efforts

To make better use of internet hospitals during the epidemic, more efforts are needed, such as recruiting more doctors, especially psychologists [32] and pediatricians, to join the online services while ensuring that each attending doctor has mastered the latest epidemic prevention and control knowledge; discovering the public’s needs in a timely manner to adjust our response strategies; improving the usability of the internet hospital apps; strengthening the propaganda to expand the user base; and cooperating with the communities and the CDC to improve joint control and prevention mechanisms [33]. Meanwhile, a more standardized consultation service guideline is needed, enacting different response strategies according to different counselee types. In our study, online education and propaganda were needed for all counselees; self-isolation guidance was needed for all suspicious and exposed counselees; psychological intervention was badly needed for hypochondriacal counselees; and offline visit recommendations were essential when the counselees were in severe conditions. The data of the suspicious counselees and their corresponding risk levels should be highlighted and shared through the joint control and prevention system run by the official agencies for further interventions.
Limitations and Conclusions

This study has some limitations. First, our data was collected outside of the Hubei province. In relatively low-prevalence areas, the hypochondria and panic rate might be underestimated. Meanwhile, the characteristics of the counselees were collected according to their description rather than standardized questionnaires. Some symptoms might be neglected by the counselees and, thus, also underestimated. Second, there are other forms of online consultation services, including paid services held by general public hospitals or private companies [34], which need further estimation. Moreover, the follow-up information after the online consultations were unavailable due to privacy reasons. More longitudinal studies are required to evaluate the counselees’ compliance to the online services. Further studies may focus on how to optimize the online services during the epidemic and expand internet hospitals’ beneficial influences on the public [35]. As COVID-19 has quickly became a global threat, all countries should consider a combination of response measures with telemedicine platforms involved [36]. According to our results, remote medical services are badly needed for the panicked public. Internet hospitals can make targeted and tailored medical interventions for various types of counselees and help prevent and control the epidemic of COVID-19 in China.
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