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Abstract

Background: Compassion is a vital component to the achievement of positive health outcomes, particularly in mental health care. The rise of digital technologies may influence the delivery of compassionate care, and thus this relationship between compassion and digital health care needs to be better understood.

Objective: This scoping review aimed to identify existing digital technologies being used by patients and health professionals in the delivery of mental health care, understand how digital technologies are being used in the delivery of compassionate mental health care, and determine the facilitators of and barriers to digital technology use among patients and health professionals in the delivery of compassionate mental health care.

Methods: We conducted this scoping review through a search of Cumulative Index to Nursing and Allied Health Literature, Medical Literature Analysis and Retrieval System Online (MEDLINE), MEDLINE In-Process and EPub Ahead of Print, PsycINFO, and Web of Science for articles published from 1990 to 2019.

Results: Of the 4472 articles screened, 37 articles were included for data extraction. Telemedicine was the most widely used technology by mental health professionals. Digital technologies were described as facilitating compassionate care and were classified using a conceptual model to identify each digital intersection with compassionate care. Facilitators of and barriers to providing compassionate care through digital technology were identified, including increased safety for providers, health care professional perceptions and abilities, and the use of picture-in-picture feedback to evaluate social cues.

Conclusions: Implementing digital technology into mental health care can improve the current delivery of compassionate care and create novel ways to provide compassion. However, as this is a new area of study, mental health professionals and organizations alike should be mindful that compassionate human-centered care is maintained in the delivery of digital health care. Future research could develop tools to facilitate and evaluate the enactment of compassion within digital health care.

(J Med Internet Res 2020;22(3):e16263) doi:10.2196/16263)

https://www.jmir.org/2020/3/e16263
Introduction

Background

The use of digital technology in mental health care delivery has increased significantly in recent years [1-5]. Improved patient access to mental health services is a common metric used to endorse the use of technology in mental health care through technologies such as telepsychiatry [6]. Owing to the emerging uptake and expansion of digital technologies into a variety of traditional and nontraditional care settings, such as in-home use of digital technologies or the provision of care in virtual environments, there exists a greater need to understand best practices surrounding digital technology use to ensure quality patient-centered care is delivered through these modalities [7-11]. Fostering the delivery of compassionate care has been identified as an important need because compassion has been shown to positively influence the experience of both patients and health professionals alike [7]. Without an adequate understanding of the best practices and uses of digital technology for the delivery of compassionate mental health care, these technologies may detract from compassionate care and hinder health professional-patient relationships, which are of great importance in the context of mental health care. However, when employed appropriately, these same technologies may facilitate and strengthen compassionate mental health care and create new means for relationships between mental health professionals and patients [12].

Compassion in Health Care

Compassion encompasses a wide array of meanings [13,14]. The working definition of compassion used for the purpose of this review defines five dimensions of compassion: (1) awareness of another’s experience of suffering or need, (2) feeling moved, (3) recognizing this feeling as a response to the other’s need, (4) making a judgement that the other is suffering, and (5) engaging in a behavior in an attempt to alleviate the suffering [15]. The importance of compassion in mental health care is central; for many patients, receiving compassionate care throughout the process of diagnosis, treatment, and recovery can improve their perceived quality of care [16-18]. When compassion is present in mental health care settings, there can be a greater therapeutic alliance (the quality of the relationship between provider and patient), increased openness of the patient which improves health professionals’ understanding of a patient’s experiences, and greater experiences of empathy as part of the health professional-patient relationship, ultimately supporting patient-centered care [17-22].

Delivery of Compassionate Mental Health Care

The delivery of compassionate mental health care can take many forms, with the foundation being to remain patient focused, establishing interactions based on trust, and ensuring physical and emotional safety [23]. Compassionate care may be subjectively experienced; however, the literature suggests that it is commonly delivered by providing safe and comfortable spaces for health professional-patient interactions and is rooted in an understanding by health professionals of the lived experiences of patients [19,24,25]. It is important to recognize that not all patients will experience the feeling of compassion or build a compassionate relationship in the same way; however, digital technology has the potential to meet a wide range of patient needs and provide more personalized care due to the adaptability of technology [26].

Digital Technology Use and Compassionate Mental Health Care

Many digital technologies are currently being used in mental health care contexts, including (but not limited to) mobile apps, patient portals, electronic health records (EHRs), instant messaging, telemedicine, and virtual reality [27]. This review arose out of the motivation to understand what is known about the suitability of these technologies for facilitating or enhancing compassionate care and whether any evidence can guide best practices for use.

Purpose

The purpose of this review was to identify the ways in which compassionate care can be delivered in mental health care through and with the use of digital technologies, as well as across the continuum of mental health care settings and processes. To develop an understanding of the intersection between digital technology and compassionate mental health care, this review examines 3 research questions (RQs):

1. What existing digital technologies are most commonly used among patients and/or health professionals in the delivery of mental health care?
2. How are existing digital technologies being used among patients/health professionals in the delivery of compassionate mental health care?
3. What are the perceived facilitators of and barriers to using digital technology among patients and/or health professionals to deliver compassionate mental health care?

Methods

Overview

This review was conducted following the methodological framework for scoping review studies proposed by Arksey and O’Malley [28] and refined by Levac et al [29]. To illustrate the scoping review process, the Preferred Reporting Items for Systematic Review and Meta-Analysis (PRISMA) diagram [30], shown in Figure 1, was used as well as the PRISMA-scoping review checklist which outlines the key milestones of a scoping review [31] (Multimedia Appendix 1). A detailed protocol for this scoping review titled Delivery of Compassionate Mental Health Care in a Digital Technology-Driven Age: Protocol for a scoping review was published in BMJ Open [32]. The following sections provide a brief overview of the methodology utilized in this scoping review.
Stage 1: Identifying the Research Questions
For the purpose of this scoping review, the aforementioned RQs were identified to better understand the delivery of compassionate mental health care through and with the use of digital technology.

Stage 2: Identifying Relevant Studies
All types of research studies including quantitative, qualitative, observational, and literature reviews from any country of origin published in English from 1990 to 2019 were included. Given the nature of the topic being investigated, grey literature was not included. All areas of mental health care, diagnoses, digital technologies used, and age groups were included. Studies were selected if they addressed at least 1 of the 3 RQs and involved the use of digital technology in mental health care in relation
to compassionate care. As compassion is a difficult concept to define, the working definition of compassion described earlier was used to guide the identification of eligible articles involving compassionate care. Although all types of digital technology were eligible, some imaging and measurement technologies such as those intended to measure emotion, blood pressure, or conduct body scans were excluded [32].

A total of 5 databases were searched: Cumulative Index to Nursing and Allied Health Literature, Medical Literature Analysis and Retrieval System Online (MEDLINE), MEDLINE In-Process and EPublication Ahead of Print, PsycINFO, and Web of Science. A research librarian (FI) completed the search strategy and database searches. As a part of working with a librarian, extensive use of synonyms, Boolean operators, combinations of search terms, and MeSH headings were employed. The complete search strategy for MEDLINE is available in the published protocol for this scoping review [32].

Stage 3: Study Selection

All identified articles were screened independently by 2 reviewers (TZ and AM), concluding with an interrater reliability of 99.22% agreement and a Cohen kappa of 0.59. Disagreements which could not be resolved between TZ and AM were discussed with the greater research team, as outlined in the study protocol [32]. The screening process was facilitated by Covidence (Veritas Health Innovation), a literature review streamlining software recommended by Cochrane [33].

While identifying the relevant studies for the scoping review through the screening process, the authors selected articles that either directly facilitated the delivery of compassionate care or prepared for the delivery of compassionate care while addressing 1 or more of the 5 dimensions of compassion. It is important to note that compassion was not always explicitly brought up in some articles and the professional judgement of the authors had to be used to identify appropriate studies. Upon further research and completion of data extraction, it was evident that there was a greater divide among the relevant studies. The authors chose to use the digital intersections with compassion to further clarify the role/dimension each technology played in the delivery of compassionate care.

Stage 4: Data Items and Data Collection Process

During the process of data extraction, the following article summary information was charted: title, authors, year of publication, country of origin, research design, RQs addressed, and answers to the applicable RQs. Data were charted using Microsoft Excel 2010. The data extraction table is available upon request from the corresponding author.

Stage 5: Synthesizing and Reporting the Results

Both quantitative and qualitative methods were used to analyze the results of the RQs. A descriptive quantitative analysis (descriptive statistics) was used for RQ1, and a qualitative content analysis was used for RQ2 and RQ3. To understand what existing digital technologies are most commonly used among patients and health professionals in the delivery of mental health care, the results of RQ1 were organized using the World Health Organization’s (WHO) classification of digital health interventions v1.0 [34]. This classification system organizes digital technologies used in health care based on the user of each intervention.

Stage 6: Consultation

The consultation phase for this review was completed through discussions with mental health and digital health researchers, mental health professionals, and various health care professionals in Ontario, Canada, selected through the Associated Medical Services (AMS) health care community. More specifically, these stakeholders were consulted at Waypoint Centre for Mental Health Care, the Centre for Addiction and Mental Health, the University of Toronto, and Western University. The consultation process was important for the organization of results and to ensure the strategies used for knowledge translation were appropriate. These discussions also supported the identification of important topics to include in the Discussion section of this paper.

Results

Search Results

A total of 37 articles were included in the final review. Details regarding the screening process are described in Figure 1.

Study Characteristics

Table 1 describes the characteristics of the studies included in this review. Studies were identified from 7 countries with 57% (21/37) of these publications originating from the United States. Given the novelty of digital technology use in mental health care, 51% (19/37) of articles were published between 2016 and January 2019. A research focus on a specific mental health diagnosis was uncommon in the selected articles; only 27% (10/37) of the articles were related to a specific diagnosis. Articles that did not specify a mental health diagnosis, and rather addressed mental health care as a single entity or did not specify the diagnoses of patients, were categorized as unspecified. Table 1 also includes the methods that were used in the identified articles.
Table 1. Study characteristics.

<table>
<thead>
<tr>
<th>Article characteristics</th>
<th>Value (N=37), n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country of publication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>21 (57)</td>
<td>[24,35-54]</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>8 (22)</td>
<td>[19,20,55-60]</td>
</tr>
<tr>
<td>Australia</td>
<td>4 (11)</td>
<td>[61-64]</td>
</tr>
<tr>
<td>Canada</td>
<td>1 (3)</td>
<td>[65]</td>
</tr>
<tr>
<td>China</td>
<td>1 (3)</td>
<td>[66]</td>
</tr>
<tr>
<td>Israel</td>
<td>1 (3)</td>
<td>[26]</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>1 (3)</td>
<td>[67]</td>
</tr>
<tr>
<td><strong>Research method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literature review</td>
<td>16 (43)</td>
<td>[20,26,37,40,42,44-48,50,54,62-64,67]</td>
</tr>
<tr>
<td>Questionnaire/survey</td>
<td>8 (22)</td>
<td>[24,49,52,53,56,61,65,66]</td>
</tr>
<tr>
<td>Mixed method</td>
<td>5 (14)</td>
<td>[35,55,57-59]</td>
</tr>
<tr>
<td>Semistructured interview</td>
<td>4 (11)</td>
<td>[38,41,43,60]</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4 (11)</td>
<td>[19,36,39,51]</td>
</tr>
<tr>
<td><strong>Year of publication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016-2019</td>
<td>19 (51)</td>
<td>[24,38,40,41,47-55,59,61,64-66]</td>
</tr>
<tr>
<td>2010-2015</td>
<td>13 (35)</td>
<td>[19,20,26,35,37,43-45,56,58,60,62,67]</td>
</tr>
<tr>
<td>2000-2009</td>
<td>5 (14)</td>
<td>[36,39,43,46,63]</td>
</tr>
<tr>
<td><strong>Mental health diagnosis&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>27 (73)</td>
<td>[20,24,26,35,37-48,50,54,55,57,59,62-67]</td>
</tr>
<tr>
<td>Schizophrenia and psychosis</td>
<td>3 (8)</td>
<td>[51,53,61]</td>
</tr>
<tr>
<td>Anxiety and depression</td>
<td>3 (8)</td>
<td>[19,52,58]</td>
</tr>
<tr>
<td>Trauma and stress disorder</td>
<td>2 (5)</td>
<td>[36,49]</td>
</tr>
<tr>
<td>Alzheimer and dementia</td>
<td>2 (5)</td>
<td>[56,60]</td>
</tr>
<tr>
<td>Addictions/substance use</td>
<td>0 (0)</td>
<td>___&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Developmental disabilities</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Problem gambling</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Mood and personality disorders</td>
<td>0 (0)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Other research methods include group therapy sessions and personal essays written by health professionals.

<sup>b</sup>Categories of mental health diagnosis based on the Centre for Addiction and Mental Health’s Mental Illness and Addiction Index [68].

<sup>c</sup>No articles were identified.

**Research Question 1: Digital Technology Use in Mental Health Care**

Of the 37 articles, 15 [19,24,39,41,42,45,46,48,51,52,57,58,64-66] and 22 [20,26,35-38,40,43,44,47,49,50,53-56,59-63,67] articles were specific to digital technology usage by patients and health professionals, respectively. Patient and health professional digital health interventions were then divided into detailed categories, as shown in Table 2. On-demand information services were the most common digital technology used by patients (eg, educational resources), including websites [52,65], mobile phones [51], and apps [57,64,66]. Targeted patient communication technologies [19,24,39,45] had the second highest frequency among patients. This category comprises personalized information that is delivered to individuals or groups of patients from health professionals and can be unidirectional (a message can only be sent by the health professional; patients do not have the option to reply) or bidirectional (patients can reply to messages from the health professional) [69]. It is important to note that the definition of this category proposed by the WHO is only limited to unidirectional communication from the health professional [34]. Some examples of targeted patient communication observed in this review included humanoid animated agents (computational artifacts used to develop human-like relationships with patients through the development of trust, rapport, and therapeutic alliance [45]) used for the purpose of computerized cognitive behavioral therapy (CBT) [45], email communication [39], and...
websites [24]. In all, 2 articles included examples of patient-to-patient communication via digital technology, including online peer-support groups and chatrooms [42,46]. Personal health tracking interventions included patient portals and EHRs, with the primary function of self-monitoring [41,48]. Untargeted patient communication (generalized communications distributed to a large patient population in which all recipients receive identical messages [34]) was the least common digital health intervention, consisting of a computerized CBT program with a singular set of responses generated for all users [58].

There were 22 cases of digital health interventions being used by health professionals including telemedicine, health professional training, and patient health records. Telemedicine (providing health care from a distance through the use of technology [34]) made up 78% (17/22) of all types of digital health interventions used by health professionals [20,26,35,36,40,44,47,50,54-56,59,62,63,67]. In this review, telemedicine was observed through the use of videoconferencing [20,26,35,36,40,44,50,54,62,63,67], apps [47], telephone communication [55], gaming [35,56], and virtual reality [20,59] to provide patient care. Digital technology was also commonly used among health professionals for training purposes through the use of virtual reality [53,60,61] and apps [49]. The last digital health intervention used among health professionals included in this review was the use of EHRs during patient appointments [43].

Table 2. Digital health interventions.

<table>
<thead>
<tr>
<th>The World Health Organization classification of digital health interventions&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Frequency</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1.0 Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 Targeted patient communication</td>
<td>4</td>
<td>[19,24,39,45]</td>
</tr>
<tr>
<td>1.2 Untargeted patient communication</td>
<td>1</td>
<td>[58]</td>
</tr>
<tr>
<td>1.3 Patient to patient communication</td>
<td>2</td>
<td>[42,46]</td>
</tr>
<tr>
<td>1.4 Personal health tracking</td>
<td>2</td>
<td>[41,48]</td>
</tr>
<tr>
<td>1.5 Citizen-based reporting</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>1.6 On-demand information services to patients</td>
<td>6</td>
<td>[51,52,57,64-66]</td>
</tr>
<tr>
<td>1.7 Patient financial transactions</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td><strong>2.0 Health Professionals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 Patient identification and registration</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>2.2 Patient health records</td>
<td>1</td>
<td>[43]</td>
</tr>
<tr>
<td>2.3 Health professional decision support</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>2.4 Telemedicine</td>
<td>17</td>
<td>[20,26,35-38,40,44,47,50,54-56,59,62,63,67]</td>
</tr>
<tr>
<td>2.5 Health professional communication</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>2.6 Referral coordination</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>2.7 Health worker activity planning and scheduling</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>2.8 Health professional training</td>
<td>4</td>
<td>[49,53,60,61]</td>
</tr>
<tr>
<td>2.9 Prescription and medication management</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>2.10 Laboratory and diagnostics imaging management</td>
<td>0</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>The WHO classification system terminology employs clients and health care providers; in the context of this review, patients and clients will be interchangeable as well as health care providers and health care professionals.

<sup>b</sup>No articles were identified.

**Research Question 2: Delivery of Compassionate Mental Health Care Through and With Digital Technology**

Owing to the subjectivity of the definition of compassionate care, a conceptual model titled *Digital Intersections with Compassionate Care*, shown in Figure 2 and definitions in Table 3, from the textbook chapter *Caring in a Digital Age: Exploring the Interface of Humans and Machines in the Provision of Compassionate Healthcare* [70] was used to understand and organize the unique roles of digital technology in the delivery of compassionate mental health care. This model illustrates the intersections between the 6 main components of compassionate care and digital technology [70]. An additional category was created for the purpose of this review to account for articles that proposed digital technology use in mental health care may detract from compassionate care (Table 4).

The digital intersections (definitions are included in Table 3) addressed in this review include numerous examples of online interventions, training and coaching, compassion-oriented technologies, and artificial emotional intelligence, as shown in Table 4.
Figure 2. Digital intersections with compassionate care. AEI: artificial emotional intelligence.

Table 3. Definitions of the digital intersections with compassionate care.

<table>
<thead>
<tr>
<th>Digital intersection with compassionate care</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awareness of suffering</td>
<td>Developing an awareness of one’s suffering through the use of digital technology (i.e., experiences shared via digital technology increase awareness of one’s suffering)</td>
</tr>
<tr>
<td>Mediated response</td>
<td>Utilizing digital technology to mediate or influence one’s response to suffering</td>
</tr>
<tr>
<td>Online intervention</td>
<td>Responding to suffering through an online intervention</td>
</tr>
<tr>
<td>Training and coaching</td>
<td>Digital tools used to increase health professional expertise or patient knowledge to ensure the delivery of compassionate care (i.e., through digital storytelling, online forums, and messaging systems used to share knowledge and experiences)</td>
</tr>
<tr>
<td>Compassion-oriented technologies</td>
<td>Digital technologies created specifically to assist in or facilitate the delivery of compassionate care</td>
</tr>
<tr>
<td>Artificial emotional intelligence</td>
<td>Artificial intelligence used to facilitate compassionate interactions with patients</td>
</tr>
</tbody>
</table>

Table 4. Digital intersections with compassionate care.

<table>
<thead>
<tr>
<th>Digital intersection with compassionate care</th>
<th>Frequency</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awareness of suffering</td>
<td>0</td>
<td>__a</td>
</tr>
<tr>
<td>Mediated response</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Online intervention</td>
<td>11</td>
<td>[19,20,36,38,40,42,50,57-59,63]</td>
</tr>
<tr>
<td>Training and coaching</td>
<td>8</td>
<td>[24,49,51-53,60,65,66]</td>
</tr>
<tr>
<td>Compassion-oriented technologies</td>
<td>14</td>
<td>[26,35,37,41,44,46-48,51,54,56,62,64,67]</td>
</tr>
<tr>
<td>Artificial emotional intelligence: algorithms of compassion</td>
<td>1</td>
<td>[45]</td>
</tr>
<tr>
<td>Detractions from compassionate care</td>
<td>3</td>
<td>[39,43,55]</td>
</tr>
</tbody>
</table>

__a__No articles were identified.
Online Intervention
The development of online interventions to respond to suffering (ie, responding to suffering was a direct goal or result of the intervention) was observed in 11 articles [19,20,36,38,40,42,50,57-59,63]; this included the use of online therapy programs [42,57,58,63], virtual reality programs to portray lived experiences [20,59], email and instant messaging to respond to patient suffering [19,20], and most commonly, the use of videoconferencing for telemedicine [20,36,38,40,50].

Training and Coaching
Using digital technology to provide training and coaching to increase compassion demonstrates how health professionals can leverage digital technology to better understand the suffering experienced by their patients and thus respond appropriately. Virtual reality coaching was often used for health care professionals to experience simulated positive symptoms of schizophrenia and psychosis [53,61], as well as complex difficulties experienced by patients suffering from dementia [60]. Additionally, digital training and coaching was also used by patients to learn the skills and importance of mindfulness through mood tracking, tips for overall well-being, and scheduled reminders to encourage session completion, all of which were used to respond to and improve care [49,52,65,66]. One article discussed digital technology used to provide training to veterans to increase their understanding of their mental health notes made accessible to them through a patient portal, reducing misinterpretations and improving provider-patient relationships [24].

Compassion-Oriented Technologies
Digital technologies that were classified as compassion-oriented technologies based on the conceptual model shown in Figure 2 were the most commonly cited. This digital intersection with compassionate care involves technologies that support compassionate care and are used by health professionals and/or patients, including uses such as shared gaming time between health professionals and patients to facilitate bonding time [35,56], mental health apps [26,47,64], and patient portals [41,48].

Artificial Emotional Intelligence
Artificial emotional intelligence use was infrequently documented in the delivery of compassionate mental health care but was observed in one instance through the use of humanoid animated agents as part of a computerized CBT program [45]. A humanoid animated agent simulates a face-to-face conversation and utilizes verbal and nonverbal social cues to form human-like relationships [45].

Detractions From Compassionate Care
A final category was created to distinguish articles that proposed digital technologies that may detract from compassionate mental health care. A total of 3 articles [39,43,55] were included in this category and included concerns regarding the effect of nonresponses (to email and instant messages) on patients [39], as well as claims from physicians who felt that relationships equivalent to those formed in-person simply could not be achieved through the use of digital technology [55].

Research Question 3: Facilitators of and Barriers to Compassionate Mental Health Care Delivery Through Digital Technology
All articles discussed multiple facilitators of and barriers to compassionate mental health care delivery through the use of digital technology, as shown in Table 5. Facilitators included feedback on social cues, training/education for health professionals, increased safety, multilevel participation, peer-support, improved accessibility, and optional anonymity. Barriers included limitations because of health professionals’ perceptions and abilities, impersonal automated responses, lack of social cues, effect of non-responses, group size, computer use during patient encounters, poor quality of technology, and inappropriate uses of technology at various stages of illness.

Tables 6 and 7 compare functions of digital technologies, as identified in RQ3, and the digital health interventions that facilitate each function. The criterion for each category was based on the evidence provided in the articles included as part of the review; digital health interventions were only confirmed to facilitate a function if specifically mentioned in the literature. Any facilitated functions that were not applicable to a particular digital health intervention are indicated as N/A.
Table 5. Facilitators of and barriers to delivery of compassionate care through digital technology.

<table>
<thead>
<tr>
<th>Facilitators</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facilitators</strong></td>
<td>The ability to view oneself on screen while interacting with a patient via videoconferencing; can allow for the evaluation of one’s own facial expressions and response to social cues [62].</td>
</tr>
<tr>
<td>Physical distance</td>
<td>Patients may feel more at ease when communicating with a health professional through technology from a distance, and it also provides the opportunity to titrate the experience of distance [44].</td>
</tr>
<tr>
<td>Training/education</td>
<td>Digital technology can be used for training of health professionals as well as to convey lived experiences [53,60].</td>
</tr>
<tr>
<td>Safe for providers</td>
<td>Digital technology can allow health professionals to provide care without safety concerns in settings such as prisons [38,59].</td>
</tr>
<tr>
<td>Multilevel participation</td>
<td>Some digital health interventions allow users to simply observe functionalities with no mandatory participation, allowing for an easier transition into care [46].</td>
</tr>
<tr>
<td>Social/peer-support connections</td>
<td>Technology connects users to people with shared experiences, creating feelings of understanding and connectedness [42,46].</td>
</tr>
<tr>
<td>Convenience/accessibility</td>
<td>On-demand use and the ability to reach rural and remote areas through the use of technology [36,42,50,54,62].</td>
</tr>
<tr>
<td>Increased privacy/anonymity</td>
<td>Technology can allow for increased privacy and, in some cases, complete anonymity; this may decrease feelings of judgement and reduce stigma for patients [46,64].</td>
</tr>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
</tr>
<tr>
<td>Health professionals’ perceptions and abilities</td>
<td>Some health professionals are reluctant to integrate technology into patient care because of personal perceptions and abilities [24,44].</td>
</tr>
<tr>
<td>Impersonal</td>
<td>Users may receive similar resources from apps despite varying mental health concerns [42].</td>
</tr>
<tr>
<td>Lacking social cues</td>
<td>The use of email and instant messaging does not allow the user to convey or evaluate tone of voice or facial expressions [19,39,42].</td>
</tr>
<tr>
<td>Nonresponses</td>
<td>Patients may feel neglected because of nonresponses to emails and/or instant messages [19].</td>
</tr>
<tr>
<td>Group size</td>
<td>Online self-help groups comprising large numbers of users may decrease attentiveness to patient needs and detract from individual compassionate relationships [46].</td>
</tr>
<tr>
<td>Use of computers during patient encounters</td>
<td>Obstructive positioning of computers used by health professionals during a patient encounter may lead to disengagement and distraction [43].</td>
</tr>
<tr>
<td>Quality of technology</td>
<td>Issues with lagging, audio problems, and poor video quality can affect the patient experience during videoconferencing used to provide telemedicine [67].</td>
</tr>
<tr>
<td>Stage of illness</td>
<td>The use of some types of digital technology may only be appropriate for specific stages of illness or mental illnesses (ie, not appropriate for a crisis situation) [31].</td>
</tr>
</tbody>
</table>

Table 6. Comparison of facilitated function and associated digital health intervention.

<table>
<thead>
<tr>
<th>Digital health intervention</th>
<th>Facilitated function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Evaluation of social cues</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>✓</td>
</tr>
<tr>
<td>Personal health tracking</td>
<td>X</td>
</tr>
<tr>
<td>Targeted client communication</td>
<td>X</td>
</tr>
<tr>
<td>Untargeted client communication</td>
<td>X</td>
</tr>
<tr>
<td>Client health records</td>
<td>X</td>
</tr>
<tr>
<td>On-demand information services to clients</td>
<td>X</td>
</tr>
<tr>
<td>Health care provider training</td>
<td>X</td>
</tr>
<tr>
<td>Client-to-client communication</td>
<td>X</td>
</tr>
</tbody>
</table>

aNot applicable.
Digital Technology Use in Mental Health Care

This review sought to examine the relationship between the emerging use of digital technology and its effect on the delivery of compassionate care in a mental health context through 3 RQs. Implications are discussed as follows in light of the findings.

In addition to the primary findings that technologies are widely incorporated into mental health care, with an emphasis on health care delivery methods such as telemedicine (Table 3), the majority of digital technologies examined in the identified articles were not targeted toward a particular mental health diagnosis (Table 2). This finding may be because of the fact that some interventions commonly facilitated through digital technologies are applicable to multiple mental health diagnoses. For instance, while the use of CBT has typically been associated with the treatment of anxiety and depression, existing research has established that it can also be effectively tailored to treat other anxiety disorders (e.g., phobias and panic disorder), schizophrenia, trauma-related disorders, and bipolar disorders [71]. A computerized CBT intervention would thus be classified as unspecified because users with a wide variety of needs may be able to access support and benefits through the same platform. However, emphasis should be put on the fact that such increased reach would not be possible without the delivery medium of digital technology. Similarly, the high prevalence of telemedicine use, observed in this review (Table 3), is also used as a medium to deliver varying types of mental health care rather than standing as a tailored intervention for a specific diagnosis in itself. The relatively high representation of mental health care delivery methods as opposed to specifically tailored mental health interventions for a diagnosis in relation to compassionate care may be an indication of the current infancy of the state of this area. Future research will be required to understand if the delivery of compassionate care through digital technologies varies depending on the mental health diagnosis of patients. Further, future research methodologies should include economic analysis to understand the return on investment of delivering compassionate care between mental health treatment needs.

Digital Technologies Enabling Compassionate Care

The evolution of digital technologies is fueling the emergence of new types of health interventions. Although the decrease of the in-person experience may have been associated with a reduction in compassionate care [39,43,55], there are instances where a long-distance delivery of mental health care provides an improved experience for both the health care professional and patient. This review was able to substantiate that compassion is often a core aspect of digital health delivery. In fact, these new modes of intervention enable novel enactments of compassion and means to teach or train health care professionals to provide compassionate health care which would not be previously possible without digital technology. For example, for individuals requiring mental health care in correctional facility settings, escorted transportation to a satellite care site or conducting care in a monitored, secure meeting area with physical barriers may hinder the ability to build a compassionate relationship [38]. Leveraging telemedicine in situations such as this can not only cut down on resource use but also provide a more comfortable environment for both the patient and the health care professional, without which it would be difficult to deliver compassionate care [38].

In addition to areas of opportunity for improved patient experiences, emerging tools are also enhancing health professional education in fostering the delivery of compassionate care in practice. For instance, Ozeli et al present an immersive virtual reality system which offers learning through shared experiences by providing insight into the experience of a person with schizophrenia through simulated hallucinations [53]. This initiative is greatly in line with existing research that demonstrates such access to lived experiences is a highly valued resource, as shared experiences are inherently different from simply speaking or hearing about the experiences of persons with mental illness [72]. Lived experience is foundational to building relationships with others in recovery, particularly in peer-delivered services [72].

Vividly experiencing even a small portion of their patients’ experiences can allow health care professionals to better understand the patient perspective, contributing to their awareness of another’s experience of suffering or need.

<table>
<thead>
<tr>
<th>Table 7. Comparison of facilitated function and associated digital health intervention.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital health intervention</td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>Telemedicine</td>
</tr>
<tr>
<td>Personal health tracking</td>
</tr>
<tr>
<td>Targeted client communication</td>
</tr>
<tr>
<td>Untargeted client communication</td>
</tr>
<tr>
<td>Client health records</td>
</tr>
<tr>
<td>On-demand information services to clients</td>
</tr>
<tr>
<td>Health care provider training</td>
</tr>
<tr>
<td>Client-to-client communication</td>
</tr>
</tbody>
</table>

aNot applicable.
Concurrently, the use of virtual reality also potentially presents itself as a natural advancement in telemedicine. Moving beyond the limitations of a 2D computer screen, virtual reality can allow for a more in-person experience while still capitalizing on the benefits of long-distance care [12,20,37,61]. However, unique considerations in the delivery or enablement of compassionate care specifically through virtual reality remains an area for future exploration.

**Digital Technologies Detracting From Compassionate Care**

In all, 3 studies identified in this review depicted digital technologies as detracting from compassionate care [39,43,55]. The articles that did discuss this aspect focused on the use of provider-based technologies (based on the WHO Classification of Digital Technologies), and primarily gathered information from the provider perspective. A greater understanding of provider and patient differences in their experiences and perceptions surrounding the role of digital technology in health care is necessary to fully understand the role of digital technologies in contributing to compassionate care in practice.

**Considerations for Digital Technology Implementation**

Tables 6 and 7 present a summary of facilitators and barriers associated with each type of digital technology identified in this review. To our knowledge, this is the first review of its kind to appraise digital technologies in relation to compassionate care. Given the limited resources available at health system and organizational levels, investing in implementing a new digital technology can be a significantly resource-intensive undertaking. This summary can aid in the evaluation of digital technologies to ensure decision makers are investing in technologies that are aligned with organizational values and principles that relate to the provision of person-centered and compassionate care, and help to audit existing technologies in relation to delivering compassionate care.

**Limitations**

Owing to the nature of scoping reviews, the quality of each identified article was not assessed. Although every effort was made to ensure all articles which may involve compassion in mental health care were included, the subjective nature of compassion may mean some articles were not captured in this review. As both compassion and the intersection between digital technologies and compassion are relatively understudied fields, the models leveraged in this review to classify the types of technologies identified may not be the appropriate taxonomies of organization. Grey literature was also omitted in this review.

**Future Steps**

Ultimately, the successful use of digital technologies to facilitate compassionate mental health care requires health care organizations to invest the time and resources to leverage implementation science. In addition, health care professionals need to adapt to environmental and contextual factors to appropriately choose technologies to meet needs at the levels of patient, organizational, and population health needs. Future research should focus on expanded implementation of digital technologies in mental health care and identifying both technologies and specific settings where compassionate care would not be possible without digital technology. This information can then be used by digital technology developers and institutions to inform the creation and development of technologies that result in the best outcomes for both health care professionals and patients. Furthermore, identifying how to teach health care professionals to meaningfully use technologies in ways that convey compassionate care should be explored.

In addition, future knowledge translation plans include traditional techniques such as presenting at conferences and giving lectures to those practicing in the mental health field. Other plans include engaging practicing mental health professionals and students in a discussion about the topic to increase awareness of digital compassion.

**Conclusions**

This review’s inquiry into the intersectionality between contemporary digital technology and compassion is a highly relevant and emerging topic, particularly in mental health care. The current state of digital technology in mental health care lends itself well to facilitate compassionate care delivery, particularly when used to serve patients who may not have had the chance to receive health care previously, or who may be uncomfortable or restricted in direct face-to-face interactions. Although there is still much to understand and uncover, health care organizations and professionals must consider the advantages and limitations of each type of digital technology for practice, particularly at this time where the discussion is only at its outset. As technology inevitably continues to diffuse throughout mental health care, these considerations alongside patient feedback will be instrumental to ensure that digital tools are, and continue to be, aligned with provider and patient needs. Ultimately, compassion and the integration of digital technology in mental health care should be seen as vital and complementary aspects of obtaining the best patient outcomes, as mediums to accentuate meaningful human connections rather than inanimate products of modern innovation.
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Abstract

Background: Public health surveillance is based on the continuous and systematic collection, analysis, and interpretation of data. This informs the development of early warning systems to monitor epidemics and documents the impact of intervention measures. The introduction of digital data sources, and specifically sources available on the internet, has impacted the field of public health surveillance. New opportunities enabled by the underlying availability and scale of internet-based sources (IBSs) have paved the way for novel approaches for disease surveillance, exploration of health communities, and the study of epidemic dynamics. This field and approach is also known as infodemiology or infoveillance.

Objective: This review aimed to assess research findings regarding the application of IBSs for public health surveillance (infodemiology or infoveillance). To achieve this, we have presented a comprehensive systematic literature review with a focus on these sources and their limitations, the diseases targeted, and commonly applied methods.

Methods: A systematic literature review was conducted targeting publications between 2012 and 2018 that leveraged IBSs for public health surveillance, outbreak forecasting, disease characterization, diagnosis prediction, content analysis, and health-topic identification. The search results were filtered according to previously defined inclusion and exclusion criteria.

Results: Spanning a total of 162 publications, we determined infectious diseases to be the preferred case study (108/162, 66.7%). Of the eight categories of IBSs (search queries, social media, news, discussion forums, websites, web encyclopedia, and online obituaries), search queries and social media were applied in 95.1% (154/162) of the reviewed publications. We also identified limitations in representativeness and biased user age groups, as well as high susceptibility to media events by search queries, social media, and web encyclopedias.

Conclusions: IBSs are a valuable proxy to study illnesses affecting the general population; however, it is important to characterize which diseases are best suited for the available sources; the literature shows that the level of engagement among online platforms can be a potential indicator. There is a necessity to understand the population’s online behavior; in addition, the exploration of health information dissemination and its content is significantly unexplored. With this information, we can understand how the population communicates about illnesses online and, in the process, benefit public health.

(J Med Internet Res 2020;22(3):e13680) doi:10.2196/13680
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Introduction

Background

Public health is “the art and science of preventing disease, prolonging life and promoting health through the organized efforts of society” [1]. As a research and political field, it is focused on improving the quality of life of the population by identifying, suggesting, and applying prevention measures (eg, through the promotion of healthy behaviors) and health-related treatments [2]. Monitoring health is one important contribution to public health measures and involves the systematic collection, analysis, and interpretation of large amounts of health-related data. The key aim of public health surveillance is to design and guide interventions; in particular, (1) it serves as an early warning system for health emergencies (epidemics, ie, acute events), (2) it documents public health interventions and tracks their progress (ie, monitoring health), and (3) it monitors and clarifies the epidemiology of health problems, enabling the prioritization of information necessary for the formulation of health policy (ie, targeting chronic events) [3].

In the past, surveillance has been based on reports from health care workers constituting an active surveillance system when consistent and standardized reporting is in place [3,4]. However, this architecture is costly to maintain and involves significant delays between the moment of data capture to the time point of the first diagnosis, thus hampering any rapid or even immediate detection of outbreaks [5]. Instead of attempting to gather surveillance data from a network of health facilities and laboratories, health entities can employ a passive surveillance system in which hospitals, clinics, or other similar sources submit their respective health reports. This system provides an inexpensive way to monitor the community’s health; however, data quality is an issue owing to nonuniform reporting standards, and timeliness remains difficult to achieve [4]. To further complement these systems, syndromic surveillance was created to deal with the timeliness issue by using clinical (eg, emergency department admissions) and nonclinical sources (eg, over-the-counter drug sales), which are available before a diagnosis is confirmed [4]. This type of surveillance is based on the assumption that an outbreak would manifest itself as an anomaly in normal behavior [5]. In line with syndromic surveillance and with the growth of the internet, new opportunities for the detection of health-related information have arisen, with the potential to capture the patient’s input directly from the source. This leads to the ambitious endeavor of being able to monitor the health of a significant portion of the population at any point in time and at any geographical location, with the ultimate goal of monitoring public health.

The abovementioned technological advancements have enabled unofficial informal sources to currently provide more than 60% of epidemic reports [6]. Data analytics based on these data sources can provide near real-time outbreak information in various formats (independently from official governmental output) and have been successfully tested for health-related purposes. Furthermore, these sources offer the unique advantage of providing firsthand evidence for occurrences of health-related events (eg, through social media channels) and real-time informal reports (eg, news), which can be immediately investigated. Any analysis can be focused only on continuous monitoring, or by contrast to the identification of specific events (ie, single disease focus). In the latter case, it can be targeted to identify isolated hints (eg, mentions of flu) or to determine significant changes in public reporting; it can be further extended to consider the location of the population at risk or to monitor the distribution or extension of an epidemic (eg, influenced by the travelling population). The potential of data analytics applied to public data for health-related developments is ever more far-reaching in our increasingly digitally equipped society; thus, these approaches have an important role in the improvement of timeliness and sensitivity (ie, rapidly and correctly identifying health mentions) in public health surveillance [7].

Internet-Based Sources for Public Health Surveillance

IBSs are characterized by providing unstructured information from multiple origins and have proven to detect the first evidence of an outbreak, which is particularly beneficial for locations with a limited capacity for public health surveillance. The use of these sources for public health is also known as infodemiology or infoveillance. With the evidence provided by these sources, health agents are capable of mobilizing rapid response, reducing morbidity and mortality [8,9]. Some examples of IBSs include search queries, web encyclopedias, microblogs, and other social media.

Infectious diseases became the initial case study for the application of IBSs for disease surveillance. These continue to be a major cause of death in low-income countries [10], with research initially focusing on dengue, and are responsible for recurrent threats in the rest of the world (eg, swine flu and bird flu). Furthermore, these diseases are continuously monitored by official sources through laboratory tests or sentinel systems over many years and such information now forms the ground-truth data used to validate the findings from IBSs [11].

ProMED-mail is one of the first applications of such sources. This system is currently used for communication, via email and reports, among the infectious disease community [12]. Other systems include aggregators such as Global Public Health Intelligence Network, BioCaster, and HealthMap. These initially targeted a variety of sources including emails, Really Simple Syndication feeds, and PDF documents to extract information referring to an increased number of clusters of infected people at a specified time, period, or location, which could indicate a threat. The aggregator systems still in operation also include additional sources such as social media [7,13]. Moving to other sources, influenza-like illnesses (ILIs) served as a prototypical case study owing to being seasonal, worldwide, and well-reported diseases and initiated the monitoring of web-based queries. In particular, one of the first studies utilized Google search volumes to estimate the percentage of ILI-related physician visits [14]. This source was further adapted to the surveillance of other diseases such as dengue [15], gastroenteritis, and chickenpox [16]. This initial success led Google to develop targeted tools for the monitoring of influenza (Google Flu Trends) and dengue (Google Dengue Trends) in 2008 and 2011, respectively, which were later discontinued. Research continued and aimed to identify the
most appropriate search terms to utilize as well as other search services (e.g., Yahoo [17]) and other languages (e.g., Vårdguiden [18]). Following search queries, microblogs, in particular, Twitter, showed to be another source of health information characterized by providing more descriptive information and potentially containing semistructured metadata (e.g., location and gender) [19,20]. By filtering messages containing disease-related keywords, the frequency of disease mentions can be tracked and outbreaks can be identified as unusual spikes in the message frequency [21]. Similar to search queries, subsequent research focused on the identification of adequate keywords, as well as the identification of personal health messages, i.e., containing a keyword relevant to the disease and describing a first-person infection case, among others [22,23]. With the use of more descriptive albeit semantically ambiguous data, the focus shifted to detecting true signals, i.e., first-person occurrences of diseases. The application of IBSs continued to grow [24] in tandem with the addition of new sources such as Facebook [25], Instagram [26], and discussion forums [27]. Noncommunicable diseases (NCDs) are the cause of 71% of deaths globally, ranging from 37% in low-income countries to 88% in high-income countries, hence, internet-based surveillance focus has begun to also include NCDs [10]. In this case, emphasis was given to the online behavior of affected individuals, as well as to the content of the information present in the sources [28], with the goal to establish or improve health practices and support the dissemination of health information to address the needs of the population [29,30].

Owing to the unstructured nature and to the large volumes of data provided by these IBSs, tailoring of solutions, applications, and even tools for retrieving and filtering the content becomes vital for success. Subsequent automatic use of these methods then becomes the key step to monitor the internet sources continuously, and eventually to identify potential public health risks or, even better, risks to individual patients [31]. However, disease surveillance based on online sources must be used with caution. Automatic identification of disease events from web-based data streams has to cope with inherent biases, i.e., false-positive events, introduced through geographic or cultural variability in language and reporting when compared with reliable traditional surveillance methods [32]. Furthermore, traditional epidemiological parameters (e.g., attack rate) are often not available as a gold standard and thus limit the proper assessment of the applied methods [31].

**Objectives**

Our objective was to provide a discriminative assessment of the applications of IBSs for disease surveillance and their use as ground truth for future research. To achieve this, we have presented a comprehensive systematic literature review with a focus on IBSs and their limitations, the diseases targeted, and methods commonly applied for disease surveillance. Our research questions (RQs) were as follows:

1. What internet-based sources are utilized for infoveillance and infodemiology?
2. What is the aim of the research conducted using these sources?
3. How are internet-based sources applied to generate knowledge?
4. Which sources have shown a preference for studying communicable and noncommunicable diseases?
5. What are the common limitations of internet-based sources?

**Methods**

**Search Strategy**

This review was conducted through several stages based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses process (Figure 1). To be the most inclusive, eight mutually exclusive research libraries that contain a variety of journals in the fields of Informatics and Biomedical Sciences were selected. The libraries were Europe PubMed Central, Institute of Electrical and Electronics Engineers Xplore Digital Library, Association for Computing Machinery Digital Library, SpringerLink, EBSCO Host, PubMed, Scopus, and Web of Science. Keyword generation was focused on IBSs of public health data, infoveillance, infodemiology, and disease outbreak and surveillance. We considered all conference and journal articles identified in this process.
**Article Selection**

The keywords were generated taking into consideration a preliminary assessment of the literature through a manual screening of relevant studies to ensure the list was complete. The complete list of these keywords can be found in Multimedia Appendix 1. The literature search was initially performed from October 10 to October 31, 2017, on the abovementioned repositories, focusing on the publication period of 2012 to 2017. This literature search was later augmented to include additional search terms and to extend the publication period until 2018. In total, the literature search had a duration of 2 months, excluding the screening and eligibility steps. Our review focused on the literature published after 2012 to cover a wider variety of sources, given the time lag between their popularity peaks; furthermore, by analyzing the literature published a few years after the first studies (e.g., 2009 for search queries [14] and 2010 for social media [19]), we focused on research with finer-grained...
and adapted methodologies (eg, improved keyword selection and relevancy filters). To select relevant articles, a multiphase process was implemented. First, the article title was screened for relevance and duplicates were removed; subsequently the abstract was screened, and only articles that passed both steps were considered for the eligibility phase. The inclusion and exclusion criteria for the articles were decided according to a modified PICOTS. The criteria are specified in Multimedia Appendix 1. The first author performed the screening process and retrieved the data. When doubts were raised regarding the inclusion of certain publications, the remaining authors were consulted.

**Quality Assessment**

To address the quality of the studies, we implemented a set of criteria to evaluate the publications retrieved. This assessment was based on a set of questions with regard to the purpose of research, contextualization, methodology, study design, the results obtained, and findings. The quality criteria are based on the work by Kofod-Petersen [33] and are present in Multimedia Appendix 1.

**Data Extraction**

We also developed an extraction form to gather information about the studies allowing us to understand how the issues related to the proposed RQs have been addressed. This step was performed using the NVivo version 11 qualitative software database (QSR International Pty Ltd), nested cases were used to annotate each item of the extraction form. The extraction guidelines are available in Multimedia Appendix 1. For each checklist item in the guidelines, we created a classification that has been detailed in the following sections. Each paper was classified as journal or conference, in accordance with the inclusion criteria. Regarding the targeted diseases, we divided this into chronic, infectious, medical conditions, and health topics. The first three categories have been further specified. For the Goal/Objective item, a paper was classified as outbreak forecasting if it explicitly stated that the research was aimed at forecasting; else, it was assigned to surveillance (ie, when the purpose is only to identify the degree of correlation with ground-truth data and there is no mention of forecasting); disease characterisation was assigned when the aim was to determine identifiable characteristics related to a disease, eg, patient search behavior and commonly mentioned treatments, or when the aim was to classify a text as related to a disease; content analysis was assigned to the study of the sources’ content (eg, news presence and expressed sentiment) referring to a disease or medical condition; personal health mention classification focused on separating general mentions of a disease or medical conditions (eg, news) from first-person mentions; and diagnosis prediction was assigned when the purpose was to attribute a disease or medical condition to a text and its creator by proxy. The Internet-based data source can be classified into search queries, social media (including microblogs), websites, news, discussion forums, web encyclopedia, and media monitoring systems. We also considered the use of data sources external to the IBSs, which can be classified as demographic, socioeconomic, and climate statistics, as well as data from governmental and laboratory sources, among others. To address the study design/methodology, we devised the following criteria: topic analysis corresponds to when topic modelling and similar approaches are used; regression models encompass all regression and autoregression models (eg, linear regression and autoregressive moving average); statistical models was assigned to more complex models (eg, Hidden Markov Chain); correlation analysis was used when correlation scores are calculated (eg, Pearson); rule-based techniques and ranking techniques are self-explanatory; manual analysis was assigned when no specific techniques are used other than a manual assessment; epidemiology theory refers to the use of techniques and measures commonly used in epidemiology (eg, Susceptible, Exposed, Infectious, and Recovered models); linguistic analysis was assigned when sentiment analysis and lexicons, among others, were used; and finally, we split machine learning and deep learning. Finally, we did not add a classification to the findings and limitations; we chose to keep this as an open field and manually analyzed the outcomes.

**Results**

**Overview**

The results from the search strategy are shown in Figure 1; in total, 162 papers were considered for this systematic literature review. The summary of the review results according to the data extraction guidelines is presented in Multimedia Appendix 1 [34-188]. The year with the highest number of publications is 2015 (n=36), followed by 2017 (n=33), 2014 (n=25), 2016 (n=22), 2013 (n=17), 2018 (n=17), and 2012 (n=12; Figure 2). Journal articles accounted for 130 of all publications and the remaining 32, for conferences. The remaining results were split into subsections correspondent to the extraction guidelines followed. The complete summary of the literature analysis is provided in Multimedia Appendix 1.
Goal
The analyzed papers mostly focused on surveillance (n=90), content analysis (n=46), and outbreak forecasting (n=45); other goals included personal health mention classification (n=10), disease characterization (n=5), and diagnosis prediction (n=4), with 36 papers having multiple targets.

Diseases, Medical Conditions, and Health Topics
Infectious diseases are markedly the most researched cases, with a total of 108 papers assigned. Chronic diseases are the focus of 17 publications, followed by medical conditions with 10 publications, health topics with 7 mentions, and mental health with 6 assigned articles (Figure 3). A set of 14 publications target multiple diseases from all the previously mentioned categories. Among the infectious diseases, ILIs, dengue, and infectious intestinal diseases are the top choices with 57, 7, and 7 assigned publications, respectively. In terms of chronic illnesses, cancer is the most researched disease (n=3). Excluding the publications focusing on multiple cases, 78% of the diseases appear in less than two articles.
Internet-Based and External Data Sources
The 162 analyzed papers can be classified into eight distinct categories: search queries, social media, news, discussion forums, websites, media monitoring systems, web encyclopedia, and online obituaries. Social media (n=80) and search queries (n=79) are the most utilized IBSs, followed by web encyclopedias (n=13) that, in the selected papers, corresponded solely to Wikipedia. The remaining are utilized in the following decreasing order, forums (n=9), news (n=8), media monitoring systems (n=2), online obituaries (n=2), and websites not related to newspapers (n=1). A total of 29 papers utilize combinations of these sources, with the majority (n=11) combining search queries with social media. For social media, Twitter is mostly used (n=71) with the remaining sources marginally appearing. For search queries, the same behavior is seen with Google Trends; it is present in 42 publications, and when aggregating with Google Flu Trends and Google Dengue Trends, this value rises to 61.

Regarding sources external to IBSs, governmental, or laboratory surveillance statistics are the most utilized and used as ground-truth data (n=107), the second most used external source is hospital and emergency department visits (n=16), which are also used as ground-truth data. Climate or temperature statistics are applied in 8 papers, and socioeconomic statistics in 5 publications followed by health records in 4 publications, demographic or population statistics in 3 papers, and pharmaceutical sales in 2 publications. Scientific search engines, Flu Near You [189], and telephone triage are used individually in only 1 publication. In total, 45 publications do not use any external data source, and 26 publications share multiple external sources.

Study Design
Regarding the methodologies used, correlation analysis (n=59) was predominant and closely followed by regression models (n=46). Machine learning was used in 27 of the analyzed articles, statistical models are preferred in 20 publications, manual analysis was used in 18 of the articles, topic analysis is used in 12 publications, and deep learning and linguistic analysis were used in 10 articles each. Regarding the remaining methodology, rule-based techniques (n=7), epidemiology theory (n=6), surveys (n=3), and ranking techniques (n=1) were used in less than 10 papers.

Findings and Limitations
Qualitatively, the studies reported positive results (n=125), mentioning high or improved correlations with ground-truth data, as well as the outbreak predictive power, and high accuracy when the goal was surveillance, outbreak forecasting, personal health mention classification, disease characterization, and diagnosis prediction. The studies by Olson et al [55], Alicino et al [85], and Yom-tov [109] report negative results caused by questionable reliability with search query data and media influence affecting social networks and web encyclopedias. For the publications solely focused on content analysis (n=30), the findings were reported without a negative or positive association. A total of four publications [54,91,115,130] mention positive and negative results related to a large variation in the correlation score with social network data, surveillance inaccuracies for different age groups and the lack of specificity for search query data, and media influence when applying both social network and search query data.

In terms of limitations, these can be divided into gold standard (n=22); representativeness (n=76); general bias, eg, change in search behavior, symptom variability (n=9), and media effect (n=17); dataset size (n=7); methodology, eg, computational cost, keywords, and spelling errors (n=63); language (n=11); geographical restriction (n=33); and timeframe restriction (n=20).

Discussion
In this study, we aimed to provide a discriminative assessment on the application of IBSs in public health. To achieve this, we focused on the literature published in the last 6 years and applied systematic selection criteria to determine the appropriate studies to include. As a result, we proposed a taxonomy and identified the gaps to be addressed in future research, represented by the identified limitations of IBSs. Hence, this section addresses each RQ stated in the objectives.

Research Question 1: What Internet-Based Sources Are Utilized for Infoveillance and Infodemiology?
As reported in the Results, search queries, social media, discussion forums, news, web encyclopedia, online obituaries, media monitoring systems, and websites constitute the general categories of the IBSs present in the analyzed literature.

For search queries and social media, there is a large variation in the sources, which is mostly caused by geographical differences. The sources include platforms that are only available to certain countries. In the case of search queries, this potentially brings benefits in representativeness as it is possible to estimate the country-wide disease surveillance data from online search behavior. We argue that using a worldwide search engine, cultural differences that shape online search behavior could be diluted further complicating the surveillance task. Google Trends and its variations are the most common and widely represented; Bing also has an extensive geographical representation but a lower market share [190]. Also included are Baidu, Naver, Yandex, Vårdguiden, and Web sök, and Sapo, which cater to different countries, namely China, South Korea, Russia, Sweden, and Portugal, respectively. Nonetheless, the use of country-specific search engines can be limited by their market share, as is the case for Sapo [191], and their fine-grained geographical representation, eg, Vårdguiden is mostly used by people in Stockholm [68]. These limitations are further discussed in the following subsections.

Regarding social media, the sources differ in content richness. For example, while Twitter is a microblogging service, Weibo incorporates functionalities that can also be found on Facebook [192]. Nevertheless, the same reasoning applies, country-specific platforms can potentially bring benefits in representativeness and more closely estimate the country-wide health-related statistics.
The remaining sources, web encyclopedia and online obituaries, are used without a defined geographical restriction, and only English data were considered. Discussion forums and websites are an exception as they were utilized in different language-specific scenarios. Media monitoring systems also work on data from multiple sources and languages.

**Research Question 2: What Is the Aim of the Research Conducted Using These Sources?**

With IBSs of health information, the approaches are mostly based on monitoring the internet search and information-sharing behavior; the underlying assumption is that people actively seek and share information on diseases they develop.

In terms of surveillance and outbreak forecasting, estimates of disease activity within a community can be expressed by monitoring the frequency of related internet searches, disease mentions on social and news media, and page views in a web encyclopedia, among others. In addition, these sources also provide complementary information to the ground truth, eg, by targeting sick people who might not go to the hospital. When dealing with outbreak detection, an early and fast response is essential. Traditional surveillance is slower to transmit information across its different channels; therefore, IBSs complement the traditional mechanism when dealing with outbreaks [5,193,194].

Sources that go beyond single keywords pose a challenge as the occurrence of disease mentions does not correspond to the assumption that the text/report in consideration is referring to the user suffering from the mentioned disease. For example, the microblog “Don’t forget to get your flu shot” is not as valuable as the microblog “I have the flu”; the latter corresponds to a personal health mention that has the potential to more closely correlate with gold standard data. Hence, personal health mention classification is based on the application of classification techniques that aim to filter false-positives, ie, a text containing a disease mention but not stating the user is carrying the disease, from true-positives, ie, a first person mentions of a disease by the affected user [37,72]. This is an important step that has been introduced when dealing with microblogs and online forums, as it has shown improvements for surveillance and outbreak forecasting.

Diagnosis prediction was not a common aim of the analyzed studies as it is difficult to validate owing to the lack of available gold standard data and owing to privacy concerns. The studies by De Choudhury et al [47] and Bodnar et al [64] include a prior user selection process for whom the authors have diagnosis information. In these cases, the source utilized was social media as it provides more contextual information and the potential for sentiment analysis, which is particularly valuable for mental health infodemiology studies. In contrast, the work by Karmen et al [97] targets the diagnosis of a health report (in the form of a forum post) and not the user itself (as not all information for the user is available) utilizing a similar methodology. Yom-tov et al [113], in their study, identify risk markers that correlate with a set of diseases based on the search behavior of assumed affected users.

When considering long-term patients, they also seek the internet for health information but also for online support through the connection with other patients [36,53,86,134]. This corresponds to the task of content analysis and disease characterization. IBSs are not only useful to perform disease surveillance but also to understand the information that is being shared online, which directly relates to public health tasks. The literature also points to the preference of sources for particular user groups, namely, users who seek support groups or connection with other patients and who suffer from chronic illnesses. In this situation, forums and social media, namely, microblogs, provide a suitable medium for the discussion of examination results, symptoms, treatments, and support, offering insights into how diseases are discussed online [36,41,72,86].

**Research Question 3: How Are Internet-Based Sources Applied to Generate Knowledge?**

As most of the publications aim to perform disease surveillance and outbreak forecasting, correlation analysis is regularly applied to determine the relationship between the IBSs and ground truth. Surveillance data are also commonly incorporated into surveillance and forecasting using regression models, which can also include autoregression, ie, past values of the ground-truth data. However, these methods make several assumptions regarding the distribution of the data, which might not be correct and overly simplistic.

Studies that utilize multiple sources of external data tend to apply more complex statistical methods which attempt to address the assumptions made by regression and autoregression models in trade of higher complexity.

The techniques mentioned earlier are applied to time-series data that can be obtained from the search query volume, page views from a web encyclopedia, and message/health report frequency in social media. In the latter case, to obtain the frequency, machine learning is commonly used to filter messages that are considered nonrelevant for the disease or medical condition in question. Thus, most of the machine learning approaches focus on social media and are reliant on annotated datasets, ie, a set of messages previously labelled as relevant or nonrelevant, which carry an added cost as this is necessary to train the models, as well as the lack of generalization as the labelled dataset targets a specific disease/medical condition.

Deep learning approaches improve generalization, they are capable of modelling complex nonlinear relationships, and do not impose restrictions on the data, eg, distribution; however, they have much higher complexity and can act as a black box owing to the high number of tunable hyperparameters. Furthermore, they require large sets of data that might not be available for diseases with a lower prevalence.

Topic analysis is mostly used for content analysis and it provides added benefits to manual analysis and surveys as it is unsupervised, ie, it does not require human input to perform the analysis. However, the topics identified might not be clearly related to a subject, which can lead to subjective interpretations; furthermore, it also carries high computational costs.

Linguistic analysis, in particular, sentiment analysis, can provide insights regarding negative and positive word use, among others,
and how it associates with diseases. For example, this is used for mental health research as the sentiment expressed in words can be fundamental to detect the mental state of a user [82,157]. In the same category, named entity recognition aids in the detection of locations and disease names, among others [144]. Furthermore, the use of lexical and syntactic features and the use of lexicons have shown to improve classification tasks, eg, self-mentions of disease and disease-related categories [81,162].

The use of the epidemiology theory is not common as it can require data that are not available through the use of IBSs owing to its limits in terms of user information (eg, age and location); however, some studies have implemented various epidemiological models [96,121,140,170], as well as epidemiological parameters [34,119].

Rule-based techniques are manually created and are specific to the disease/medical condition studied; hence, they suffer from lack of generalization.

Ranking techniques were only used in 1 of the analyzed papers [195], and it was used to rank the topics generated from a topic modelling approach, suggesting that these can be used to facilitate the interpretation of the topic analysis results.

Research Question 4: Which Sources Have Shown a Preference for Studying Communicable and Noncommunicable Diseases, Health Topics, and Mental Health?

The nature of infectious diseases, ie, fast moving and with easier measurable effects, makes these a preferential case study for outbreak detection and surveillance. In tandem, the sources commonly applied for these tasks are search queries and social media, both combined and with other sources. These are the preferred sources as their output can be transformed into time-series data and compared with a gold standard for evaluation. With regard to search queries, a variety has been used to provide the most representative search behavior for the countries and languages targeted. A similar methodology was applied with social media, although mostly restricted to microblogs. Another important task in studying communicable illnesses is to explore what type of information is being shared and when; this is vital to identify the spread of misinformation and to analyze how far-reaching the counteractions are from health care agencies. Hence, content analysis is also performed by mainly utilizing social media as it provides more contextual information than search queries. Forums and news are utilized for the same reason; the higher contextual value allows for more insights into the study of information dissemination.

When discussing NCDs, monitoring and content analysis are the major approaches taken on the papers analyzed. Collecting epidemiological data for NCDs is a labor-intensive process [57,196]; hence, monitoring through digital sources aims primarily to estimate the number of affected individuals, given that official statistics are released with a significant delay [47,57,58,95,136]. To perform such a task, the commonly used sources are social media, search queries, and online obituaries. Content analysis focuses on determining the behavior and characteristics of users who actively mention a disease (eg, through a forum or social media), and the content and dissemination of health information. This is relevant as it allows to explore the information that is spread within these communities, such as personal medical advice. Additionally, past research has shown that online communities can provide a more convenient environment, for some patients, than traditional face-to-face interactions with health providers [36,41,43,82]. For content analysis, the sources applied are social media, forums, and web encyclopedia. As stated earlier, data with greater contextual content could provide more detailed information regarding online behavior and information exchange. With regard to forecasting, Gu et al [95] and Zhang et al [138] mention the task of predicting erythromelalgia-related hospital visits one week ahead and detecting early signals of diabetes, both through the use of search query data.

The research on mental health, medical conditions, and health topics focuses on content analysis; thus, the sources utilized in the analyzed papers refer to social media, in particular, microblogs, and forums.

Overall, the choice of the source of data is significantly related to the health topics, aim of the study, and the data available for evaluation. Infectious diseases have a large incidence variation; hence, they tend to have surveillance data available and most of the approaches focus on surveillance and outbreak forecasting which in itself requires sources that immediately show changes in the online behavior of users. Thus, search queries and microblogs are preferred for an analysis requiring a timely response. Regarding the remaining health topics, the population affected does not fluctuate as is the case with infectious diseases; hence, the focus is on the discussion that occurs online. It is more valuable to determine the information being disseminated, the questions raised online, and the needs of the patients so that the health agencies can cater to this segment of the population.

Research Question 5: What Are the Common Limitations of Internet-Based Sources?

Most of the studies analyzed report on positive outcomes when utilizing IBSs for public health applications; however, some limitations are frequently cited and only a few authors have given these greater importance. Although recent statistics illustrate the growth in search for health information online [197], internet access is neither equally distributed among countries nor equally penetrating in all regions within a country, which significantly affects the application of IBSs of health information [129,169]. In all the sources, common limitations refer to the lack of representativeness and bias caused by internet penetration and access, and preference to certain user age groups. For example, in the case of Twitter, 62% of its 330 million users are aged between 18 and 49 years [198]; around 53% of American internet users look up information on Wikipedia, with these users being mostly highly educated (69%) and under the age of 30 years (62%) [199]. This type of information elucidates on the potential bias caused by the nongeneralized use of these sources, in particular, when a given age group is more susceptible to a disease (eg, elderly and children).

Another common limitation is related to precision issues caused by the inherent nature of diseases. These tend to share symptoms and treatments that are commonly used as keywords to detect
relevant health reports, furthermore, the use of unspecific health-related terminology is also common. The layman language used in IBSs is a challenge, given that most approaches in the field rely on the use of keywords selected from specialized medical vocabulary, as summarized by Dai et al [142]. However, the evolution of learning-based, lexicon-based, and embedding approaches has started to mitigate the language specificity effect.

When ground-truth data are available, some studies question their quality as they can be updated after the initial publication; other mentioned limitations concern the amount of data as well as their timespan, and geographical coverage. Language restriction is also a common limitation of the studies, as most are performed only in English.

In particular to search queries and social media, the lack or limited geographical resolution is also cited as a limitation. Using Google Trends, various studies refer to the lack of transparency on how the search volumes are obtained, especially since forecasting systems based on Google Trends (ie, Google Flu Trends and Google Dengue Trends) have shown significant algorithmic problems that led to their termination [200,201]. The need for costly, manually annotated datasets is a common issue when the goal is to perform classification, and it mainly occurs with social media data.

In addition, a common limitation to search queries, social media, and web encyclopedias is the effect caused by media events. A media event is an event or activity conducted for media publicity. In this definition, we include examples such as panic-inducing news [109] and celebrities being diagnosed with medical conditions [173]. Media events have shown to significantly affect the reliability of these sources. The results of studies by Yom-tov [109] and Mollema et al [100] demonstrate how these sources show a higher correlation with media events than actual surveillance data. The study by Alicino et al [85] also reveals that the presence of news strongly influences the search volume in locations where an outbreak is not occurring. In light of this, we present an interaction schema in Figure 4; the sources of public health–related data predominantly comprise search engine queries, which target public sources, and peer-to-peer (P2P) social media networks; we can further distinguish primary consumers of health information, eg, members of P2P networks, from producers, eg, biased and unbiased news and unbiased official data providers (eg, governmental sources). News and official data providers deliver biased and unbiased information to the consumers. Consumers receive this information and spread it, affecting their search and share behavior, namely, in search queries, social media, and web encyclopedias.

**Figure 4.** Data sources interaction cycle. WHO: World Health Organization.

---

**Conclusions**

IBSs of health information are a valuable proxy to study illnesses affecting the population. Their benefits and applications are far-reaching and continue to evolve as a potential asset to public health. The knowledge gathered from this review suggests that search queries and social media provide useful data to monitor infectious diseases. With regard to studying chronic illnesses, discussion forums and social media are preferred. The methods used to select relevant keywords or messages target specific illnesses, thus requiring constant updates to reflect the population’s changing search behavior as well as emerging trends. Here, we identify the first research gap; disease outbreaks outside of the targeted disease names will not be identified, and new terminologies crucial for the detection of previously targeted diseases will be missed. Future approaches must focus on the ever-changing nature of diseases. For example, new related keywords could be identified through services such as Google Trends’ related topics. To identify emerging illnesses, more emphasis must be given to the structure and syntax of messages describing a first-person mention of a disease, as this could be applicable to other illnesses.

The strong susceptibility to media events and the absence of approaches dealing with this issue constitute the second research gap. As shown in Figure 4, the interactions between the different sources and the type of information (biased and unbiased) reach
the consumers and affect their search and share behavior, namely, in search queries, social media, and web encyclopedias. Such an effect must be mitigated to ensure improved reliability when utilizing IBSs.

The third research gap relates to the absence of consistent training and test periods, which impedes the appropriate comparison among the different methodologies. To address this, we suggest the creation of standard datasets, allowing to quantify the improvements of distinct methodologies. We also found a significant lack of interaction with public health officials, which would be the entities receiving the information from these models.

As a final recommendation, we suggest the use of an alternative strategy to better harness the information provided by IBSs. Namely, a proactive approach where the users are asked to report on their health state requesting the user to anonymously publish this information while avoiding the inclination to only publish positive messages. Such implementations can potentially make IBSs more comprehensible and a more valuable asset for disease monitoring.

**Systematic Literature Review Limitations**

This study makes use of eight databases, aiming to achieve a high coverage of the scientific literature. However, these databases do not guarantee full coverage and, hence, the inclusion of all relevant publications in our systematic methodology. In addition, we only considered articles in English as it is the predominant language of the scientific literature; thus, some contributions were potentially missed. The publication period is restricted to the last 6 years to allow for a focus on recent trends; earlier studies were referenced in the Introduction; however, not in an exhaustive way. We included a variety of keywords for the literature search although we understand that these might not cover all relevant publications.

Given that the authors followed a rigorous and systematic methodology when including and excluding publications for this literature review, selection bias was minimized. However, we cannot guarantee the absence of a bias when qualitatively presenting the findings; some categories and articles might be over- or under-represented.
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Abstract

Background: Telemedicine is defined by three characteristics: (1) using information and communication technologies, (2) covering a geographical distance, and (3) involving professionals who deliver care directly to a patient or a group of patients. It is said to improve chronic care management and self-management in patients with chronic diseases. However, currently available guidelines for the care of patients with diabetes, hypertension, or dyslipidemia do not include evidence-based guidance on which components of telemedicine are most effective for which patient populations.

Objective: The primary aim of this study was to identify, synthesize, and critically appraise evidence on the effectiveness of telemedicine solutions and their components on clinical outcomes in patients with diabetes, hypertension, or dyslipidemia.

Methods: We conducted an umbrella review of high-level evidence, including systematic reviews and meta-analyses of randomized controlled trials. On the basis of predefined eligibility criteria, extensive automated and manual searches of the databases PubMed, EMBASE, and Cochrane Library were conducted. Two authors independently screened the studies, extracted data, and carried out the quality assessments. Extracted data were presented according to intervention components and patient characteristics using defined thresholds of clinical relevance. Overall certainty of outcomes was assessed using the Grading of Recommendations, Assessment, Development, and Evaluation (GRADE) tool.

Results: Overall, 3564 references were identified, of which 46 records were included after applying eligibility criteria. The majority of included studies were published after 2015. Significant and clinically relevant reduction rates for glycated hemoglobin (HbA¹⁰⁰; ≤−0.5%) were found in patients with diabetes. Higher reduction rates were found for recently diagnosed patients and those with higher baseline HbA¹⁰⁰ (>8%). Telemedicine was not found to have a significant and clinically meaningful impact on blood pressure. Only reviews or meta-analyses reporting lipid outcomes in patients with diabetes were found. GRADE assessment revealed that the overall quality of the evidence was low to very low.

Conclusions: The results of this umbrella review indicate that telemedicine has the potential to improve clinical outcomes in patients with diabetes. Although subgroup-specific effectiveness rates favoring certain intervention and population characteristics
were found, the low GRADE ratings indicate that evidence can be considered as limited. Future updates of clinical care and practice guidelines should carefully assess the methodological quality of studies and the overall certainty of subgroup-specific outcomes before recommending telemedicine interventions for certain patient populations.

(J Med Internet Res 2020;22(3):e16791) doi:10.2196/16791
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Introduction

Background

Diabetes is affecting 463 million people worldwide (aged between 20 and 79 years) [1]. Hypertension and hyperlipidemia (or hypercholesterolemia) are common comorbidities in patients with type 2 diabetes (T2D), and also show an increasing coprevalence [2,3]. The risk of diabetes-associated complications can be reduced by continuous control of blood glucose [4], blood pressure (BP) lowering [5-8], and blood lipid profile [9,10]. Current guidelines of the American Diabetes Association (ADA) recommend that most adults with diabetes achieve glycated hemoglobin (HbA1c) <7.0%, BP<140/90 mmHg (<130/90 for patients with increased cardiovascular [CV] risk), and low-density lipoprotein cholesterol (LDL-c) <100 mg/dL [11]. Diabetes self-management education and support, defined as an interactive and continuous process intended to increase knowledge, skills, and abilities required for successful self-management of diabetes interventions [12], has proven to be effective [13,14]. Similarly, hypertensive patients may benefit from the combination of self-monitoring with education or counseling in terms of increased medication adherence and improved BP control [15].

The application of information and communication technologies (ICTs) in health care has been rapidly increasing worldwide. Telemedicine is defined by three characteristics: (1) using ICTs, (2) covering a geographical distance, and (3) involving professionals who deliver care directly to a patient or a group of patients [16,17]. Owing to the need for individualized and continuous monitoring and self-management support for patients, chronic diseases are considered the ideal target conditions for the development and implementation of telemedicine approaches [18,19].

However, detailed guidance is still lacking on how to choose and integrate tools for specific target groups in diabetes care [20,21]. Earlier systematic reviews of high-quality review articles already uncovered key elements for technology-enabled self-management, such as (1) communication between a health care provider and patient, (2) patient-generated health data, (3) education, and (4) feedback [22], or they simply underlined the promising nature of telemedicine [23]. However, the available overviews mainly focus on a specific target group, do not take into account the heterogeneity of telemedicine applications, or focus on a specific tool [24]. Heterogeneous applications of the term telemedicine [16] further limit the external validity of single studies. Owing to the differentiated phenotypes of applied telemedicine solutions, their components, and settings, as well as missing analyses of the quality of studies (and certainty of effects), evidence-based guidance on the best available digital intervention is challenging [25-27].

Objective

Therefore, the primary objective of this umbrella review is to identify, synthesize, and critically appraise the evidence on the effectiveness of telemedicine solutions and their components on clinical outcomes—HbA1c, high-density lipoprotein (HDL), low-density lipoprotein (LDL), total cholesterol (TC), triglycerides (TGC), systolic BP (SBP), diastolic BP (DBP)—in patients with diabetes (type 1 diabetes [T1D] and T2D), hypertension, or dyslipidemia. Owing to the increasing number of available reviews and meta-analysis as well as the potential of addressing three prevalent chronic conditions with multiple digital interventions, the analysis was conducted as an umbrella review [28,29].

The research question is based on the Population, Intervention, Control, Outcome, and Time (PICOT) criteria: In patients with diabetes, hypertension or dyslipidemia, what is the evidence for the effectiveness of telemedicine-supported chronic care on disease-specific clinical outcomes?

Methods

Search Strategy and Eligibility Criteria

We conducted an umbrella review using extensive automated and manual searches of the databases PubMed, EMBASE, and the Cochrane Library to identify relevant evidence on the effectiveness of telemedicine interventions on the three target diseases. Umbrella reviews summarize and contrast evidence from existing systematic reviews and meta-analyses by looking at specific outcomes across included records [28].

The search was carried out in October 2018. PICOT-criteria (Table 1) for “population,” “intervention,” and “study design” were combined to develop the search strings (Multimedia Appendix 1). No time limitation was applied.
Records that fulfilled the following eligibility criteria were included (Table 1): systematic reviews or meta-analyses of randomized controlled trials (RCTs; as this is regarded as highest level of evidence) [30] evaluating the effectiveness of telemedicine in at least one of the target diseases (diabetes, hypertension, and/or dyslipidemia) in adults. No restrictions were made with respect to the kind of participating medical providers. We included all eligible articles in English language and with full text available.

Relevant reviews or meta-analyses were excluded if their primary studies mainly assessed mortality, utilization of health services, the usability of the technology studied, or patients’ acceptance of or satisfaction with the telemedicine tools, or if no quantitative comparison based on clinical outcomes was reported. Studies evaluating interventions using automated feedback without involving a professional or those providing only monitoring of relevant parameters (without feedback) were excluded. In addition, studies evaluating telemedicine use of medical providers only or those in which the components of the intervention were not transparently described were excluded. Eligible records had to report a change in one of the specified clinical outcomes after a follow-up time of at least three months, as this period is in line with current treatment guidelines [15,31,32]. Conference abstracts or protocols were excluded as well. Research was excluded if it focused on specific countries or regions or targeted specified populations (eg, minorities and pregnant women with diabetes). We excluded those studies for which updates of the evidence—indicated by the same group of authors and/or application of identical search string—were available.

We further searched the reference lists of all relevant publications by hand, to identify any additional studies. After carrying out the title-abstract screening, we conducted a hand search in Google Scholar and the three most relevant journals in the field of digital health, as indicated by the highest number of potentially relevant publications (Multimedia Appendix 2).

### Data Extraction and Quality Assessment

Two authors (PT and LH) independently screened the records, extracted data, and carried out the quality assessments. The quality assessment of records was done using the Oxford Quality Assessment Questionnaire (OQAQ) to eliminate records of low quality before data extraction [33]. Any disagreement over the suitability of certain records was discussed among the raters and resolved by consensus.

As the Grading of Recommendations, Assessment, Development, and Evaluation (GRADE) is the established tool for assessing the overall certainty of evidence by analyzing its

<table>
<thead>
<tr>
<th>Population, Intervention, Control, Outcome, and Time criteria</th>
<th>Eligibility</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion</strong></td>
<td>Humans; only studies addressing at least one of the pre-determined target diseases within their initial search</td>
<td>Studies addressing chronic diseases in general, other than the three diseases defined, or not addressing any disease at all; specific populations (pregnant women and ethnic minorities); and animals</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td>Primary studies applying telemedicine intervention specified as (1) using ICTs(^a), (2) covering distance, and (3) involving a health care provider for delivering care to the patient</td>
<td>Studies focusing solely on monitoring or data storage and exchange tools (such as electronic health records)</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td>Usual care</td>
<td>No control group available or not specified</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td>Effectiveness analyses allowing for quantitative comparisons between groups using clinical parameters (primary outcome HbA(_1c)(^b), SBP(^c), DBP(^d), HDL-c(^e), LDL-c(^f), TC(^g), and TGC(^h))</td>
<td>Studies primarily investigating mortality, costs or cost-effectiveness, or feasibility; or efficacy</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>Follow-up time of at least three months</td>
<td>No or shorter follow-up periods described</td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td>Study design being either a systematic review or meta-analysis of randomized controlled trials</td>
<td>Other, including a systematic review or meta-analysis of observational studies</td>
</tr>
</tbody>
</table>

\(^a\)ICT: information and communication technology.  
\(^b\)HbA\(_1c\): glycated hemoglobin.  
\(^c\)SBP: systolic blood pressure.  
\(^d\)DBP: diastolic blood pressure.  
\(^e\)HDL-c: high-density lipoprotein cholesterol.  
\(^f\)LDL-c: low-density lipoprotein cholesterol.  
\(^g\)TC: total cholesterol.  
\(^h\)TGC: triglycerides.
risk of bias, imprecision, inconsistency, indirectness, and publication bias, it was used to assess the quality of included records [34]. This assessment was performed by three independent researchers (PT, SO, and LH), using independent pairwise ratings. Disagreements were again resolved by discussion or, where not possible, by consulting the independent third coder [35].

The results of the included records were extracted using a piloted, standardized data extraction form. According to the methodological considerations for conducting umbrella or meta-reviews, the results were reported descriptively and in tabular form [28,29].

**Table 2.** Definition of clinically relevant differences in glycated hemoglobin.

<table>
<thead>
<tr>
<th>Reduction rate in glycated hemoglobin (%)</th>
<th>P value</th>
<th>Guidance</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤−0.5</td>
<td>&gt;.05</td>
<td>a</td>
</tr>
<tr>
<td>&gt;−0.5, &lt;0</td>
<td>&gt;.05</td>
<td>b</td>
</tr>
<tr>
<td>&gt;0</td>
<td>&gt;.05</td>
<td>c</td>
</tr>
<tr>
<td>&gt;−0.5, &lt;0</td>
<td>&lt;.05</td>
<td>d</td>
</tr>
<tr>
<td>≤−0.5</td>
<td>&lt;.05</td>
<td>e</td>
</tr>
</tbody>
</table>

*a* non-significant but clinically relevant change.

*b* non-significant and not clinically relevant change.

*c* non-significant and not clinically relevant change.

*d* significant but not clinically relevant change.

*e* significant and clinically relevant change.

In terms of BP control, a −10 mmHg reduction in SBP or a −5 mmHg reduction in DBP is considered as clinically relevant [38]. No exact clinical relevance margins for lipid profiles could be prespecified, as European guidelines recommend a risk-based approach with regard to the presence of CV risk or established CV disease [32].

To compare overall treatment effects between baseline and follow-up, meta-analyses reporting treatment effects as mean differences (MD), standardized mean difference (SMD), Cohen *d*, and Hedge *g* were included. For heterogeneity testing, results of I^2^ statistics (indicating variation across studies that is not due to chance) were used. A value of <40% indicates a low, 30%-60% a moderate, and >75% a substantial-to-high level of heterogeneity [39].

**Data Analysis**

The presentation of data is descriptive; however, the results of meta-analyses and subgroup analyses were specifically analyzed to find effective components or modes of delivery (intensity and frequency) in subgroups or settings. In light of previous trials, a clinically relevant reduction of −0.5% in HbA_1c_ is considered a suitable threshold (Table 2) [36,37]. The definition of clinically relevant reduction rates (direction of arrows) and the statistical significance (green) were used to compare interventions' effectiveness (Tables 3-5).

**Results**

**Review Characteristics**

Overall, 3564 references were identified. After title-abstract screening, 119 records remained for further full-text analysis. Details of the extracted evidence are provided in the Multimedia Appendices 3-9. The most important reasons for exclusion were low quality (n=15) and applied interventions not matching the prespecified telemedicine definition (n=14; annex section V). Overall, 46 studies were included in this umbrella review (Figure 1). In Figure 1, the Preferred Reporting Items for Systematic Reviews and Meta-analyses flowchart shows the study selection process, covering the single steps of identification via a 2-step screening (title and abstract and full-text base) for eligibility and inclusion into the qualitative synthesis of this review.
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-analyses flowchart of the study selection process. OQAQ: Overview Quality Assessment Questionnaire.

Study Characteristics
Study designs included 16 systematic reviews [40-55], 7 meta-analyses [56-62], 19 records conducting both a systematic review and meta-analysis [63-81], three systematic reviews and meta-analyses with meta-regression [82-84], and one systematic review and network meta-analysis [85]. The included meta-studies were published between 2009 and 2018, the majority was published after 2015 (Multimedia Appendix 5) and focused on diabetes. No high-quality reviews or meta-analyses were found targeting patients with dyslipidemia.

An analysis of primary studies revealed significant overlaps among the 26 meta-analyses (Multimedia Appendix 5). The majority of primary studies were published after 2010 (Multimedia Appendix 5).

On a scale of 0 to 18, the median OQAQ score of the 46 included studies was 16 (IQR 1), indicating that they were good quality systematic reviews and meta-analyses.

Results of Included Systematic Reviews
Data from 16 systematic reviews were extracted (Multimedia Appendix 6) [40-54]. Diabetes was the chronic disease covered most often by the included reviews. A total of 5 systematic reviews dealt with T2D [41,43,46,49]; however, only one systematic review dealt with T1D [53]. Both types were studied together for a total of 4 times [42,45,48,51]. Four other systematic reviews did not specify which type of diabetes they focused on [44,50,52,54]. Among the other diseases studied, hypertension was the most common [40,44,50,55]. The results of the included systematic reviews were mixed, presenting a tendency for positive effects of telemedicine, in general, and
digitally supported self-management using phones or apps on HbA1c [42,44,54] and SBP/DBP [40,55]. In contrast, the majority of studies evaluating telemonitoring and self-monitoring interventions found no significant improvements in HbA1c, fasting plasma glucose, or BP [49-51].

Results of Meta-Analyses

Effectiveness of Telemedicine in Patients With Diabetes

Digital self-management in diabetes (T1D and T2D) was analyzed by 13 meta-analyses, of which 4 meta-analyses evaluated the effectiveness of mobile health (mHealth) [63,65,84] and one meta-analysis evaluated the use of social network services (SNS) [78]. In digital self-management interventions, those including prescription (−0.75%, 95% CI −1.05 to −0.43; P=.013), teleconsultation (−0.62%; P<.001), and health information technologies on top of usual care (mostly based on tele-education; −0.57%, 95% CI −0.71 to −0.43; P<.005) showed significant clinically relevant mean reductions in HbA1c [60,72,80]. Digital self-management interventions using mHealth showed significant clinically relevant reductions in HbA1c if they provided remote access to usual care (−0.55%, 95% CI −0.72 to −0.38; P<.001), used one or two features (−0.52%, 95% CI −0.76 to −0.28; P<.001), used SMS-based feedback (−0.64%, 95% CI −1.09 to −0.19; P=.005), included a potential risk intervention (−0.61%, 95% CI −0.95 to −0.27; P<.001), included a structured display (−0.69%, 95% CI −0.32 to −1.06; P=.008), provided medication management (−0.56%, 95% CI −0.99 to −0.13; P<.001), and provided lifestyle modification management (−0.52%, 95% CI −0.84 to −0.20; P<.001) [63,65,80]. SNS applied in diabetes self-management interventions proved to be effective if they were Web-based (−0.51%, 95% CI −0.68 to −0.34; P<.001) or combined Web-based SNS with mobile technologies (−0.54%, 95% CI −0.72 to −0.37; P<.001) [78].

Overall mean reductions in HbA1c of telemedicine interventions in patients with T1D ranged between −0.12% and −0.86% [60,61,63,70,72,78,82,84]. Overall mean reductions were mostly not significant. Highest mean reductions were observed for the combination of tele-education with teleconsultation (−0.91%, 95% CI −1.21 to −0.61), although data on statistical significance were not provided [70]. No significant clinically relevant reductions for population characteristics such as baseline HbA1c or age were identified in patients with T1D.

Although varying in range (−0.01% to −1.13%), telemedicine significantly reduced HbA1c in patients with T2D [59,60,64,66,68,72,73,75,76,78,79,81,85].

Effectiveness According to Intervention Duration

Table 3 summarizes the effectiveness of telemedicine in patients with diabetes by comparing intervention durations.
Table 3. Effectiveness of telemedicine on glycated hemoglobin in patients with diabetes, according to intervention duration.

<table>
<thead>
<tr>
<th>Application category and type of diabetes</th>
<th>Intervention duration</th>
<th>Trials, n</th>
<th>Patients, n</th>
<th>Outcome</th>
<th>MD(^a) (95% CI) of percent change in HbA(_1c)</th>
<th>(P) value</th>
<th>(I^2) (%)</th>
<th>Grading of Recommendations, Assessment, Development, and Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital health education [56]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D/T2D(^d)</td>
<td>3 months</td>
<td>3</td>
<td>203</td>
<td>e</td>
<td>−0.71 (−1.0 to −0.43)</td>
<td>.90</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>6 months</td>
<td>2</td>
<td>562</td>
<td>e</td>
<td>−0.52 (−0.75 to −0.29)</td>
<td>.65</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>12 months</td>
<td>6</td>
<td>1153</td>
<td>e,f</td>
<td>−0.55 (−0.7 to −0.39)</td>
<td>&lt;.001</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>Telemedicine [70,85]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>&lt;6 months</td>
<td>7</td>
<td>NS(^b)</td>
<td>e</td>
<td>0.07 (−0.16 to 0.31)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>≥6 months</td>
<td>21</td>
<td>NS</td>
<td>e</td>
<td>−0.24 (−0.41 to −0.07)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>≤3 months</td>
<td>17</td>
<td>1377</td>
<td>e</td>
<td>−0.67 (−0.93 to −0.41)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>4-6 months</td>
<td>36</td>
<td>4538</td>
<td>e</td>
<td>−0.41 (−0.84 to 0.02)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>7-11 months</td>
<td>4</td>
<td>659</td>
<td>e</td>
<td>−0.66 (−1.18 to −0.15)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>≥12 months</td>
<td>36</td>
<td>10,237</td>
<td>e</td>
<td>−0.26 (−0.40 to −0.12)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>Digital self-management [59,60,72,83]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>≤3 months</td>
<td>10</td>
<td>NS</td>
<td>e,f</td>
<td>−0.51 (−0.71 to −0.31)</td>
<td>&lt;.001</td>
<td>41.8</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>&gt;3 and ≤6 months</td>
<td>10</td>
<td>NS</td>
<td>e,f</td>
<td>−0.48 (−0.68 to −0.28)</td>
<td>&lt;.001</td>
<td>34.5</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>3-4 months</td>
<td>11</td>
<td>1613</td>
<td>e,f</td>
<td>−0.30 (−0.50 to −0.11)</td>
<td>&lt;.001</td>
<td>89.1</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>&gt;6 months</td>
<td>15</td>
<td>NS</td>
<td>e,f</td>
<td>−0.35 (−0.53 to −0.18)</td>
<td>&lt;.001</td>
<td>70.5</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>6-8 months</td>
<td>14</td>
<td>2389</td>
<td>e,f</td>
<td>−0.59 (−0.78 to −0.39)</td>
<td>&lt;.001</td>
<td>84.8</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>9-12 months</td>
<td>7</td>
<td>1272</td>
<td>e</td>
<td>−0.21 (−0.35 to −0.075)</td>
<td>.131</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>≤6 months</td>
<td>30</td>
<td>NS</td>
<td>e,f</td>
<td>−0.56 (NS)</td>
<td>&lt;.001</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>6 months</td>
<td>6</td>
<td>741</td>
<td>e</td>
<td>−0.57 (−0.85 to −0.30)</td>
<td>.099</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>&gt;6 months</td>
<td>25</td>
<td>NS</td>
<td>e,f</td>
<td>−0.40 (NS)</td>
<td>&lt;.001</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>12 months</td>
<td>7</td>
<td>3466</td>
<td>e</td>
<td>−0.30 (−0.48 to −0.11)</td>
<td>.099</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>Digital self-management (SMS) [75]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>&lt;6 months</td>
<td>6</td>
<td>NS</td>
<td>e,f</td>
<td>−0.60 (−0.80 to −0.40)</td>
<td>&lt;.001</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>≥6 months</td>
<td>4</td>
<td>NS</td>
<td>e,f</td>
<td>−0.40 (−0.56 to −0.24)</td>
<td>&lt;.001</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>Digital self-management (social network service) [78]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>≤3 months</td>
<td>13</td>
<td>799</td>
<td>e,f</td>
<td>−0.54 (−0.80 to −0.28)</td>
<td>&lt;.001</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>3-12 months</td>
<td>11</td>
<td>1465</td>
<td>e,f</td>
<td>−0.41 (−0.63 to −0.19)</td>
<td>&lt;.001</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>&gt;12 months</td>
<td>10</td>
<td>2713</td>
<td>e,f</td>
<td>−0.36 (−0.59 to −0.14)</td>
<td>&lt;.002</td>
<td>90</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)MD: mean difference.

\(^b\)HbA\(_1c\): glycated haemoglobin
Significant and clinically relevant reductions were found for short (≤3 months), middle (4-8 months), and long (>12 months) intervention durations. Digital health education, analyzed in the meta-analysis by Angeles et al [56], on average, reduced HbA$_{1c}$ above the predefined clinical relevance margin (HbA$_{1c}$ ≤−0.5%; Table 2). However, only the effects of interventions with a long-term study duration (12 months) were statistically significant (−0.55%, 95% CI −0.7 to −0.39; *P* <.001). Although three meta-analyses observed a tendency for higher reduction rates in shorter intervention durations [59,75,85], no general significant differences in reduction rates among intervention durations were found.

Short-term intervention durations (≤6 months) of digital self-management showed greater mean reductions (−0.56%; *P* <.001) [60] compared with mid- and long-term durations (>6 months) [60,72]. Clinically relevant mean reductions in SNS were significant for short-term intervention durations (≤3 months) as well [78]. Using Web-based SNS for digital self-management proved to be significantly effective in the three pooled follow-up measurements. Again, the greatest mean reductions were apparent during the short-term (≤3 months) follow-up (−0.54%, 95% CI −0.80 to −0.28; *P* <.001) [78].

**Effectiveness According to Feedback Mode, Frequency, and Intensity**

Although telemedicine interventions using feedback functions significantly reduced HbA$_{1c}$ in several studies [56,60-63,66,67,72,80], the highest reduction rates were found when no personalized feedback was provided (−0.61%, 95% CI −1.40 to 0.19; *P* =.001) [63]. No difference in HbA$_{1c}$ change was found for the type of health care professionals providing the feedback (eg, nurses or physicians) [72]. In addition, feedback, provided either via human telephone calls (−1.13%, 95% CI −1.51 to −0.75; *P* <.05) or via the internet (−0.62%, 95% CI −0.82 to −0.42; *P* <.001), significantly reduced HbA$_{1c}$ to a clinically relevant extent (≤−0.5 change) [68,81]. Higher frequency of provider feedback also showed greater reductions in HbA$_{1c}$ (−1.12%, 95% CI −1.32 to −0.91; *P* <.001) when compared with mean reduction rates of interventions utilizing low frequency rates (−0.33%, 95% CI −0.59 to −0.07; *P* <.01) [82] (Table 4).
### Table 4. Effectiveness of telemedicine on glycated hemoglobin in patients with diabetes, according to feedback mode, frequency, and intensity.

<table>
<thead>
<tr>
<th>Application category and type of diabetes</th>
<th>Feedback characteristics</th>
<th>Trials, n</th>
<th>Patients, n</th>
<th>Outcome</th>
<th>MD* (95% CI) of percent change in HbA1c</th>
<th>P value</th>
<th>I² (%)</th>
<th>Grading of Recommendations, Assessment, Development, and Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Telemedicine</strong> [70,82]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>App based</td>
<td>5</td>
<td>336</td>
<td>c</td>
<td>−0.37 (−0.94 to 0.20)</td>
<td>.20</td>
<td>81.74</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>High intensity</td>
<td>13</td>
<td>NS</td>
<td>c</td>
<td>−0.24 (−0.49 to 0.01)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>≠ High intensity</td>
<td>14</td>
<td>NS</td>
<td>c</td>
<td>−0.09 (−0.23 to 0.06)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>Audit + feedback</td>
<td>24</td>
<td>NS</td>
<td>c</td>
<td>−0.22 (−0.38 to −0.06)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>No audit + feedback</td>
<td>4</td>
<td>NS</td>
<td>c</td>
<td>0.01 (−0.27 to −0.30)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td><strong>Digital self-management</strong> [59,68,72,81,83]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Human call/telephone</td>
<td>5</td>
<td>NS</td>
<td>c,g</td>
<td>−1.13 (−1.51 to −0.75)</td>
<td>&lt;.05</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Human call/telephone</td>
<td>12</td>
<td>NS</td>
<td>c,g</td>
<td>−0.53 (−0.81 to −0.26)</td>
<td>&lt;.001</td>
<td>76.35</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Manual</td>
<td>6</td>
<td>1180</td>
<td>c,g</td>
<td>−0.44 (−0.74 to −0.15)</td>
<td>.04</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Manual</td>
<td>22</td>
<td>NS</td>
<td>c,g</td>
<td>−0.50 (−0.65 to −0.34)</td>
<td>&lt;.001</td>
<td>67.2</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Automated</td>
<td>5</td>
<td>NS</td>
<td>c,g</td>
<td>−0.50 (−0.69 to −0.32)</td>
<td>&lt;.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Automated</td>
<td>2</td>
<td>NS</td>
<td>c</td>
<td>−0.01 (−0.32 to 0.29)</td>
<td>.94</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Automated</td>
<td>9</td>
<td>NS</td>
<td>c</td>
<td>−0.36 (−0.47 to −0.24)</td>
<td>NS</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Text message</td>
<td>3</td>
<td>380</td>
<td>c,g</td>
<td>−0.52 (−1.04 to 0.00)</td>
<td>&lt;.05</td>
<td>73.5</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Web-based</td>
<td>13</td>
<td>2405</td>
<td>c,g</td>
<td>−0.41 (−0.55 to −0.27)</td>
<td>&lt;.05</td>
<td>79.6</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Web-based</td>
<td>19</td>
<td>NS</td>
<td>c,g</td>
<td>−0.62 (−0.82 to −0.42)</td>
<td>&lt;.001</td>
<td>77.57</td>
<td></td>
</tr>
<tr>
<td><strong>Digital self-management (mobile health)</strong> [63,82,84]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Low frequency</td>
<td>7</td>
<td>440</td>
<td>c,g</td>
<td>−0.33 (−0.59 to −0.07)</td>
<td>.01</td>
<td>47.35</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>High frequency</td>
<td>5</td>
<td>326</td>
<td>c,g</td>
<td>−1.12 (−1.32 to −0.91)</td>
<td>&lt;.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Personalized feedback</td>
<td>8</td>
<td>NS</td>
<td>c,g</td>
<td>−0.43 (−0.74 to −0.12)</td>
<td>&lt;.001</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>≠ Personalized feedback</td>
<td>4</td>
<td>NS</td>
<td>c,g</td>
<td>−0.61 (−1.40 to 0.19)</td>
<td>.001</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Frequency (daily)</td>
<td>15</td>
<td>NS</td>
<td>c</td>
<td>−0.6 (−0.9 to −0.4)</td>
<td>.27</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Frequency (weekly)</td>
<td>3</td>
<td>NS</td>
<td>c</td>
<td>−0.2 (−0.6 to 0.2)</td>
<td>.27</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Frequency (not specified)</td>
<td>4</td>
<td>NS</td>
<td>c</td>
<td>−0.4 (−0.5 to −0.2)</td>
<td>.27</td>
<td>NS</td>
<td></td>
</tr>
</tbody>
</table>

*MD: mean difference.

**T1D: type 1 diabetes.**

The direction of the arrows indicates potential clinically relevant reduction rates (see Table 2).

**Direct contact at least once a week.**

---

[Link to article](http://www.jmir.org/2020/3/e16791/)
NS: not specified—cases in which no data were provided. Missing data on statistical significance were handled as nonsignificant.

T2D: type 2 diabetes.

Green arrows show statistical significance.

The meta-regression carried out by Huang et al [68] also revealed that factors we previously disregarded, such as study location, sample size, and feedback methods, were associated significantly with changes in HbA1c. Their combination in multivariate meta-regression analyses explained almost 100% of the variance among studies.

**Effectiveness According to Population Characteristics**

Subgroup analyses on the effectiveness of telemedicine in certain patient populations (Table 5) were carried out by 12 meta-analyses [60-62,66,68,70,72,75,79,83-85]. Although differences were not always significant, those subgroups with higher baseline HbA1c (>7.5% or >8.0%) showed increased reductions rates [62,68,70,72,75,83,85]. Only for interventions categorized as digital self-management using SMS, the reduction rates were higher (−0.71%, 95% CI −0.93 to −0.48; P < .001) in patients with lower baseline HbA1c (<8%) when compared with those with higher (≥8%) baseline HbA1c (−0.38%, 95% CI −0.53 to −0.24; P < .001) [75]. Using meta-regression methods, Kebede et al [83] found significant reduction rates in HbA1c for baseline HbA1c >7.5% (beta=−.44, 95% CI −0.81 to −0.06; P = .031), self-monitoring of behavioral outcomes, such as diets and physical activity (beta=−1.21, 95% CI −1.95 to −0.46; P = .009), and for support in problem solving (beta=−1.30, 95% CI −2.05 to −0.54; P = .007).

Significant differences for age groups were sparse, as only three meta-analysis found significant reduction rates in patients with T2D [75] and both types combined [60,61]. The meta-analysis by Saffari et al [75] on SMS-based digital self-management found significantly greater mean reductions (P = .006) in HbA1c for patients younger than 55 years (−0.65%, 95% CI −0.88 to −0.41; P < .001) when compared with the older age group (−0.42%, 95% CI −0.56 to −0.27; P < .001) [75]. The greatest significant mean reductions were observed for patients with diabetes aged 41 to 50 years (−1.83%, 95% CI −3.17 to −0.48; P < .001) and those over 50 years (−1.05%, 95% CI −1.50 to −0.60; P < .001) [60,61].

For digital self-management, a shorter time since diagnosis (<8.5 years) was associated with significantly greater mean reduction in HbA1c (−0.83%, 95% CI −1.10 to −0.56; P = .007) when compared with patients being diagnosed more than 8.5 years ago (−0.22%, 95% CI −0.44 to 0.01; P = .007) [79]. Similarly, patients diagnosed less than 7 years ago showed higher mean reductions (−0.61%, 95% CI −0.79 to −0.42) compared with their counterparts (−0.37%, 95% CI −0.61 to −0.13; P = .03) after using SMS-based digital self-management [75].
<table>
<thead>
<tr>
<th>Category of application and type of diabetes</th>
<th>Population characteristics</th>
<th>Trials, n</th>
<th>Patients, n</th>
<th>Outcome</th>
<th>MD(^a) (95% CI) of percent change in HbA(_{1c})</th>
<th>(P) value</th>
<th>(I^2) (%)</th>
<th>Grading of Recommendations, Assessment, Development, and Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Telemedicine [70,85]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D(^c)</td>
<td>Adults</td>
<td>15</td>
<td>1256</td>
<td></td>
<td>(\Delta e) -0.26 (-0.47 to -0.05)</td>
<td>&lt;.01</td>
<td>79.7</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>Children and adolescents</td>
<td>11</td>
<td>796</td>
<td></td>
<td>(\Delta) -0.12 (-0.30 to 0.05)</td>
<td>.70</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>Baseline HbA(_{1c}) &lt;9.0%</td>
<td>16</td>
<td>NS</td>
<td></td>
<td>(\Delta) -0.06 (-0.02 to 0.09)</td>
<td>NS(^f)</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D</td>
<td>Baseline HbA(_{1c}) ≥9.0%</td>
<td>12</td>
<td>NS</td>
<td></td>
<td>(\Delta) -0.34 (-0.57 to -0.11)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D(^e)</td>
<td>Baseline HbA(_{1c}) &lt;8.0%</td>
<td>48</td>
<td>5720</td>
<td></td>
<td>(\Delta) -0.22 (-0.25 to -0.19)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) ≥8.0%</td>
<td>45</td>
<td>8100</td>
<td></td>
<td>(\Delta) -0.60 (-0.61 to -0.60)</td>
<td>NS</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td><strong>Digital self-management [60-62,68,72,79,83]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Age &lt;55 years</td>
<td>7</td>
<td>701</td>
<td></td>
<td>(\Delta) -0.67 (-1.15 to -0.20)</td>
<td>.52</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Age ≥55 years</td>
<td>8</td>
<td>541</td>
<td></td>
<td>(\Delta) -0.41 (-0.62 to -0.21)</td>
<td>.52</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Age undetermined</td>
<td>2</td>
<td>289</td>
<td></td>
<td>(\Delta) -0.72 (-1.60 to 0.16)</td>
<td>.52</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Diagnosis(^b) &lt;8.5 years ago</td>
<td>7</td>
<td>549</td>
<td></td>
<td>(\Delta) -0.83 (-1.10 to 0.56)</td>
<td>.007</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Diagnosis(^b) ≥8.5 years ago</td>
<td>4</td>
<td>394</td>
<td></td>
<td>(\Delta) -0.22 (-0.44 to 0.01)</td>
<td>.007</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Diagnosis(^b) time(^b) undetermined</td>
<td>6</td>
<td>588</td>
<td></td>
<td>(\Delta) -0.43 (-0.71 to -0.30)</td>
<td>.007</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) ≤8.0%</td>
<td>6</td>
<td>590</td>
<td></td>
<td>(\Delta) -0.49 (-0.71 to -0.27)</td>
<td>.69</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) ≥8.0%</td>
<td>7</td>
<td>NS</td>
<td></td>
<td>(\Delta) -0.33 (-0.53 to -0.13)</td>
<td>&lt;.05</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) &gt;7.0%</td>
<td>11</td>
<td>1707</td>
<td></td>
<td>(\Delta) -0.33 (-0.48 to -0.18)</td>
<td>&lt;.001</td>
<td>77.8</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) &gt;7.5%</td>
<td>10</td>
<td>1921</td>
<td></td>
<td>(\Delta) -0.45 (-0.70 to -0.21)</td>
<td>&lt;.001</td>
<td>80.4</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) &gt;8.0%</td>
<td>11</td>
<td>941</td>
<td></td>
<td>(\Delta) -0.57 (-0.93 to -0.22)</td>
<td>.69</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline HbA(_{1c}) &gt;8.0%</td>
<td>11</td>
<td>NS</td>
<td></td>
<td>(\Delta) -0.70 (-1.03 to 0.36)</td>
<td>&lt;.05</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline BMI &lt;30 kg/m(^2)</td>
<td>5</td>
<td>359</td>
<td></td>
<td>(\Delta) -0.64 (-0.91 to -0.36)</td>
<td>.49</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline BMI ≥30 kg/m(^2)</td>
<td>10</td>
<td>966</td>
<td></td>
<td>(\Delta) -0.43 (-0.68 to -0.17)</td>
<td>.49</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>T2D</td>
<td>Baseline BMI undetermined</td>
<td>2</td>
<td>206</td>
<td></td>
<td>(\Delta) -0.96 (-2.76 to 0.85)</td>
<td>.49</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Age &lt;40 years</td>
<td>14</td>
<td>NS</td>
<td></td>
<td>(\Delta) -0.32</td>
<td>.02</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Age &lt;40 years</td>
<td>11</td>
<td>NS</td>
<td></td>
<td>(\Delta) -0.85 (-1.79 to 0.10)</td>
<td>.07</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>Category of application and type of diabetes</td>
<td>Population characteristics</td>
<td>Trials, n</td>
<td>Patients, n</td>
<td>Outcome</td>
<td>MD(^a) (95% CI) of percent change in HbA(_1c)</td>
<td>P value</td>
<td>(I^2) (%)</td>
<td>Grading of Recommendations, Assessment, Development, and Evaluation</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>-------------</td>
<td>---------</td>
<td>-----------------------------------------------</td>
<td>---------</td>
<td>-----------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Age ≥40 years</td>
<td>40</td>
<td>NS</td>
<td>−0.53</td>
<td>&lt;.001</td>
<td>NS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Age 41–50 years</td>
<td>8</td>
<td>NS</td>
<td>−1.83</td>
<td>(&lt;−3.17 to −0.48)</td>
<td>&lt;.001</td>
<td>96.2</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Age &gt;50 years</td>
<td>17</td>
<td>NS</td>
<td>−1.05</td>
<td>(&lt;−1.50 to −0.60)</td>
<td>&lt;.001</td>
<td>97</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Baseline HbA(_1c) &lt;8.0%</td>
<td>6</td>
<td>NS</td>
<td>−0.26</td>
<td>(&lt;−0.43 to −0.10)</td>
<td>.03</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Baseline HbA(_1c) ≥8.0%</td>
<td>8</td>
<td>NS</td>
<td>−0.64</td>
<td>(&lt;−0.93 to −0.35)</td>
<td>.03</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Baseline HbA(_1c) &lt;9.0%</td>
<td>NS</td>
<td>NS</td>
<td>−0.35</td>
<td>NS</td>
<td>NS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1D/T2D</td>
<td>Baseline HbA(_1c) ≥9.0%</td>
<td>NS</td>
<td>NS</td>
<td>−1.22</td>
<td>NS</td>
<td>NS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Digital self-management (mobile health) [66,84]**

| T2D                                         | Baseline HbA\(_1c\) <8.0% | 4       | 696        | −0.33   | (<−0.59 to −0.06)                             | .02     | 70        |                                                   |
| T1D/T2D                                     | Average age <25 years       | 5       | NS         | −0.5    | (<−0.8 to −0.1)                               | .54     | NS        |                                                   |
| T1D/T2D                                     | Average age ≥25 years       | 17      | NS         | −0.5    | (<−0.7 to −0.3)                               | .54     | NS        |                                                   |
| T1D/T2D                                     | BMI ≥25 kg/m\(^2\)         | 7       | NS         | −0.8    | (<−1.1 to −0.5)                               | .93     | NS        |                                                   |
| T1D/T2D                                     | BMI 24 kg/m\(^2\) ≤ BMI <25 kg/m\(^2\) | 3 | NS | −0.8 | (<−1.7 to 0.1) | .93 | NS |                                                   |
| T1D/T2D                                     | BMI unspecified             | 12      | NS         | −0.3    | (<−0.5 to −0.1)                               | .93     | NS        |                                                   |

**Digital self-management (SMS) [75]**

| T2D                                         | Age <55 years               | 5       | NS         | −0.65   | (<−0.88 to −0.41)                             | <.001   | NS        |                                                   |
| T2D                                         | Age ≥55 years               | 5       | NS         | −0.42   | (<−0.56 to −0.27)                             | .006    | NS        |                                                   |
| T2D                                         | Diagnosis\(^b\) <7 years ago | 4       | NS         | −0.61   | (<−0.79 to −0.42)                             | .001    | NS        |                                                   |
| T2D                                         | Diagnosis\(^b\) ≥7 years ago | 3       | NS         | −0.37   | (<−0.62 to −0.13)                             | .031    | NS        |                                                   |
| T2D                                         | Baseline HbA\(_1c\) <8.0%  | 5       | NS         | −0.71   | (<−0.93 to −0.48)                             | <.001   | NS        |                                                   |
| T2D                                         | Baseline HbA\(_1c\) ≥8.0%  | 5       | NS         | −0.38   | (<−0.53 to −0.24)                             | <.001   | NS        |                                                   |

\(^a\)MD: mean difference.

\(^b\)HbA\(_1c\): glycated hemoglobin.

\(^c\)T1D: type 1 diabetes.

\(^d\)The direction of the arrows indicates potential clinically relevant reduction rates (see Table 2).

\(^e\)Green arrows show statistical significance.

\(^f\)NS: not specified—cases in which no data were provided. Missing data on statistical significance were handled as nonsignificant.

\(^g\)T2D: type 2 diabetes.

\(^h\)Diagnosis time: time since first diagnosis of diabetes.
Effect of Telemedicine on Blood Pressure in Patients With Diabetes

Mean reductions of both SBP and DBP were also found in T2D patients. Toma et al [78] found highly significant mean reductions in patients with both T1D and T2D for SBP (−3.47 mmHg, 95% CI −5.01 to −1.94; P<.001) and DBP (−1.84 mmHg, 95% CI −2.98 to −0.70; P=.002) because of web- and mobile-based SNS interventions. Evaluating the effect of digitally supported dietary interventions in patients with chronic diseases, Kelly et al [69] also reported significant mean reductions in SBP (−5.91 mmHg, 95% CI −11.14 to −0.68; P=.003) in the diabetes subgroup (although showing high heterogeneity between the two studies; P=69%). Although no information on statistical significance was provided, Lee et al [85] showed greatest mean reductions in SBP for the telemedicine subgroups focusing on tele-education (−4.05 mmHg, 95% CI −5.64 to −1.10), as well as those combining tele-education and telemonitoring (−3.91 mmHg, 95% CI −10.07 to 2.25). Analyzing the data of four studies, Cui et al [66] found nonsignificant reductions for both SBP (−1.76 mmHg, 95% CI −3.6 to 0.07; P=.06) and DBP (−2.62 mmHg, 95% CI −5.6 to 0.36; P=.08). Digitally supported dietary interventions in patients with diabetes resulted in significant mean reductions in SBP (−5.91 mmHg, 95% CI −11.14 to −0.68; P=.003) [69]. However, none of the presented reduction rates reached the predefined clinical relevance margin.

Effect of Telemedicine on Lipid Profiles in Patients With Diabetes

Only 8 of the included studies reported on lipid profiles; 4 in T1D/T2D patients [56,65,72,78], 2 in T2D patients [73,85], 1 in T1D patients [70], and 1 in several chronic diseases [69]. On the basis of these studies, evidence on the effectiveness of telemedicine in lowering LDL-c or TGC or increasing high-density lipoprotein cholesterol (HDL-c) in patients with diabetes is scarce and heterogeneous. Marcolino et al [72] found evidence that digital self-management applications for both diabetes types can reduce LDL-c levels; however, although significant, the effect was small (−6.6 mg/dL, 95% CI −8.3 to −4.9; P<.001; P=24%) [72]. In addition, for both types of diabetes, Toma et al [78] found evidence for a significant improvement in TC (−5.74 mg/dL, 95% CI −9.71 to −1.78; P<.005; P=53%), HDL (1.90 mg/dL, 95% CI 0.24 to 3.57; P=.02; P=19%), and TGC (−11.05 mg/dL, 95% CI −20.92 to −1.18; P<.03; P=0%). Reductions in LDL (−1.15 mg/dL, 95% CI −5.19 to 2.88; P=.58; I²=47%) were not significant. Again, for patients with T2D, the pooled analysis of Lee et al [85] found little and rather inconsistent effects, be it for LDL-c, HDL-c, TC, and TGC.

Effects of Telemedicine in Patients With Hypertension

A total of 3 of the included meta-analyses focused on patients with hypertension [57,71]. Although the two analyses of Omboni et al [57,58] focused on home BP monitoring, Liu et al [71] examined the effect of internet-based interventions. Liu et al [71] reported a significant overall mean reduction in SBP (−3.8 mmHg, 95% CI −5.63 to −2.06; P=.001) and DBP (−2.1 mmHg, 95% CI −3.51 to −0.65; P<.05). Owing to the identified heterogeneity for SBP (P=61%), the authors carried out a subgroup analysis, revealing that mean change in SBP was greater in long-term interventions (6-12 months; −5.8 mmHg, 95% CI −4.3 to −4.1) when compared with short-term interventions (<6 months; −3.47 mmHg, 95% CI −5.2 to −1.7). However, data on statistical significance were not provided [71]. The results of Omboni et al [57] show significant mean reductions in SBP when using ambulatory measurement (−2.28 mmHg, 95% CI −4.32 to −0.24; P<.05). In their more recent analysis, they included studies evaluating additional features such as combined data transmission to physician, feedback, advice, and medication regulation. This time, they observed significant mean reductions (−3.48 mmHg, 95% CI −5.31 to −1.64; P<.001) [58].

Grading of Evidence

The quality assessment of outcomes using the GRADE framework revealed the following levels of certainty (Multimedia Appendix 8). Of the 219 HbA1c outcomes assessed overall, 170 (77.63%) outcomes were rated as very low evidence and 42 (19.18%) outcomes were rated as low evidence. All of the 42 outcomes measuring SBP or DBP resulted in very low ratings of overall certainty (Table 6).

Table 6. Grading of Recommendations, Assessment, Development, and Evaluation assessment of certainty of glycated hemoglobin and systolic blood pressure/diastolic blood pressure outcomes.

<table>
<thead>
<tr>
<th>GRADE</th>
<th>HbA1c</th>
<th>SBP/DBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b, n (%)</td>
<td>d, n (%)</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>2 (0.92)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>42 (19.8)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>170 (77.63)</td>
<td>42 (100)</td>
</tr>
</tbody>
</table>

aGRADE: Grading of Recommendations, Assessment, Development, and Evaluation.
bHbA1c: glycated hemoglobin.
cSBP: systolic blood pressure.
dDBP: diastolic blood pressure.
eNot applicable.
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The main reasons for low-quality assessment results in both outcome categories were as follows:

- Unclear or high-risk of bias: Missing allocation concealment, missing blinding of patients, study personnel, and outcome assessors, high risk of selection bias and reporting bias (intention-to-treat analysis), and high or unclear losses to follow-up.
- Inconsistency: High heterogeneity in subgroup analysis, inconsistent confidence intervals crossing the mark for no effect.
- Indirectness: Differences in populations (type of diabetes, baseline HbA1c, age, duration of diabetes, and gender), differences in interventions (devices used, components combined, feedback intensity and frequency, and professional or professionals involved), and differences in settings (community, hospital, and primary care) in the pooled subgroups.
- Imprecision: Large confidence intervals and small effect sizes mostly because of small sample sizes.
- Publication bias: Visual and statistical or missing publication bias assessment; the reasons for the increased risk of publication bias mostly referred to the overrepresentation of smaller studies with higher effect sizes (favoring telemedicine). Furthermore, one reason is the paucity of data on mid- and long-term effects (6-12 months).
- Underreporting of relevant information: Reporting of study duration, dropouts/missing data, and follow-up time. Guidance on this matter was further complicated as some authors did not make a clear distinction between study duration and follow-up [61].

Only for two outcomes (0.92%) measuring HbA1c, overall certainty was judged as moderate (Tables 5 and 6). In 6 (5 in HbA1c and 1 in DBP) cases, the outcomes of subgroup analyses were not assessed using GRADE, as results of only one trial were used by the authors of meta-analyses to pool data.

As the initial search did not identify records primarily targeting patients with dyslipidemia and subgroup analyses on HDL, LDL, TC, and TGC were sparse, no grading of lipid outcomes was performed.


- Telemedicine has the potential to improve clinical outcomes in patients with diabetes. Mixed results were found for patients with hypertension, none for those with dyslipidemia.
- Specific characteristics of the intervention (eg, high frequency and intensity of feedback/interaction and short treatment duration) and the patient (age <55 years, high baseline HbA1c, and recent diagnosis) seem to be associated with increased benefits in patients with diabetes.
- An assessment of the overall certainty using GRADE resulted in low and very low ratings, indicating that effects have to be dealt with caution.

Discussion

Principal Findings

High-level evidence from the 46 included meta-analyses and systematic reviews suggests that telemedicine interventions can be effective in improving clinical outcomes in patients with diabetes.Observed reduction rates are comparable with those of nonpharmacological eg, nutrition intervention [86] or increased physical activity [87] and some pharmacological interventions (−0.5% to −1.25%) [88]. The observed reduction rates are encouraging, bearing in mind that the United Kingdom Prospective Diabetes Study (UKPDS) revealed that a 0.9% decrease in HbA1c was associated with a 25% reduction in microvascular complications, a 10% decrease in diabetes-related mortality, and a 6% reduction in all-cause mortality [89].

In patients with diabetes, significant differences between telemedicine interventions and for certain population characteristics were identified. Telemedicine interventions embedded in frequent and intense patient-provider interactions and interventions with short durations (56 months) showed greater benefits. In addition, higher reduction rates were found for recently diagnosed patients and those with higher baseline HbA1c. However, quality assessment using GRADE revealed that overall and subgroup-specific certainty of evidence is low to very low. Therefore, the identified reduction rates have to be dealt with caution when translating them into evidence-based recommendations for treatment guidelines.

Telemedicine was not found to have a significant and clinically meaningful impact on BP. Assessing the certainty of SBP and DBP outcomes, GRADE only revealed very low ratings. No records primarily targeting patients with dyslipidemia were found.

According to the recent consensus report of the ADA and European Association for the Study of Diabetes, the application of telemedicine in diabetes is associated with a modest improvement in glycemic control [31]. The European Society of Cardiology/European Society of Hypertension (ESC/ESH) guidelines for the management of arterial hypertension also report that telemonitoring and mobile phone apps may lead to improved outcomes for patients with hypertension [15]. Our umbrella review updates this assessment of the effectiveness of telemedicine with special regard to intervention components, population characteristics, and it provides an in-depth assessment of the certainty of evidence. A brief summary of the study results can be found in Textbox 1.

http://www.jmir.org/2020/3/e16791/
**Intervention Components**

Looking at the characteristics of the telemedicine applications analyzed by the included meta-analyses, those encompassing frequent and intense patient-provider communication interactions showed greater benefit in HbA\textsubscript{1c} reduction. This was especially true for the combination of tele-case management with either teleconsultation (−1.20%, 95% CI −2.30 to −0.10; \(P<.001\)) or telemonitoring (−0.54%, 95% CI −2.44 to −0.06) in patients with T2D [85]. Similarly, analogue disease self-management education interventions are known to be more effective in terms of HbA\textsubscript{1c} reduction when they offer additional support (eg, structured dietary or exercise interventions) [37,90]. On the basis of the analysis by Kastner et al [91], the combination of case management and self-management in addition to education provides potential for reduced HbA\textsubscript{1c} levels when compared with education and plain care coordination. Therefore, continuous and frequent communication, either via intensive feedback [68,81] or psychological support [92], seems most promising.

With a longer duration of follow-ups, the quality of evidence steadily declines because of considerable risk of bias and heterogeneity of study populations and interventions included. As for digital self-management, the evidence base is larger yet more diverse, as SMS (1 meta-analysis), social networks (1 meta-analysis), and mHealth apps (4 meta-analysis) can be used. However, the quality of evidence for digital self-management is low to very low, irrespective of the basal technology or the type of diabetes.

In our analysis, some application types were found to reduce BP, for example, in SBP after tele-education (−4.05 mmHg, 95% CI −5.64 to −1.10), as well as strategies combining tele-education and telemonitoring (−3.91 mmHg) [85]. In patients with diabetes, Web- and mobile-based SNS interventions significantly reduced DBP (−3.47 mmHg) [78], and digitally supported dietary interventions led to significant mean reductions in SBP (−5.91 mmHg) [69]. Although these reduction rates did not reach clinical relevance of ≥10 mmHg in SBP or ≥5 mmHg in DBP, they are similar to the expected reduction rates of nonpharmacologic interventions in patients with hypertension. Our results support the identified potential of telemonitoring and mobile phone apps in home BP self-monitoring, articulated in the current ESC/ESH guideline [15] because of the additional advantages in memorizing, reviewing, and transmitting BP measurements [58,93].

On the basis of the identified potential of telemedicine to provide individual self-management support, it is likely that embedded or additional components may have an additive and/or sustained impact on clinical outcomes. As such, recent evidence identified social media [94,95], gamification [96], and machine learning models [97,98] as successful strategies to improve clinical outcomes and prevent disease-related complications.

**Population Characteristics**

According to the included meta-analyses, telemedicine interventions are more effective for patients with T2D, higher baseline HbA\textsubscript{1c}, and a more recent diagnosis of diabetes. The increased potential for newly diagnosed patients was also identified by systematic reviews [99,100] and landmark trials such as the UKPDS [5]. As for hypertension, the results did not allow for population-specific analyses, which might be because of the rather passive interventions studies, such as telemonitoring.

With the exception of a baseline BMI <30 kg/m\textsuperscript{2} (considered in one meta-analysis), all population-specific subgroup analyses were of low or very low evidence, the latter being more prevalent. This is also true for differences among age groups, for which no significant evidence was found. However, there was a tendency for higher reduction rates of HbA\textsubscript{1c} in younger patient cohorts with diabetes [60,75]. Owing to the increased risk of elevated BP levels (≥130/80) and long-term risk of CV events, the current ESC/ESH guideline suggests treatment in younger adults (<50 years) [15]. In terms of age-specific BP control, ADA suggests focusing on DBP in patients under 50 years [101].

Overall, as the results concerning population characteristics are diverse and of low to very low quality, our analysis did not find enough high-level evidence to recommend telemedicine for the treatment of patients with both hypertension and diabetes.

Only reviews or meta-analyses reporting lipid outcomes in patients with diabetes were found. The extracted results on lipid outcomes are sparse and too heterogeneous to draw a conclusion on the effectiveness of telemedicine on these outcomes [41,44,46,49,53,55]. With special regard to the effects of statins, as the first-line agents used to decrease cholesterol in the management of dyslipidemia and hypertension, the extracted effects of telemedicine on lipid profiles can be considered as minor [15,32]. However, recent evidence underlines the promising potential of mobile phone-based self-monitoring interventions in patients with lipid metabolism disorders [102], because of the combination of therapy and lifestyle behavior changes.

**Limitations**

Robust systematic reviewing methods were used to generate an overview of high-quality evidence on the effects of telemedicine in three prevalent chronic conditions. The protocol of this umbrella review was presented to the research community [103]. However, this study has several limitations, starting with the initial search and inclusion process. Although a comprehensive and piloted search strategy has been used, it is possible that some relevant studies were missed, if the exact search terms were used neither by the authors nor by the databases examined (Multimedia Appendix 10). The search within three different databases, complemented by a comprehensive hand search within the most important journals in the field of telemedicine, the use of MeSH terms, and a broad set of keywords, may have limited this risk of selection bias.

In addition, some full-text articles were excluded because of their definition and application of the term “telemedicine,” which did not comply with standardized definitions, such as the one provided by Sood et al [17]. Although the technology applied to deliver telemedicine has made tremendous advances during the past 10 years, our thorough application of the telemedicine definition and subgroup analyses using the GRADE
assessment ensures comparability of intervention types. Intensive full-text assessment was applied to limit the bias of falsely including/excluding systematic reviews and meta-analyses because of mislabeling and inadequate delimitations of efficacy and effectiveness, as studies focusing on efficacy were excluded. As telemedicine is mostly embedded in low-risk interventions, mortality as an outcome was not considered. Although internationally recommended to be reported in addition to changes in HbA1c [104], parameters such as the time below, in, or above range, the number of hypoglycemic episodes, and quality of life were only reported by a few study authors and therefore did not allow for evidence-based guidance on this matter. A reason may be the publication date (median=2011) of the primary studies (Multimedia Appendix 6), which is before these recommendations were made.

We also included different types of statistical analyses, including meta-analysis, network-meta-analysis, and meta-regression. Although the majority reported MD, there was a considerable methodological heterogeneity. This was because of the application of fixed- and random-effects models, as well as the reporting of SMD, Hedge g, or Cohen d instead of MD. Comparing the aggregated results of those statistical values without considering their weight (on the basis of the number of studies or number of patients per subgroup analysis) may have biased our analysis. However, this process was impeded by inconsistent reporting of baseline data such as the number of trials and participants in subgroup analysis. In addition, it is likely that reporting bias within the included systematic reviews and meta-analysis also affected our analysis. When studying the funnel plots, we also observed a tendency toward overrepresented smaller studies with higher effect sizes (favoring telemedicine), thereby increasing the risk of publication bias within some of the included analyses.

**Further Methodological Considerations**

Owing to the multimodal and individualized nature of digital interventions, the low GRADE results, especially the increase in I², are not surprising. In addition, we found significant overlaps among the primary studies of the included records (Multimedia Appendix 6). The results of the subgroup analysis therefore need to be considered with exceptional care before recommending certain intervention components for certain populations. However, as GRADE is the established procedure to evaluate the certainty of evidence when developing or updating guidelines, new quality assessment tools appropriate for the tailored and hybrid design of digital interventions should be developed [105]. Along with the need for rather adaptive study designs, there is growing criticism on the suitability of RCTs for evaluating the effectiveness of digital interventions. In light of current efforts to support the clinical effectiveness, quality, and economic value of new technologies by using new assessment frameworks [106-110], our analysis underlines the challenges in this endeavor. In addition, future assessments on the clinical effectiveness should also include consolidated core outcome sets and patient-reported outcomes [111,112]. However, as stated by the included records, longer study durations and more rigorously designed studies are needed for these future research needs.

**Conclusions**

The results of this umbrella review indicate that telemedicine has the potential to improve clinical outcomes in patients with diabetes. Evidence extracted from systematic reviews and meta-analyses of RCTs showed subgroup-specific effectiveness rates favoring certain intervention and population characteristics. However, as indicated by the low GRADE ratings, evidence on the effectiveness of telemedicine in the three chronic conditions can be considered as limited.

Future updates of clinical care and practice guidelines should carefully assess the methodological quality of studies and assess the overall certainty of subgroup-specific outcomes before recommending telemedicine interventions for certain patient populations.
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Abstract

Background: In the past decade, Lynn Etheredge presented a vision for the Learning Health System (LHS) as an opportunity for increasing the value of health care via rapid learning from data and immediate translation to practice and policy. An LHS is defined in the literature as a system that seeks to continuously generate and apply evidence, innovation, quality, and value in health care.

Objective: This review aimed to examine themes in the literature and rhetoric on the LHS in the past decade to understand efforts to realize the LHS in practice and to identify gaps and opportunities to continue to take the LHS forward.

Methods: We conducted a thematic analysis in 2018 to analyze progress and opportunities over time as compared with the initial Knowledge Gaps and Uncertainties proposed in 2007.

Results: We found that the literature on the LHS has increased over the past decade, with most articles focused on theory and implementation; articles have been increasingly concerned with policy.

Conclusions: There is a need for attention to understanding the ethical and social implications of the LHS and for exploring opportunities to ensure that these implications are salient in implementation, practice, and policy efforts.

(J Med Internet Res 2020;22(3):e17026) doi:10.2196/17026
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Introduction

Background

In 2007, Lynn Etheredge [1] envisioned the Learning Health System (LHS) in which he described a system aimed at increasing the value of health care without draconian cost cutting. He encouraged facilitating what he called rapid learning from new evidence for practice and policy. The publication of this first article to explicitly use the language of the LHS and urge the further consideration of such a system coincided with the adoption of electronic health records (EHRs) in clinical settings aimed at integrating clinical, financial, and administrative data [1]. Etheredge [1] described several opportunities for answering key questions about population health and health care delivery. Addressing these questions would demand a change in institutional (eg, Medicaid) and organizational (eg, in hospitals) leadership and in funding structures to advance the use of health information to improve health [1]. Etheredge’s proposals envisioned competitive markets led by health plans and providers who use EHRs; payment linked to evidence-based protocols; and Medicaid and the State Children’s Health Insurance Program as national leaders in EHR adoption and in the use of EHR research databases. National computer-searchable clinical trial databases
and national assessments of new technologies would support these efforts. Here, we considered Etheredge’s article [1] as an initial conceptualization of gaps and opportunities for future examination and development of the LHS. Many subsequent articles on the LHS topic have cited the guiding principles presented in Etheredge’s article [1,2].

Over a decade has passed since this early vision. Health care provision generates significant amounts of patient and experiential data, and health records, laboratory results, population health surveillance, and patient-generated data, that can be agglomerated and analyzed within health systems. These activities are the result of (1) an increase in health data availability within growing information technology systems via the widening use of patients’ EHRs; (2) efforts to increase the volume of clinical research with patients undertaken at health care facilities; and (3) considerable research and data generation by government-funded and commercial enterprises [3-8]. Bringing together diverse actors in the health and life sciences context, LHSs aim to gather and analyze differently sourced data to create useful knowledge that is disseminated to all stakeholders, put into practice, and then evaluated [9].

The LHS framework marks a departure from data practices that are governed by the intended use for data, be it research, quality improvement (QI), clinical care, or public health. The aim of LHS is to enable continuously and rapidly operating virtuous cycles of study, feedback, and practice change, regardless of the original intention for data collection; its vision has come to shape the goals of initiatives in the United States, the United Kingdom, and globally [1,2]. Examples include the American Society of Clinical Oncology’s CancerLinQ initiative, which offers an emerging large-scale database for an oncology learning community to improve the quality of cancer care [10], the CommonWell Health Alliance, which enables querying of treatment data for over 17 million unique individuals [11], and the National Institutes of Health All of Us research initiative, which seeks to connect genomic, health, and social media data from over 1 million individuals [12]. Similar avenues toward large-scale agglomeration, analysis, and sharing of patient health information exist in the United Kingdom, such as the National Health Service–supported data platform, Lambeth DataNet, which provides general physicians and academic researchers with access to data from approximately 350,000 patients [13] and the Connected Health Cities initiative [14], which is building data stores to support direct care across the North of England region.

**Objectives**

In this review, we aimed to examine the literature and rhetoric on the LHS, identify trends and themes in published efforts undertaken to moving this idea from concept to reality, and assess gaps in the literature that suggest areas for future research and policy considerations that are necessary for moving the LHS forward (Figure 1).

![Figure 1. Areas critical to the realization of a learning health system.](http://www.jmir.org/2020/3/e17026/)

---

**Methods**

**Search Strategy**

We conducted a scoping review using search terms “learning health system(s),” “learning health care system(s),” and “learning healthcare system(s)” on PubMed, Web of Science, and Scopus databases to identify peer-reviewed publications. The search was limited to peer-reviewed articles published in the English language between January 2007 and December 2017.

We identified and included articles published in a variety of clinical contexts, with most articles focusing on the United States and written by US-based authors and some focused on the United Kingdom, India, Sweden, Kenya, and China. Articles describing or examining the LHS from clinical, technical, and ethical perspectives were included. Our initial search yielded 542 articles for review, including USA Institute of Medicine...
Data Extraction and Article Selection

Following a title and abstract review, we excluded 222 articles. Articles were excluded if they were duplicates, conference proceedings or posters, or not peer reviewed. Results were compared among members of the study team before exclusion. We created a Microsoft Excel spreadsheet charting information from the 320 remaining articles, including (1) article title; (2) year; (3) country; (4) category; (5) concern or focus; (6) field; and (7) number of papers citing the article of interest (Table 1).

Next, we sorted articles by year, identified the top quarter of most cited papers within each year. We used citation data provided by Web of Science and Scopus to determine the number of citations for each article, sorted all included articles in the sample to identify the top quarter, and then compiled a list of these articles. We chose to focus on the most cited papers as representatives of those with the most salient themes to the discourse and scholarship on the LHS. This sorting resulted in 85 articles for our final review, which represents just over 15.7% (85/542) of the total number of articles identified in our initial search (see Figure 2). The 85 articles were read in full to conduct a more thorough discourse (thematic mapping) analysis that could be compared with the vision laid out in Etheredge’s [1] manuscript in 2007, which is described in the section, Analytical Strategy.

Table 1. Summary of abstracted information.

<table>
<thead>
<tr>
<th>Information documented</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article title</td>
<td>Title of publication</td>
</tr>
<tr>
<td>Year</td>
<td>Year of publication</td>
</tr>
<tr>
<td>Country</td>
<td>Global context of publication</td>
</tr>
<tr>
<td>Category</td>
<td>Preset categories for thematic understanding, including the following:</td>
</tr>
<tr>
<td></td>
<td>• Policy (eg, relating to health reform)</td>
</tr>
<tr>
<td></td>
<td>• Advocacy (eg, encouraging implementation into organizations)</td>
</tr>
<tr>
<td></td>
<td>• Theory (ie, generating or enhancing LHS(^{a}) frameworks)</td>
</tr>
<tr>
<td></td>
<td>• Empirical (eg, studies testing infrastructures or hypotheses)</td>
</tr>
<tr>
<td></td>
<td>• Implementation (ie, evaluating implementation into clinical contexts)</td>
</tr>
<tr>
<td></td>
<td>• Ethics (ie, introducing or describing ethical perspectives or limitations of the LHS)</td>
</tr>
<tr>
<td></td>
<td>• General commentary</td>
</tr>
<tr>
<td>Concern and/or Focus</td>
<td>Information on the primary focus or concern of the article, such as the following:</td>
</tr>
<tr>
<td></td>
<td>• Quality improvement</td>
</tr>
<tr>
<td></td>
<td>• Personalized health care</td>
</tr>
<tr>
<td></td>
<td>• Evidence-based medicine</td>
</tr>
<tr>
<td></td>
<td>• Electronic health record</td>
</tr>
<tr>
<td></td>
<td>• Ethical oversight</td>
</tr>
<tr>
<td>Field</td>
<td>Information on perspective through which article discusses the LHS, such as the following:</td>
</tr>
<tr>
<td></td>
<td>• Clinical context (eg, oncology and surgery)</td>
</tr>
<tr>
<td></td>
<td>• Professional context (eg, nursing)</td>
</tr>
<tr>
<td></td>
<td>• Discourse context (eg, medical informatics, research, and ethics)</td>
</tr>
<tr>
<td></td>
<td>• Health care system (ie, articles discussing the LHS across a larger scope)</td>
</tr>
<tr>
<td>Number of citations</td>
<td>Number of times each article has been cited according to Web of Science or Scopus</td>
</tr>
</tbody>
</table>

\(^{a}\)LHS: Learning Health System.
Analytical Strategy

The analysis presented in this paper draws on both quantitative and qualitative approaches. First, we identified historical trends in the LHS discourse by quantitatively assessing the number of articles published on the LHS over time. We then evaluated article categories over time and assessed the variety of clinical domains that have integrated the LHS discourse for the 85 articles selected for review.

Next, we performed a thematic mapping analysis to qualitatively examine the variety of ways in which articles define the LHS. This is a method for extracting, analyzing, and reporting themes in data, such as from interviews or texts [15]. Themes describe textual data that are grouped around a main issue [16] and are recurrent and systematic [17]. Moreover, themes emerge from the data and can be refined into levels or subthemes that reflect on the theme [18]. In this review, we initially identified broad themes that emerged from the articles. These themes were then
refined into subthemes. Finally, we compared the qualitative findings from our literature review with the vision developed by Etheredge [1] in 2007 to assess the extent to which these initiatives have been undertaken and discussed according to the literature over the past decade and to identify areas for continued effort. One member of the study team coded the 85 articles using the MAXQDA software and shared codes and code relation matrices with the other members to ensure agreement. The study team held meetings every 2 weeks to discuss emerging themes and subthemes, thus arriving at the final list iteratively and collaboratively.

Results

Defining the Learning Health System

Articles in our final sample most commonly draw upon the Institute of Medicine’s (now the National Academy for Medicine) ambitious and encompassing definition describing LHSs as those that: generate and apply the best evidence for the collaborative health care choices of each patient and provider; ... drive the process of discovery as a natural outgrowth of patient care; and ensure innovation, quality, safety, and value in health care [19].

These articles describe the LHS as an avenue for delivering more targeted, safe, and effective health care by using information from the experiences and treatment of patients to inform decision making and subsequent care in real time [20,21]. A central ambition, as well as a vehicle for the aspirations of the LHS, is the notion of learning. Importantly, learning itself is considered the transfer of knowledge through formal curricula (eg, during medical training) and a transfer of culture, attitudes, and beliefs in ways that can be implemented in research as well as practice when combined with QI methods [21,22]. For example, Faden et al [23] describe learning as a process including research, information gleaned from QI efforts, and comparative effectiveness research, culminating in improved practice [24]. In this way, QI is described as a critical stepping stone to learning, which depends on research and also has the potential to bridge the traditional gap between research and practice to inform the goals of an LHS [24].

Some articles refer to the LHS more specifically, as a rapid learning health system to emphasize the celerity—eg, real-time delivery—with which evidence-based medicine can be used to determine health care decisions [1,25]. A system, in this context, is characterized as requiring a coherent, flexible organizational structure, with data maintained in a repository until needed for a particular purpose [26]. In addition, mechanisms are in place to ensure that data are usable by all entities within the system and that they are transferred appropriately, safely, and ethically. Data originate from clinical practice, research, participation, and inquiry provided by organizational leaders, physicians, researchers, patients, and research participants [26]. Although some publications in our sample offer a discussion of the LHS as a large-scale system spanning borders, others implement, evaluate, or present challenges on the system at a local or regional scale.

Quantitative Trends in the Learning Health System Discourse

Our review indicated historical trends in the LHS discourse, with a particular surge in articles published between 2013 and 2017. This trend, we noticed in the broader literature search, is consistent with the trends in articles we selected for review (Figure 3).

Our review resulted in the selection of 85 articles published between 2007 and 2017. Most of the 85 articles included in our review were published in 2014, and the articles cited most were published in 2010 (132 citations); 2007 (116 citations); and 2013 (102 citations).

Figure 3. Frequency of articles published by year (n=542).
Trends in Categories of Articles

Following the categorization of each paper according to its primary concerns, we found that a striking majority of articles are concerned with theory (n=33), followed by implementation (n=23), commentary (n=18), advocacy, ie, promoting the idea or driving the demand for an LHS (n=12), empirical data (n=11), ethics (n=8), and policy (n=7). Articles published in 2007 were exclusively theory and/or advocacy; in 2010, articles were published across a broader variety of categories. However, articles predominantly discussing ethics in our sample were only published in 2013; similarly, policy articles were only published in 2007 and 2014 (Figure 4).

Figure 4. Trends in article categories among frequently cited articles based on review of frequently cited articles (n=85).

Most of the implementation and empirical articles discuss the LHS in the context of oncology (n=10) [27-36]; however, other contexts include primary care (n=3) [37,38], surgery (n=3) [20,39], and pediatrics (n=7) as well as others. Some articles, such as commentary articles, exemplify clinical contexts such as pediatrics (n=3) and oncology (n=3) but are not exclusively concerned with a particular clinical context. In Table 2, we summarize the clinical contexts of articles included in our review, including the initiative of interest in each article. Articles were classified based on the objective of the literature—ie, (1) whether the article discusses or is concerned with the use of the initiative for QI, (2) whether the article discusses or is concerned with the use of the initiative for research, and/or (3) whether the article specifically evaluates the initiative with regard to improving quality or research. Most of the articles are classified as being concerned with QI, eg, around EHR point-of-care diagnostic capabilities or in clinical guidelines and subsequent process measures via networks through which information is shared. Some of these articles frame research as a stepping stone for improving point-of-care quality; however, their ultimate objective is not to improve research itself. Some studies evaluate the efficacy of QI initiatives. Fewer articles (n=9) are concerned with initiatives seeking to improve research, eg, through the development of clinical trials, or by considering the limitations in the processes through which data are collected in research used to inform practice (eg, informed consent).
Table 2. Clinical context of articles.

<table>
<thead>
<tr>
<th>Article type, clinical context, source</th>
<th>Name or focus of initiative</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Implementation</strong> a</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Oncology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buetow and Niederhuber [29]</td>
<td>Cancer Biomedical Informatics Grid</td>
<td>QI&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Abernathy et al [28]</td>
<td>Rapid learning health care</td>
<td>QI</td>
</tr>
<tr>
<td>Elson et al [27]</td>
<td>Athena Breast Health Network</td>
<td>QI</td>
</tr>
<tr>
<td>Sledge et al [30]</td>
<td>CancerLinQ</td>
<td>QI</td>
</tr>
<tr>
<td>Schilsky et al [31]</td>
<td>CancerLinQ</td>
<td>QI</td>
</tr>
<tr>
<td>Abernathy et al [32]</td>
<td>Innovation in oncology</td>
<td>QI</td>
</tr>
<tr>
<td><strong>Primary care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delaney et al [37]</td>
<td>Electronic Primary Care Research Network</td>
<td>E&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Peterson et al [38]</td>
<td>Practice-based Research Networks</td>
<td>E</td>
</tr>
<tr>
<td><strong>Surgery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kwon et al [39]</td>
<td>Surgical Care and Outcomes Assessment Program</td>
<td>QI/E</td>
</tr>
<tr>
<td>Flum et al [20]</td>
<td>Comparative Effectiveness Research Translation Network</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Pediatrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forrest et al [40]</td>
<td>PEDSnet consortium of 8 children’s hospitals</td>
<td>QI</td>
</tr>
<tr>
<td>Forrest et al [41]</td>
<td>ICN&lt;sup&gt;d&lt;/sup&gt;</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Endocrinology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiore et al [42]</td>
<td>Point-of-care clinical trial</td>
<td>R&lt;sup&gt;5/E&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Cardiology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Califf and Sugarman [43]</td>
<td>Pragmatic clinical trials</td>
<td>R</td>
</tr>
<tr>
<td>Maddox et al [44]</td>
<td>Veterans Administration Clinical Assessment, Reporting, and Tracking program</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Intensive Care Unit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warner et al [45]</td>
<td>Temporal phenotype data via an EHR&lt;sup&gt;f&lt;/sup&gt;</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Gastro-enterology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forrest et al [41]</td>
<td>ICN</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Public Health Departments</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Klann et al [46]</td>
<td>Query Health</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Health systems</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greene et al [47]</td>
<td>Rapid learning health system</td>
<td>QI</td>
</tr>
<tr>
<td>Harper [48]</td>
<td>Clinical Demand Index</td>
<td>QI/E</td>
</tr>
<tr>
<td>Weng et al [49]</td>
<td>Integrated Model for Patient Care and Clinical Trials</td>
<td>R/E</td>
</tr>
<tr>
<td>Forrest et al [40]</td>
<td>PEDSnet consortium of 8 children’s hospitals</td>
<td>QI</td>
</tr>
<tr>
<td>McGlynn et al [50]</td>
<td>Patient Outcomes Research to Advance Learning network</td>
<td>R</td>
</tr>
<tr>
<td>Mandl et al [51]</td>
<td>Scalable Collaborative Infrastructure for a Learning Healthcare System</td>
<td>R/E</td>
</tr>
<tr>
<td><strong>Empirical</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pediatrics lannon and Peterson [52]</td>
<td>Pediatric Collaborative Improvement Networks</td>
<td>QI/E</td>
</tr>
<tr>
<td>Kelley et al [53]</td>
<td>Examining attitudes toward research</td>
<td>R</td>
</tr>
</tbody>
</table>

<sup>a</sup> Table includes the following initiatives: Implementation (QI: Quality Improvement, QIR: Rapid learning health care, QIC: CancerLinQ, QIA: Athena Breast Health Network, QIB: Cancer Biomedical Informatics Grid, QIC: Innovation in oncology, E: Electronic Primary Care Research Network, E<sup>c</sup>: Practice-based Research Networks).<br>

<sup>b</sup> QI<sup>b</sup>: Quality Improvement<br>
<sup>c</sup> E<sup>c</sup>: Electronic Primary Care Research Network<br>
<sup>d</sup> ICN<sup>d</sup>: ICN consortium of 8 children’s hospitals<br>
<sup>f</sup> EHR<sup>f</sup>: Electronic Health Record
<table>
<thead>
<tr>
<th>Article type, clinical context, source</th>
<th>Name or focus of initiative</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oncology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinks et al [33]</td>
<td>Not applicable</td>
<td>Not applicable</td>
</tr>
<tr>
<td><strong>Surgery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pingleton et al [21]</td>
<td>Evaluating quality and patient safety curricula</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>Nephrology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kelley et al [53]</td>
<td>Not applicable</td>
<td>Not applicable</td>
</tr>
<tr>
<td><strong>Primary care and/or internal medicine</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pingleton et al [21]</td>
<td>Evaluating quality and patient safety curricula</td>
<td>QI/E</td>
</tr>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pediatrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clancy et al [22]</td>
<td>Collaborative Improvement Networks</td>
<td>QI/R</td>
</tr>
<tr>
<td>Gardner and Kelleher [54]</td>
<td>LHS for Pediatrics</td>
<td>QI</td>
</tr>
<tr>
<td>Kahn et al [55]</td>
<td>Common Pediatric Research Terminology</td>
<td>R/E</td>
</tr>
<tr>
<td><strong>Oncology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeley et al [34]</td>
<td>Health Information Technology to improve quality of cancer care</td>
<td>QI</td>
</tr>
<tr>
<td>Shaikh et al [35]</td>
<td>Collaborative Biomedicine</td>
<td>QI</td>
</tr>
<tr>
<td>Shah et al [36]</td>
<td>CancerLinQ</td>
<td>R/E</td>
</tr>
</tbody>
</table>

*Italicized categories describe concern or focus of article.

**QI:** quality improvement.

**E:** evaluation.

**ICN:** ImproveCareNow.

**R:** research.

**EHR:** electronic health record.

**LHS:** Learning Health System

**Themes**

Our thematic analysis revealed five broad themes across the 85 articles we reviewed: (1) culture, ie, the environment or environmental change required to support the LHS; (2) innovations, including new tools or ideas needed or being developed to realize the vision of an LHS; (3) data infrastructure; and (4) ethical considerations generally framed as moral imperatives or in terms of principles such as privacy and efficiency [15]. Although some articles present evidence or discussion on multiple themes, others tend to focus exclusively on one theme, eg, articles commenting on ethical aspects. Furthermore, articles focusing on technical or research aspects rarely comment on social or ethical considerations of the LHS.

**Culture**

Most articles (n=81) set clear expectations and priorities for advancing the LHS and achieving its goals. Culture, describing the way in which research and clinical care are considered and how they contribute to the vision or mission of the LHS, is central to enhancing the system. For example, academic health centers are discussed for balancing high-quality teaching with attention to increasing customer service, productivity, and research missions and reducing knowledge gaps for evidence-based medicine [56]. In the reviewed papers, aspects of culture included (1) organizational culture; (2) research and practice; and (3) establishing a framework for health, ie, establishing the boundaries of research, practice, and QI while ensuring appropriate oversight of risks and benefits. These aspects of culture align with the initial priorities set by Etheredge in 2007, including and extending beyond leadership and collaboration, to include actionable steps such as professional education [1].

**Innovations, Tools, and Ideas**

Most of the reviewed articles (n=77) propose ideas and tools or evaluate innovations that are anticipated to contribute to achieving an LHS by (1) enhancing existing research and (2) envisioning, developing, and enhancing care methodologies to ultimately be implemented in care. For example, the Patient Outcomes Research to Advance Learning network is a research network studying the effectiveness of various approaches to diagnosis, treatment, and management, which could create cohorts of patients with common diagnoses to conduct large-scale comparative effectiveness research to accomplish its goals of assisting patients, caregivers, and physicians in making informed decisions [50]. Other tools, in contrast, are concerned with enhancing methodologies for clinical practice. For example, ImproveCareNow (ICN) is a network aiming to
transform the health of children with Crohn disease and ulcerative colitis through a collaboration of pediatric gastroenterology practices working together to develop and enhance care methodologies [57]. The innovations, tools, and ideas that have been developed since 2007 seem particularly responsive to Etheredge’s envisioning of moving toward an LHS via the EHR, predictive modeling, and software development [1].

Data Infrastructure

Data infrastructure emerges as a key theme in articles (n=67), with authors discussing a variety of technical avenues for pursuing and/or achieving the LHS. Given that the LHS framework is heavily reliant on an emerging technical infrastructure, the significance of this theme is not surprising. Publications are concerned with (1) networks and platforms; (2) expanding study and data reliability and/or validity; and (3), particularly, the EHR as a valuable resource. In 2007, Etheredge [1] discussed the Cancer Research Network, the Vaccine Safety Datalink network, and the American Medical Group Association as exemplars of data infrastructure progressing toward an LHS.

A decade later, the literature is discussing myriad networks and platforms such as the National Patient-Centered Clinical Research Network and the data-sharing platform, PopMedNet [46,50].

The literature argues that these networks and platforms rely on robust participation to build reliability and validity; however, reported participation is limited owing to inadequate sampling, limited availability of clinical information in datasets, lack of rigorous inclusion and/or exclusion criteria resulting in confounders, and resulting issues around generalizability of findings [58-60]. Furthermore, the quality of data suffers because of issues such as inconsistent terminology and the use of statistical techniques that are not advanced enough for complex observational data aggregated from the EHR [37,61]. However, articles regard the EHR as a valuable resource with the capacity to capture, communicate, aggregate, store, and analyze large pools of data for real-time clinician decision support and, broadly, for establishing a nationwide LHS [26,30,48]. Indeed, articles address limitations of the EHR spanning from the practice of individual teams building their own data repositories to the need for manual data aggregation [25,39]. However, articles urge enhancing data interoperability and tailoring the technology to specific clinical contexts such as oncology to ensure effective use of the EHR [28].

Ethics

According to Faden et al [23], the development of an LHS relies heavily on altruism and the understanding that although participating in research may not offer personal therapeutic or curative benefits, what is inherent to clinical research is the potential for large-scale benefits to society by filling knowledge gaps and enhancing care methods. Only eight papers focus on ethics, and most of these are part of the same special issue of the Hastings Center Report in 2013 [24,60,62]. Yet, many other papers—just under half of the reviewed papers (n=39)—discuss at least some ethical and/or social aspects of the LHS, including what is often posited as challenges in combining research and clinical frameworks and cultures. Specifically, articles address (1) efficacy and patient safety in research and practice, (2) the moral imperative on patients to participate in research, (3) effects of participation, eg, on privacy and the lack of guaranteed therapeutic benefits in research studies, and (4) questions of social justice (ie, fair subject selection and a just distribution of research benefits and burdens) [23,24,43,63]. For example, patients who are actively undergoing treatment may be more willing to participate in research as a result of their current experience of benefiting from treatment and scientific knowledge. However, as participants in an LHS, EHRs and other data sources will be used during, and after, specific instances of being a patient. Notions of benefit and risk are likely to change over time, both for a specific individual and within the context of a given institution. Ongoing conversations about the risks and benefits of participation, and what the idiom research refers to, will be critical to achieving adequate engagement and ensuring that willingness to participate is not confounded with a need for care [64,65]. Furthermore, potential users of health care services may anticipate receiving further and/or advanced treatment for long-term and rare diseases. For example, in the context of the United States, health care is not free of charge and features some of the highest costs globally for health services and long-term care. A question of social justice would be how data from patients are used for the health system to ultimately give back to patients who are charged for services and whose health and associated data may be turned into monetizable assets by health care providers.

It is a positive sign that such a significant number of articles in the sample engage with ethical and social aspects of the LHS. However, this engagement still focuses primarily on efficacy and safety and on espousing a moral duty for physicians, clinicians, and patients to participate in the LHS. In his 2007 article, Etheredge [1] discusses the ethical implications of an LHS, particularly in terms of responsibility, gaps in our understanding of comparative benefits and risks of clinical research, and prescriptions across minority and special needs groups, and raises issues of patient confidentiality. The literature, to date, concerned with ethical implications of an LHS, though sparse, continues to prioritize these gaps. Furthermore, it urges the consideration of participation and recognizes some of these issues as relating to social justice more broadly.

Progress and Opportunities Over the Past Decade

Over the past decade, there has been tremendous movement with regard to the technical side of LHS infrastructure including the EHR, which is discussed in much of the literature as a valuable resource for research, clinical care, and the translation from one to the other [66,67]. Much of the literature in our review focuses on using EHRs for QI, signaling progress in the use and impact of health information technology on moving toward the vision of the LHS. However, our findings suggested a lack of attention to ethical considerations, eg, social justice issues, to intersections of different types of data that might enter potentially large-scale data systems such as the LHS (health, welfare, education, criminal justice, etc), and to the role, recruitment, and retention of participants in research, and equitable distribution of benefits. These aspects of health care and research have been discussed in other bodies of health literature but do not seem to have been adapted widely for and
by the LHS discourse. There is also a need for further consideration of leadership, collaboration, and responsibilities of various entities within the health care system. Etheredge [1] cites Medicaid as a key leader of the LHS; for leaders to emerge, it is essential to identify, understand, and map the responsibilities of LHS leaders and identify how other stakeholders such as providers, patients, and hospitals conceptualize the LHS as a sociotechnical system.

Discussion

Principal Findings

Since Etheredge’s paper [1] and the US Institute of Medicine’s roundtable report in 2007 [2], more than 500 academic papers have been published discussing the LHS, with most of these emerging since 2014. This work predominantly cites empirical research describing technical developments and analytical capacity. However, LHS infrastructure concepts navigate complex systems of policy, ethics, networks, and processes in local clinical care and research settings as well as in the global consortia. Although the literature is expanding with the rate of technological innovation, an empirically based ethical analysis of large health data systems, including the deliberation of their ethical management and sociotechnical engagements, further requires considerable attention.

Articles in our review generally suggest an engagement with the LHS discourse by exploring or evaluating tools and innovations to bring the LHS framework to fruition in research and practice; by examining technical infrastructures to test the process of aggregating data from research to implement findings into practice; and by evaluating challenges and subsequent priorities to facilitate the LHS across teams and institutions. Our sample suggests that the LHS framework is considered suitable for, and is in parts already utilized across, a variety of institutions and clinical contexts, albeit not anywhere near the capacity of what the LHS framework suggests might be possible. The publication numbers themselves are indicative of the desire and effort to present, develop, and apply the LHS in action as research, technical, and clinical teams collaborate and propose new models. However, while some articles test the LHS framework as an avenue to pursuing QI, others consider the LHS a framework for implementable research. There is a need to examine whether, in applying an LHS model, a boundary exists between QI and research, and, further, the terms and implications of such a boundary. At present, the expectations and requirements for informed consent, notification, return of research results, risk assessment, privacy, and confidentiality are vastly different for research vs QI.

Future studies should examine stakeholder perceptions of the boundaries between QI and research, engaging patients, healthy participants, researchers, clinicians, and technical designers involved in LHS teams to understand the extent to which they distinguish between the two. Importantly, the ways that the LHS might be utilized need to be clarified to develop appropriate and effective governance frameworks.

Our review revealed a number of trends and themes in the LHS discourse that may inform avenues for further deliberation to contribute to a more robust discussion of the LHS. For example, the relatively small number of articles comprehensively engaging with its social, ethical, and governance aspects is surprising. This may suggest limited discussion of the LHS as a concept in the social sciences and humanities and an opportunity for further examination of aspects and implications of the LHS from these perspectives—ongoing discussions in bodies of social science scholarship around health and data would provide fruitful platforms for further discussion. The LHS relies on the collaboration of various stakeholders in research, clinical, and technical arenas to utilize technology for the improvement of patient health, in fact forming an ecosystem of interrelated and linked activities. One might expect that these interpersonal interactions as well as interactions between stakeholders and technologies would prompt further discussion of the social and ethical concerns that might arise or of the social and societal enablers, drivers, and impacts of the LHS. For example, the intersection between the patient duty to participate and the technical challenge of maintaining privacy, including data security, could be examined further to understand whether there are nuances to when patients may be more or less willing to share data across a network and to understand what the processes for decision making and data sharing need to look like to be compatible with data subjects’ needs [23].

To date, the LHS has primarily focused on the technical access between different users (via EHRs) and across local networks; this is reflected in the articles in our sample as well, suggesting a need for tests of implementation at a larger scale. ICN is an example of a regional-level network; there is the possibility of testing similar networks at a global level. It is possible that owing to our criteria of including only articles written in English, our sample excluded global-level examples of LHSs; however, it is unclear whether there are current collaborations between global settings and whether this is a part of the current LHS vision. We do know that aspects of types of LHSs—such as data governance in health care research—are being discussed in other bodies of the literature but that scholarship either does not refer to the LHS or does not take a systemic approach to health research and care.

Implications for Future Research, Practice, and Policy

Our review suggests that although some knowledge gaps and uncertainties presented by Etheredge [1] have received consideration over the past decade, significant gaps persist, presenting opportunities for future research and policy (Table 3).
Table 3. Progress over the past decade in addressing knowledge gaps and uncertainties.

<table>
<thead>
<tr>
<th>Knowledge gaps and uncertainties (Etheredge, 2007)</th>
<th>Perspectives from the literature (2007-2017)</th>
<th>Areas for considering the way forward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffused responsibility</td>
<td>Robust discussion of the need for leadership and coordination across various stakeholders, research, policy, and practice. Tools exist for development of new technologies; however, they appear to be largely segregated into those for enhancing research vs practice, leading to disparate regulatory oversight.</td>
<td>Further examination is needed of stakeholder perspectives of funding and responsibility for supporting research. Need for a better understanding of the roles and responsibilities of those involved in research from collection to sharing and implementation.</td>
</tr>
<tr>
<td>Concerns about clinical trials</td>
<td>The past decade has seen a variety of innovations for enhancing research as well as clinical care, along with the emergence of networks and platforms for trials and studies across various clinical contexts. The literature sees a continued need for clinical trials to support precision medicine but asserts the need for ensuring that participants are well-informed about risks and benefits of participating, and that sampling and distribution of benefits are equitable.</td>
<td>Continued examination of public needs, attitudes, beliefs, and knowledge about participating in research and clinical trials, especially at a systemic level of health research and care data agglomeration and learning cycles.</td>
</tr>
<tr>
<td>Consequences of underinvestment</td>
<td>The literature suggests that the emergence of networks and platforms, as well as the increasing use of the EHR(^a) has facilitated investment in evidence-based research. However, there is a need for ensuring that data are interoperable and meaningful, that studies and data are reliable and valid, and that the public is better able to envision its role in research.</td>
<td>Need for an enhanced design of the EHR to increase interoperability, standardization, and quality of data to ensure that findings are translatable and generalizable. Ensuring adequate regulation of research and informed consent for participants.</td>
</tr>
<tr>
<td>Genetics and genomics-based medicine</td>
<td>Data quality, reliability, and validity are critical to genetics and genomics-based medicine. The literature primarily discusses a need for ensuring the just and equitable distribution of benefits and minimalization of risks.</td>
<td>Sampling must include patient populations beyond the socioeconomic environment of a hospital or region, and rigorous inclusion and exclusion criteria.</td>
</tr>
<tr>
<td>Overall system performance</td>
<td>The literature extensively discusses the EHR as a resource for improving quality; several articles urge for a consideration of research vs quality improvement. In addition, there is a need for improving and developing curricula in academic medical centers on research and clinical safety and quality.</td>
<td>Moving the LHS(^b) forward requires further theoretical consideration of research vs quality improvement. The literature is mixed and defining boundaries will be beneficial to examining the policy and practice implications of rapid learning.</td>
</tr>
</tbody>
</table>

\(^a\)EHR: electronic health record.
\(^b\)LHS: Learning Health System.

Several authors have theorized and advocated the need and potential for the LHS to enhance patient safety and social justice. However, few empirical studies have actually examined the effects of immersing in an LHS culture on the patient-doctor relationship, on professional relationships in health systems, or on public accountability and governance. Generally, only a small subset of publications is acutely engaged with key ethical concerns such as trust, solidarity, equity, or privacy. Those that are engaged with these ethical concerns primarily do so from the perspective of calling attention to these concepts as potential rather than actual concerns. Given the ideal of a technical infrastructure that supports and is supported by a social and cultural learning system, it is important for studies to examine whether and how, eg, relationships between providers and administrative leaders may be different in institutions that have implemented an LHS-based technical framework. As such, we suggest that rather than considering concepts such as trust as a challenge, burden, or barrier necessary to master or overcome, the LHS discourse requires studies on how trust affects and is affected by the LHS context to understand its potential to enhance the LHS, if strengthened.

Many cited challenges and needs in our review align with governance concerns—eg, limitations of data safety and reliability, validity of data, or validity of the algorithmic outputs of data in an LHS. While this literature appears to focus on overcoming these hurdles through consideration of the moral obligation of researchers and participants, there was little indication of future research specifically examining the ethical and social aspects of health care and clinical research, eg, through the lens of dignity, equity, equality, and social justice. We suggest that future research needs to examine recruitment and participation in research with a particular focus on the moral imperative, to better understand implications of various approaches to enhancing participation in research on the LHS. Furthermore, the discourse around the LHS needs to attend more to the ethical implications of such systems on patients, participants, and their data and those who may share patient or participant data from both technical and ethical perspectives (eg, physicians, hospitals, public health departments, and payers). For example, it would be important to clearly understand and present practical (eg, economic and therapeutic), social, and ethical rationales for patient participation in clinical research at a systemic level of data agglomeration and analysis, outputs of which may be subject to commercial interests.

The EHR is considered a valuable resource in publications in our review, a number of articles also point specifically to this resource as requiring improvements to effectively and ethically carry through the LHS vision. Notably, EHRs are financially
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incentivized in the United States, making the local context ideal for implementing the LHS nationally. At the time Etheredge [1] made his call for the LHS, the Health Information Technology for Economic and Clinical Health (HITECH) Act and the US $35 billion investment in the adoption and meaningful use of EHRs had yet to materialize [68]. Since the HITECH Act, adoption and use of the EHR has continued to increase with evidence of better health outcomes after systems have had time to mature [67,69]. However, studies have also suggested consequences of EHR use on user (patient and provider) satisfaction, calling to attention the need for considering and understanding implications of the LHS on patients, and the ways in which their embeddedness in the LHS is influenced by the systemic pressures driving health information technology [70-72]. In addition, there is a need to improve ethical governance, and that continues to include necessary progress on enabling data security. Importantly, improving security does not necessarily mean restricting data from leaving the environment of a screen in an office room at a particular institution; however, there is a need to better understand the boundaries of data as understood by stakeholders including patients, clinicians, and researchers, and their rights and views on how data are retained and used. Furthermore, the information that is stored on the EHR is not always in a standardized format—eg, some data may be in the form of narrative text, whereas others may be more easily coded. For information to be usable, it is necessary to identify ways to make EHRs interoperable and, further, the information on them interpretable in a consistent and standardized way, eg, by using natural language processing techniques [73,74].

Although our review primarily focused on papers based in the United States, there is a need to examine the role and implications of an LHS in other health care system contexts. For example, the expectations and incentives for EHR use may vary across contexts. The procedures for recruitment and enrollment in research may also vary, and the principles governing use and sharing of data and health information may be different. In the US context, historical injustices in the research domain have brought to the forefront regulatory principles such as the Belmont Report describing the ethical foundations of research [75]. In addition, the influx of new actors within the LHS and big data practices expands questions related to who is doing research and innovation, including sources of funding and commercial interests. These evolutions are likely to guide the direction of work related to developing, implementing, and attending to the ethical and social considerations of an LHS [76]. As other countries and health care contexts envision and implement the LHS, it will be important to study how the histories and policies of these countries influence the LHS and how key stakeholders perceive and have expectations for what an LHS can deliver.

Finally, our sample of publications is indicative of the successes or anticipated challenges with the LHS; however, learning also results from an understanding of what goes wrong. Attempts at implementing an LHS along with evaluations of the process should be disseminated as well, for a more robust understanding of what might be optimal conditions for an LHS and what contexts may need more malleability to adopt an LHS framework and culture. For example, future studies may seek to identify the conditions under which the use of emerging technologies and delivery models achieve the goals of an LHS. For example, are the adoption of telemedicine and the use of patient-generated data via health apps and wearable devices contributing to systems that are also engaged in learning and/or feedback? Furthermore, how are the technical, social, and ethical implications of learning from clinical care delivered through telemedicine different from learning and knowledge generation that occurs through traditional, face-to-face care delivery?

**Conclusions**

The past decade has observed tremendous progress in the technical infrastructure and innovative spirit of advancing the framework and implementation of the LHS. However, there are opportunities to continue to examine and develop policies ensuring the cultural and ethical imperatives for an LHS. Since Etheredge [1] presented an initial vision of the LHS in 2007, the growing implementation of the EHR and emergence of networks and platforms have contributed to the initial stages of understanding the LHS framework. However, to continue to define and realize the aims of an LHS, there is a need to consider the boundaries of research, practice, and QI. Furthermore, there is a need for engaging with various stakeholders including patients, participants, providers, and organizational leaders in clinical, technical, administrative, and research domains to understand the broader implications of an LHS.
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Abstract

Research and innovation in biomedicine and health care increasingly depend on electronic data. The emergence of data-driven technologies and associated digital transformations has focused attention on the value of such data. Despite the broad consensus of the value of health data, there is less consensus on the basis for that value; thus, the nature and extent of health data value remain unclear. Much of the existing literature presupposes that the value of data is to be understood primarily in financial terms, and assumes that a single financial value can be assigned. We here argue that the value of a dataset is instead relational; that is, the value depends on who wants to use it and for what purposes. Moreover, data are valued for both nonfinancial and financial reasons. Thus, it may be more accurate to discuss the values (plural) of a dataset rather than the singular value. This plurality of values opens up an important set of questions about how health data should be valued for the purposes of public policy. We argue that public value models provide a useful approach in this regard. According to public value theory, public value is created, or captured, to the extent that public sector institutions further their democratically established goals, and their impact on improving the lives of citizens. This article outlines how adopting such an approach might be operationalized within existing health care systems such as the English National Health Service, with particular focus on actionable conclusions.
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Background

Research and innovation in biomedicine and health care increasingly depend on electronic data. Health care systems are data-rich environments, within which data are collected, used, and shared. The emergence of data-driven technologies and associated digital transformations has brought the value of such data into focus; in particular, the “value proposition” focuses on better patient outcomes relative to cost [1,2]. Despite the broad consensus on the value of data, the basis for that value, and thus its nature and extent, is not clear. It is essential that the conceptual framework within which any valuation of data can be coherently couched is clarified. We here argue that the idea of public value holds much promise for elucidating the value of public sector data. We further highlight how such an approach might be operationalized within health care systems such as England’s National Health Service (NHS), with particular focus on reaching actionable conclusions.
Defining Value

To clarify the value of data, it is useful to begin by focusing on the elements of data and value as separate entities. Most familiar everyday goods such as cars and tables are rival goods: they can only be in one place at a time, and may only be possessed or used by a single user. Moreover, many rival goods in health care research and innovation (eg, tissue or DNA samples) are nonrival and durable good: the same data items can simultaneously be used (and subsequently copied for reuse) by many different agents for multifarious purposes without difficulty. For example, the same underlying data can be used to provide direct care to patients, help plan future services, conduct multiple health care research projects, and realize economic benefits through commercialization. Although datasets themselves are nonrival in use and are durable, these same properties may not apply to their value [3]. Data that provide a competitive advantage will lose much of their value or usefulness if they become common knowledge. Data used for location-sensitive advertising while an individual is in a particular shop will quickly depreciate in value. Thus, the fact that data can be used for an infinite variety of purposes simultaneously does not necessarily mean that they will be, or even that they should be.

There are several ways in which access to goods that are intrinsically nonrival can be governed for reasons of social policy. Commonly used models conceive of data as: (1) a private good, in which a dataset that could be shared much more widely is not, perhaps for ethical or legal reasons, or due to a competitive advantage (as in test data exclusivity in clinical trials); (2) a licensed good, in which access to the data is controlled and managed via approval processes that stipulate factors such as the purposes for which the data can be used; or (3) an open commons, in which the data are openly accessible for anyone to reuse or add value [4]. The optimal governance solution for data in each case will require balancing the ability to generate the data, the opportunity to make use of it, and maintaining the underpinning social license.

The starting point for considering value within the framework of public policy is often economic or market value. This may be driven by an assumption that cost-benefit analysis is the best way to approach public sector decision making, but may also reflect the perceived importance of commercial imperatives within public sector data policy. In any case, this framing naturally excludesvaluations for which there is no market, and degrades those where commodification is difficult or impossible. In addition, some aspects of value can be difficult to assess financially. For example, innovation in health care technology from data can create intangible assets that are not physical in nature, such as patents, copyrights, software, goodwill, and brand recognition. Although such intangibles are frequently difficult to value, they nevertheless are considered to represent a significant proportion of the value that can be created from data [5].

It is important to consider values other than financial value as relevant to health care. For example, patients value being treated with respect by health care professionals, and also value being told candidly when something has gone wrong in their care or treatment, but it would be a mistake to consider either of these values as primarily financial. In the context of health care, nonfinancial values are often grouped together under the heading of social value judgments [6].

The value of datasets should be understood in relational terms. That is, the value is not intrinsic to the dataset itself, but rather depends on the varied purposes for which it will be used. Different agents may value the same dataset for different reasons and to different extents. Access to vast datasets of patient-level data will be mission-critical for a company whose main product is health data analytics, but will be merely useful and nonessential for a company with a different focus. Moreover, the same agent may simultaneously value a given dataset in multiple ways. For example, patients may simultaneously place a nonfinancial value on their health data—insofar as they value their privacy, and the assurance of confidentiality within clinical encounters—and a financial value, insofar as they might be willing to sell rights to use the data to researchers or commercial companies. In summary, it may be less misleading to discuss the values (plural) of a dataset than to imply that there is a singular value of a dataset, regardless of the context.

The financial value of particular datasets will be determined by a combination of supply-side and demand-side features. On the supply side, these features will include: (1) data quality, (2) the format in which the data are stored and the extent to which this format is machine-readable, (3) the ability to link the data, (4) the type of data (eg, identifiable, anonymized, or aggregate), (5) the quantity of data, and (6) the degree to which the data are actionable [7]. On the demand side, the main factors determining the value will include: (1) the use of the data determined by an organization, and the amount of data required to fulfill this purpose; (2) the wealth and willingness to pay of the organization; and (3) the relative cost of obtaining access to data elsewhere [7]. While much attention is rightly devoted to large-scale datasets that could be viewed as strategic assets, questions about the value of data also need to be addressed within locally implemented systems. Textbox 1 provides a worked example of the value of data in an appointment scheduling system.
Textbox 1. The value of data in an artificial intelligence appointment scheduling system.

An innovative artificial intelligence (AI) solution to health care challenges such as optimizing hospital nonattendance [8] illustrates the intricacies of valuing data. The value of reducing nonattendance is two-fold: first, it accelerates the delivery of care for patients, achieving better outcomes faster; and second, it enhances the productivity of the institution, producing a greater health care impact for the quantity of dedicated resources. The problem is too complex to be solved intuitively, and therefore requires a solution drawn from historical data, such as a predictive model of nonattendance that enables appropriately focused reminding. The higher the predictive fidelity, the more efficient the interventions introduced will be to maximize attendance.

The extent to which a datum contributes to the fidelity of the model will depend on the complexity of the underlying problem: simple problems are data-efficient, requiring only small samples, whereas complex problems such as the present example are often profligate, requiring large, diverse collections of data.

Although the marginal value of a single datum might be considered low, the value of a relatively small increase in predictive performance can be very high. A large hospital trust could easily have around 1 million scheduled events a year; thus, savings of even a few pence per appointment could be cumulatively substantial. Moreover, the social value of even a single instance of death or major disability thereby prevented is obviously far greater than the cost of computational modeling and the increasingly inexpensive digital systems required for its implementation. Accordingly, the marginal contribution of a datum needs to be contextualized by its ultimate impact.

Could we nonetheless assign a value to the data before the modeling work has been done? The answer in this case is clearly no, given that the complexity of the problem is only revealed in the course of analysis once data of the necessary scale have been evaluated. Just as the statistical power of complex models cannot be estimated from small, pilot samples, the maximum achievable predictive performance (ie, the determinant of value in this case) can only be known once the modeling work is complete. Reflection on the multifactorial nature of hospital attendance could allow one to guess that models of dimensionality only supported by large-scale data would be optimal, but this can only be confirmed in a post hoc context.

Even if the model is demonstrated to be stable over time at the source institution, generalizability to other institutions cannot be assumed. Indeed, a more sophisticated model is likely to be closely tailored to the local population. Therefore, the features of a model that enhance its local value may degrade its global value beyond the confines of the specific institution. This is not a reason to keep models simple, but rather highlights the need for building a distributed machine-learning infrastructure that allows individual institutions to build their own models rather than relying on generic models drawn from pooled data.

The Financial Value of Data

There is a widespread assumption that the value of public sector data is not being realized to its full capacity, and that this value needs to be optimized [2,9]. Nonetheless, how to measure the value of data for the purposes of public policy is uncertain. It is therefore unclear what a commitment to optimize this value might mean.

From an economic perspective, it might initially be tempting to think that the correct value of data is its price within a market, which will be determined by the operation of supply and demand. Optimizing the value of public sector health data might then be equated with maximizing the resale value of the data. However, such an approach is too narrowly focused on economic value, and completely disregards some of the nonfinancial ways in which data are valued.

Even in narrow financial terms, there will be circumstances in which making the data available for free or on a cost-recovery basis will be a more successful strategy, if doing so stimulates markets to build services on top of the data, which then create employment and tax revenue. For example, the US government’s investment in the Global Positioning System, which it makes freely available, created new private markets by adding value to smartphones and to satellite navigation systems, which far outweighs the cost of the initial investment [10].

Thus, there is no reason to think that maximizing the amount that a business pays for access to public sector health data would also maximize the amount of economic value created. Moreover, asymmetric information might dominate health care markets for data, by which the commercial parties involved in such transactions are likely to possess much greater material knowledge of the potential uses of health care data and the likely future products. This could lead to suboptimal pricing of the data, moral hazard, or poor selection of market opportunities.

Governments should be primarily concerned with the economic value created through the use of the data over a life cycle rather than what could be gained from its initial sale. The success of data repositories such as the European Nucleotide Archive [11] illustrates this point vividly, as the biological sequences are made available to researchers free of charge, thereby vastly increasing the efficiency of related research. There is a consensus within the omics community that such curation and repositories are effective ways of creating value, despite (and partly because of) the fact that the sequences are given away free of charge.

Working out the optimal price and commercial strategies for public sector health care data will be complex, even in narrow financial terms. There will rarely be a matter of a single monolithic entity that controls all of the public sector health data in a particular state; rather, there is likely to be fragmentation at a regional or functional basis. This greatly complicates the economic picture. First, in cases with multiple potential sources for data—for example, if a company requires a clinical dataset from 1 million patients to build a tool, but could obtain a dataset from distinct regional bodies—competition between these bodies could significantly reduce the market price, leading to a less than optimal capture of the value by the public sector. This is one reason why the UK government’s Office for Life Sciences has proposed that any commercial arrangements made by local NHS organizations should not be allowed to “undermine, inhibit or impact” the ability of the system at a national level to maximize the value of NHS data [12].
Second, to the extent that access to health data is commercialized, there is room for disagreement about where the money should go (ie, individual patients, hospitals, regional bodies, or the health care system as a whole) and the extent to which this income should be used for delivery of care or to further enhance the system’s ability to commercialize data. Third, there may be no guarantee that the value created through the release of a particular dataset for free or on a cost-recovery basis can be captured within its territory of origin. Even if these issues can be addressed, the data under control of health care systems will be derived from both the patients and from the operation of the health care system and its employees. Therefore, determining the ultimate recipient of reimbursement for any value remains to be resolved.

**Public Value**

Any policy that aims to optimize the value of public sector health data also needs to give due weight to the nonfinancial values that health systems are seeking to promote and protect. Health systems most obviously aim to restore those who are sick back to normal functioning, and to prevent the onset of disease. However, they also embed other values such as confidentiality and respect for autonomy. These values can be realized through role-based access controls that ensure access to patient data is only on a need-to-know basis, and in the ways in which health systems allow patients to choose how their identifiable health data will be shared. These values of confidentiality and respect for autonomy may come into potential conflict with the financial value to be realized through the commercialization of data; thus, any attempt to optimize value will need to take this into account in such cases.

In brief, the kind of value that public sector organizations should be seeking to optimize is not in any straightforward sense a financial value. Because of the interplay of financial and nonfinancial values, concepts such as “value chain,” “adding value,” and “value proposition” need to be translated, and partially transformed, from a business context. The public management theorist Mark Moore labels the kind of value that the public sector should be aiming to create as public value [13]. Public value is created, or captured, to the extent that public sector institutions further their democratically established goals or improve the lives of citizens [14].

Discussion of the factors contributing to enhancement of public value thus requires clarity about the purposes of different parts of the public sector, and how they fit together into an overall conception of the public good. Although realizing this type of clarity will require the public articulation and discussion of value judgments, this is a virtue rather than a vice in any account of value that will guide public policy.

In some cases, a public sector organization will have already articulated a set of values or principles that together express what is needed for the institution to do its job well. England’s NHS offers a good example of such an organization. The constitution of the NHS establishes seven core principles: (1) the aim is to provide a comprehensive service, available to all; (2) access to those services will be based on clinical need not ability to pay; (3) care should be delivered with the highest standards of excellence and professionalism; (4) care should be patient-centered; (5) the NHS should be integrated across organizational boundaries; (6) the NHS should be committed to providing good value for tax payers’ money; and (7) the NHS should be accountable to the public, communities, and patients [15].

These principles could be used to help specify a model of public value for the NHS, which could inform questions about the value of data. For example, public value would be created if investing in interoperability and linkage of datasets allows for a system of care that is better integrated across organizational boundaries (principle 5). Similarly, implementing changes that improve value for money would create public value (principle 6).

**Crowding Out, Perverse Incentives, and the Optimization of Public Value**

There are good reasons for considering that, all else being equal, reducing the costs of a service to citizens while maintaining its quality will increase public value, even in public sector organizations that are not as explicit as the NHS in adopting this as a core principle. However, some or many citizens will not accept that the importance of value for money provides a reason to commercialize access to goods that were previously either not available or available on a noncommercial basis. The introduction of commercial motives may be resisted for many reasons, including that it may crowd out altruistic or solidaristic motivations [16,17]. Other citizens may worry that such commercialization could undermine the system’s core focus on meeting patient needs: in a system that is chronically short of money, managers are likely to take an opportunity to make extra money to cover shortfalls. Over time, the system may change so that rather than being perceived as extra cash, this resource would become part of the core budget. The system could then develop incentives to improve its ability to sell access to the data through employment of skilled professionals.

To the extent that such concerns are widespread—and a public sector organization is committed to a principle similar to the NHS’s seventh principle of accountability to the public, communities, and patients—they will need to be taken seriously. Citizens’ reasonable expectations about how the system should (and does) operate are an important force shaping public value, not least because of the need to maintain a social license [18,19]. These debates will require particular nuance and sensitivity in cases where—as perhaps in the NHS—there is a significant gap between the reality of the commercially funded and supplied nature of pharmaceuticals and medical devices, and the picture that some citizens have of a proudly noncommercial system.

However, completely avoiding commercial entanglements would cause conflict with other aspects of public value. The public sector will rarely have the skills to optimally innovate on its own, and to insist on complete lack of commercial involvement would result in delivering suboptimal care. Of course, the other extreme possibility—adopting a blanket policy of allowing commercial access to data without charge—would be in conflict with further aspects of public value. Although there will be
circumstances in which making data available without charge to commercial companies will be reasonable from the perspective of public value, if those data will be used to design devices or services that will then be sold back to the public sector, there is room for concern about the fairness of the exchange.

**Conclusion**

If implemented without adequate thought, the attempt to realize the financial value of public sector health data through commercialization could destabilize the broader nonfinancial values that public sector health organizations aim to promote. Introducing the idea of public value provides a more clearly expressed overview of the challenge governments face in optimizing the value of health data, but cannot by itself resolve conflicts within competing conceptions of the public good.

Detailed discussion of what a successful public value account will look like is beyond the scope of this article; however, it is important to note some key elements that will be shared by all such accounts. First, public value presupposes a background public political culture, which shapes the conventions within which democratic deliberation takes place [20]. Political cultures, and their animating values, typically shift much more slowly than specific policy choices. The core elements of the public culture of most Western societies that profoundly shape the conceptions of public value include transparency, democratic accountability, due process and the rule of law, human dignity, using resources efficiently, and maintaining public trust.

Second, public value approaches require domain-specific goals and values for different elements of public services, which specify the requirements for the service to do its job well. Here, we have provided examples of the NHS constitution and the AI appointment scheduling system that represent these values at a high level and at a more specific level, respectively. These goals and values gain their legitimacy from their congruence with the background values that structure the public political culture, the agreed direction of government policy, and the results of public deliberation. In cases requiring changes to the balance or specification of domain-specific values (eg, rapidly shifting possibilities as a result of the opportunities created by AI), public deliberation will be needed within the framework set by the background values on how best to specify the approach taken for a particular domain or institution. Public value approaches have been worked out in more detail in some cases outside of the realm of data policy, such as for priority setting in health care [21,22].

Constructing an adequate model of public value for public sector data will require both articulation of the goals and values implicit in different public services, and open public dialogue about how best to specify these goals and values in light of fast-changing circumstances. It is important to place a range of social values on the table to best understand different publics’ attitudes to public sector organizations, along with their perceived opportunities and threats, toward realizing the financial value of health data. Facilitating such conversations in a constructive manner will depend on gaining public trust. Importantly, the limits of what policy makers can do to capture the value of public sector health data while maintaining public trust cannot be determined a priori.
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Abstract
This viewpoint describes the urgent need for more large-scale, deep digital phenotyping to advance toward precision health. It describes why and how to combine real-world digital data with clinical data and omics features to identify someone’s digital twin, and how to finally enter the era of patient-centered care and modify the way we view disease management and prevention.

Introduction
It has been said that there are “a hundred ways of being diabetic,” but I could argue that there are much more, which is true for virtually any chronic disease. The more we advance in the understanding of a disease, from a biological, clinical, genetic, epidemiological, sociological, behavioral, or psychological point of view, the more we uncover the complexity of medical conditions that health care systems will then have to prevent, treat, and manage.

Precision Medicine is Much More Than a Matter of Genetic Features
Precision medicine has been defined as [1]:

An emerging approach for disease treatment and prevention that takes into account individual variability in genes, environment, and lifestyle for each person.

Recent achievements have been made in the field of precision oncology [2], but so far, only a small proportion of patients can benefit from personalized treatment each year. Currently, the focus is on the use of genetic or molecular markers to stratify diagnoses and corresponding treatment strategies. However, most are still in the discovery stage in mice models or in silico, even if some commercial companies are already starting to use them [3].

How can precision medicine claim to involve patients in their care [4] if it ignores the data they generate in real life? A personalized therapeutic strategy could theoretically suit someone’s biological or genetic phenotype but could fail because of their level of stress, dietary habits, working or living environment, or their cultural background. However, from an economic perspective, we should expect these costly therapeutics (sometimes up to tens of thousands of dollars a month per patient in oncology) to have the best return on investment in terms of compliance and success rate [5].

To achieve the ultimate goal of precision health, which is to match one individual, given their unique profile, with their one, best, medical, therapeutic, and preventive strategy, I argue that we will have to invest in the concept of deep digital phenotyping.
Deep Digital Phenotyping Is the Missing Link

Achieving the true purpose of precision health requires integrating, from scratch, features from the “digitosome” (i.e., all data generated digitally by individuals online or by their smartphones or connected devices) [6]. Deep digital phenotyping is the combination of deep phenotyping (defined for almost a decade now as the “precise and comprehensive analysis of phenotypic abnormalities in which the individual components of the phenotype are observed and described”) [7], with digital phenotyping, (defined as the moment-by-moment quantification of the individual-level human phenotype in situ using data from personal digital devices [8]). If clinically relevant [9], the power of digital data [10] will give us insights, usually in an automated and objective way, about the lifestyle, psychological state, sociodemographics, and environment of a given individual and thus will help capture the bigger picture and reach the full potential of precision health (see Figure 1). Digital phenotyping has already proven relevant in a few areas, such as psychiatry [11] or cardiovascular diseases [12].

Figure 1. The concept of deep digital phenotyping and digital twin identification for precision health.

Surprisingly, despite the relative ease of acquisition, high volume, and low cost and burden for the individual, these types of data are often neglected and not exploited to characterize the phenotypes of the patient. Do not forget: a person living with diabetes spends roughly 6 hours per year face-to-face with health care professionals and takes more than 600 hours per year to manage (generating data about) their disease(s) by themselves. Large clinical and epidemiological initiatives can now gather details about disease manifestations, risk factors, and health determinants in a more individualized and detailed way, and use advanced algorithms to integrate data on human behaviors and human-machine interactions through smartphones or connected devices. For example, tracking digital heart rate variability (HRV) as a marker of stress [13] and optimizing drug intake when HRV is at its peak.

Let Us Meet Our Digital Twin

We have known for some time that “one size fits all” strategies are not efficient therapeutically or preventively [14]. To observe a true leap forward in the domain of precision health, I encourage developing large data banks of “digital twins.” The digital twin is a very new concept in health research and comes from the industrial world, where a digital replica of a physical entity is virtually recreated, with similar elements and dynamics, to perform real-time optimization and testing. The use of digital twins can be extended to the medical field, the elements being features from deep digital phenotyping and the dynamics being the evolution of health outcomes over time. Thus, a digital twin would be a virtual patient with similar or close characteristics as a new patient seen during a clinical visit, and for whom the health status, risks of complications, and disease evolutions are known. This new patient will have a digital twin represented by the average characteristics of its closest cluster group, obtained thanks to deep digital phenotyping.

Methodology and Ethical Concerns

It seems this is the right moment to implement this digital twin concept. From multi-omics approaches to unsupervised deep
learning algorithms, along with the proper computational power, we now have the appropriate tools to deal with the diversity and quantity of information and move from coarsely stratified groups to refined, small groups of individuals defined by numerous features. Methods such as variational autoencoders, an unsupervised deep learning framework, can be used to learn latent representations to cluster and identify deep digital phenotyping patterns [15], or uniform manifold approximation and projection could also be used, which is a dimensionality reduction technique for machine learning [16]. This is on top of using hierarchical agglomerative cluster analyses or k-means clustering to identify refined subgroups of individuals whose detailed characteristics can be averaged to provide someone’s digital twin.

The main challenge to address here is accessing large populations and their detailed information. This will be resolved in the short term with the development of mega cohorts (such as the All of Us Research Program, the UK Biobank, CoLive Diabetes, etc) and other prospective digital health data lakes and big data infrastructure, which will soon provide both deep digital phenotyping of volunteers enrolled in these initiatives and the evolution of their health outcomes.

Going so deep in the phenotyping of populations will also raise ethical and data security concerns. Appropriate clinical and research practices will have to be updated and extended, in parallel with medical and technological evolution, without preventing innovation and ensuring that it will benefit most people. Privacy by design and by default, pseudonymization, traceability, and data portability, key elements from the General Data Protection Regulation [17] or European guidelines on data security for Big Data projects [18], should be the standard of research and included from the beginning in the study and the information technology infrastructure associated with it. Also, conducting transparent research, obtaining informed consent, including participants at every stage of the research, communicating continuously on the different uses of the data collected, and going back to the community and the lay public will ensure trust in deep digital phenotyping methods to combine many sources of data on a large population. In parallel, open data and open source practices should particularly be encouraged in this field.

Let Us Dig Deep!

We are moving from an ancient world where people with diabetes were characterized by only a few measurements of fasting glucose levels or glycated hemoglobin to a world where frontiers between subclinical types of diabetes are being redrawn. Soon, we will also be moving to a future where we will be able to deeply phenotype individuals with thousands of points of combined clinical, biological, genetic, sociological, psychological, and real-world digital parameters, which will profoundly change the way we characterize patients, and how we understand and contextualize the various forms of diseases. This is where modern epidemiology, combined with computer science, data science, and behavioral psychology, will play a significant role in medical research.

Ultimately, we will enter the era of true precision health and patient-centered care and modify the way we consider disease management and prevention, through the identification of someone’s digital twins. This will augment the capabilities of health care professionals and empower patients by fine-tuning disease management, treatments, and devices to use, as well as biomarkers to monitor.
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Abstract

**Background:** Connected medical technology is increasingly prevalent and offers both a host of new therapeutic potentials and cybersecurity-related considerations. Current practice largely does not include discussions of cybersecurity issues when clinicians obtain informed consent.

**Objective:** This paper aims to raise awareness about cybersecurity considerations for connected medical technology as they relate to informed consent discussions between patients and clinicians.

**Methods:** Clinicians, health care cybersecurity researchers, and informed consent experts propose the concept of a cybersecurity informed consent for connected medical technology.

**Results:** This viewpoint discusses concepts designed to facilitate further discussion on the need, development, and execution of cybersecurity informed consent.

**Conclusions:** Cybersecurity informed consent may be a necessary component of informed consent practices, as connected medical technology proliferates in the health care environment.

(J Med Internet Res 2020;22(3):e17612) doi:10.2196/17612
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The practice of medicine is built on the foundation of clinician-patient engagement, and consent is a key pillar supporting this essential relationship [1]. As medicine has shifted from a paternalistic, subordinating art to a collaborative effort of shared goal setting and decision making between parties, so too has the understanding of the ethics and acquisition of consent evolved.

It is widely acknowledged that consent must be informed. This charge demands that clinicians empower patients in shared decision making through culturally competent, plain language dialogue. In doing so, a patient’s informed consent becomes the embodiment of the principle of autonomy as well as a symbol of their investment as the most important stakeholder in the therapeutic alliance.
In the clinical realm, informed consent precedes care such as new treatment regimens or proposed surgical procedures. The discussion between healer and cared-for has come to possess a distinct anatomy. First, the patient is identified, which must involve not just a name and a record number, but the understanding of their personal story, beliefs, and objectives. Second the clinician discusses the nature of the intervention and presents a tailored list of benefits, risks, and alternatives to the stated plan. The persistent pace of progress in medicine ensures that these latter considerations are closely tied to new frontiers in clinical science.

Connected medical technology occupies one such frontier. From wearable activity trackers and mobile software apps to implantable medical devices and telemedicine platforms, digital tools are assuming an ever-growing role in health care, with an amplified potential depending on the degree these technologies connect to other devices, computers, or networks [2]. The acquisition of large amounts of increasingly granular data and the facilitation of longitudinal and remote clinical interactions are all enabled in part by the continuous connectivity of these devices.

Though the benefits of such connectivity in diagnosing, monitoring, and treating diseases are widely touted, connectivity may introduce additional risks to patients. As connected medical devices are built with the same or similar hardware and software used in mobile technologies and computers, flaws in code, components, or networks can lead to exploitation and disruption of these devices [3]. The analysis of and protection against such attacks constitute a central element of the practice of cybersecurity [4].

Researchers have demonstrated cybersecurity vulnerabilities in medical devices including automated internal cardioverter defibrillators, bedside infusion pumps, and implantable insulin delivery systems [5]. Such flaws, if abused, could lead to a number of consequences ranging from exposure of personal and private health information to the malfunction of devices resulting in physical harm. Though there are not yet any reports of patients directly affected by the exploitation of a medical device’s cybersecurity vulnerability, the potential for such events has led to concerted efforts from manufacturers, regulators, and security professionals to advocate for and improve medical cybersecurity practices.

Clinicians are expected to acquire knowledge on various medications, procedures, and therapies to understand and articulate the risks, benefits, and alternatives of such interventions during the informed consent process. As an increasing number of interventions rely solely or in part on connected technologies, the same attendant framework should exist for these tools. We propose that the unique characteristics of connected technologies warrant development of a “cybersecurity-informed consent” to address the cybersecurity implications of planned interventions. Several challenges exist in creating a model for such a consent.

First, the epidemiology of health care cybersecurity is an emerging science. The benefits of connected medical devices have been quickly embraced; however, cybersecurity itself has been a blind spot for many practicing connected medicine. This disinclination may arise from a lack of knowledge or understanding of cybersecurity vulnerabilities, or may relate to the lack of identified real-world incidents of cybersecurity vulnerabilities interfering with clinical care. However, the US Food and Drug Administration, in its authority as primary regulator of medical devices, has issued multiple safety communications and recalls consistent with the maxim that “absence of evidence is not evidence of absence” [6-8].

A second challenge is the risk-benefit ratio of addressing cybersecurity vulnerabilities. One of the most basic remedies for cybersecurity vulnerabilities is the practice of “patching”—updating a device’s software with new and improved code to address flaws. This is usually a relatively straightforward exercise, occurring almost continuously in many enterprises that use commercial operating systems. However, patching has added complexity with medical devices, because a small but nonnegligible risk exists when software updates intended to address cybersecurity dangers lead to unintended corruption of the device’s normal functioning. Furthermore, while the risk of exploitation of a vulnerability may be unknown, the failure rate of a patch may be well-documented [9]. This risk-to-reward imbalance may result in some clinicians advising patients to forego patching of vulnerabilities entirely.

Third, in contrast to much of medicine, the cybersecurity risk of connected medical interventions may not be fixed—or even consistent—across the life span of a device or app used in an intervention. The same properties in software that allow for updates in functionality and features ensure that the potential for new vulnerabilities exist alongside the promise of additional benefits. A clinician accustomed to largely stable probabilities of, for example, infection with transfusion of blood products may confront a situation with a connected device where current cybersecurity risk is undefined and future danger remains amorphous.

Given the increasing ubiquity of networked functionality in digital devices ranging from the smallest wearables to the largest surgical robots, the simple option of using nonconnected technologies may not be a choice for clinicians or patients concerned about cybersecurity risks. Those looking to benefit from the most sophisticated pacemakers or insulin pumps may face the realization that alternatives to these devices might not exist.

The traditional model of clinician-facilitated informed consent relies on the previously discussed core knowledge that many clinicians currently lack. There are increasing efforts to raise awareness of the potential consequences of cybersecurity vulnerabilities on patient safety; however, there is still no widespread curricula for allied health professional students or concerted continuing medical education for practicing providers. Without at least a basic, conceptual understanding of both the risks and remedies, it is both unfair and impractical to expect the clinician to impart the same information for patient consideration.

Yet patients surely deserve the chance to consider cybersecurity elements within the context of their treatment plans or procedures, and cybersecurity-informed consent creates the environment for the patient to be an active participant in this...
process. The challenge then becomes incorporating cybersecurity-informed consent into a complex workflow process that already demands significant time and effort, which is largely uncompensated. Several potential models may warrant further evaluation.

The highest yield method for cyber-informed consent adoption may be educational interventions for the providers whom are most likely to interface with connected medical technologies, including electrophysiologists, endocrinologists, and informaticians, in the form of digital modules, tool kits, or simulations.

An argument may be made that, as cybersecurity concepts are not immediately germane to the practice of medicine, there exists no explicit demand for clinician involvement in the consent process. This framework implies that the obligation to cyber-consent belongs to other stakeholders such as the manufacturers of the technology. In such a system, a patient might interface with a particular vendor to be educated about the cybersecurity implications of a device in a similar way that proceduralists rely on device representatives to provide technical guidance during the implantation process.

Informed consent methodology in clinical research has recently evolved in a number of interesting ways that may serve as a good model for cyber-informed consent.

The opportunity to obtain consent remotely through online portals, along with the ability to present a wide variety of information customized to individual capabilities and cultures, has increased inclusivity and interactivity. It has also generated the idea of “independently navigable” consents that patients complete autonomously without requiring direct interaction with the research team [10,11].

It is clear that more research is needed to determine which cybersecurity-informed consent approach best addresses the unique hurdles of digital medicine. Having a clear, concise informed consent process can be challenging in light of clinician inexperience, as well as uncertainty regarding the true level of risk posed to patients by connected technologies (and the potential for these risks to fluctuate over time). As connected medical interventions offer personalization of care and expanded accessibility, so too will an effective cyber-informed consent empower clinicians and patients in goal-affirming health care decision making.
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Abstract

Background: Vaccine hesitancy among parents leads to childhood undervaccination and outbreaks of vaccine-preventable disease. As the reasons for vaccine hesitancy are diverse, there is often not enough time during regular clinical visits for medical providers to adequately address all the concerns that parents have. Providing individually tailored vaccine information via the internet before a clinical visit may be a good mechanism for effectively allaying parents’ vaccination concerns while also being time efficient. Including tailoring based on values is a promising, but untested, approach to message creation.

Objective: This study aimed to describe the process by which we developed a Web-based intervention that is being used in an ongoing randomized controlled trial aimed at improving the timeliness of infant vaccination by reducing parental vaccine hesitancy.

Methods: Development of the intervention incorporated evidence-based health behavior theories. A series of interviews, surveys, and feedback sessions were used to iteratively develop the intervention in collaboration with vaccination experts and potential end users.

Results: In all, 41 specific content areas were identified to be included in the intervention. User feedback elucidated preferences for specific design elements to be incorporated throughout the website. The tile-based architecture chosen for the website was perceived as easy to use. Creating messages that were two-sided was generally preferred over other message formats. Quantitative surveys identified associations between specific vaccine values and vaccination beliefs, suggesting that values tailoring should vary, depending on the specific belief being endorsed.

Conclusions: Using health behavior theories, qualitative and quantitative data, and significant expert and end user input, we created a novel, Web-based intervention to improve infant vaccination timeliness. The intervention is based on tailoring messages according to each individual’s values and beliefs. This intervention is currently being tested in a controlled randomized clinical trial.

(J Med Internet Res 2020;22(3):e15800) doi:10.2196/15800

KEYWORDS
immunization; parents

https://www.jmir.org/2020/3/e15800
Introduction

Vaccine Hesitancy

Vaccination is widely recognized as one of the most effective public health interventions ever [1]. However, despite the well-established safety and effectiveness of vaccines, a growing number of parents are choosing to delay or forgo them for their children because of questions about vaccines’ necessity and safety (also sometimes because of firmly held religious or political beliefs). This phenomenon is referred to as vaccine hesitancy [2,3]. Vaccine hesitancy often results in undervaccination among children and has led to increasing numbers of vaccine-preventable disease outbreaks in the United States over the last two decades [4,5]. For example, measles, which was considered eradicated from the United States in 2000, caused infections among more than 2000 people between 2014 and 2018 alone, with the majority of cases occurring in individuals under- or unvaccinated against the virus [6]. Vaccine-preventable disease outbreaks are associated with significant cost and morbidity, and in some cases, even death [7]. Therefore, it is a public health priority to find interventions to mitigate this trend of parental vaccine hesitancy and childhood undervaccination [8]. This paper reports on the development of a novel, tailored, Web-based intervention to promote timely vaccination by addressing these issues. A more detailed description of the study design and protocol is available elsewhere [9].

Study Rationale

Most interventions to increase vaccination developed thus far have focused primarily on correcting knowledge deficits, with the hypothesis that correcting these deficits will lead to improved attitudes and behaviors (ie, parents become less vaccine hesitant and thus are more likely to get their children vaccinated). Unfortunately, the majority of interventions based on this concept have not been effective at increasing vaccination rates [10,11]. This is because, as research has elucidated, parents’ vaccination decisions are multiply determined—based not just on their knowledge about the risk and severity of infectious diseases and the benefits and risks of vaccines but also on trust, emotion, values, past experience, access to health care, and peer influences [12,13].

Given the multiple determinants of vaccination decisions, novel intervention strategies that account for factors beyond knowledge deficits—such as personal values and emotions associated with parents’ individual concerns and barriers to vaccination—are needed [14]. One such approach to address these multiple issues is message tailoring. Message tailoring involves providing customized vaccine-promotion messages based on an individual’s unique beliefs, experiences, knowledge, and barriers to action [15]. Research on tailored messaging in multiple domains shows that by increasing the personal relevance of the information, people are more receptive to new information that may challenge their beliefs. Regardless of whether their knowledge of a given situation is altered by message tailoring, the technique is thought to work by lowering psychological resistance to information or suggested action that may counter what an individual initially thinks or believes [15].

Tailored messaging interventions have been shown to be effective for a number of health behaviors but have not been extensively tested for vaccine promotion [16,17]. In this paper, we describe the development of a Web-based, tailored messaging intervention used in a randomized controlled trial that is ongoing (ClinicalTrials.gov protocol number NCT02665013). This intervention, targeted to new and expectant mothers, was designed to promote vaccination by either reinforcing provaccination decisions among parents who are not hesitant to vaccinate or by decreasing vaccine hesitancy and thus increasing vaccination intention among parents who are vaccine hesitant. To do this, we developed our intervention based on evidence-based health behavior theories and included tailoring in both standard (ie, gender, primary vaccination beliefs, and concerns) and novel (personal values) domains. Although many additional factors could be novel targets for tailoring (trust, emotion, access to health care, etc.), values were chosen as the potential new tailoring target for this intervention because, unlike beliefs, experiences, and barriers, which frequently change over time or by situation, values are believed to remain stable over the life course and across contexts [18-21].

Moreover, the behavior of vaccine hesitancy appears rooted in values as well as knowledge, skills, and self-efficacy [13,22-24]. Although there has been minimal research on how to use values to effectively promote vaccination, many researchers in the field recognize its potential importance [23,25-28]. Thus, a secondary goal in developing this values-tailored intervention was to begin to address the knowledge gap regarding the role values may play in creating messages effective for increasing maternal acceptance of vaccines. In addition, although fathers can be an important influence in childhood vaccination decisions, they were not included as the target for this intervention based on our previous research suggesting that mothers were the main vaccine decision makers in the study population of interest [29,30]. In this paper, we describe the overall intervention development process, with particular attention to how the novel values tailoring was developed.

Methods

Design Overview

The Web-based, tailored vaccine promotion messaging intervention was developed using a multiphase, iterative, user-centered design process. It was informed by behavioral theory, empirical data from maternal surveys and interviews, and expert and end-user input. When possible, end users’ opinions about intervention design were prioritized over those of the research team. For the intervention trial, we planned that mothers would be recruited to the website between the last trimester of their pregnancy and when their child was less than or equal to 2 months of age (the primary time for vaccination decisions to be solidified [30]). Mothers would then receive additional exposures to the website (with retailed information based on updated beliefs) at three additional time points between enrollment and infant age of 15 months. Vaccination timeliness would be assessed at age 200 days (ie, approximately 6 months) and 489 days (ie, approximately 15 months). Two versions of the website were developed for the randomized trial: a version
with messages tailored to the individual participant based on personal characteristics (age, baby’s gender, and pregnancy status) and mothers’ vaccination beliefs and concerns, vaccination values, and intention to vaccinate (described in this paper), and an untailored version that was identical in appearance and content to the tailored version except for the tailored components (described elsewhere) [31].

Methods used to establish the tailored website’s architecture, content, and tailoring included the following:

1. A conceptual model reflecting empirically supported theories and intervention strategies for attitude and behavior change (Figure 1).
2. Developing informational content for the intervention using data from a previous intervention [32], the published literature, and end-user input.
3. Assessing the architecture of the intervention by evaluating an untailored prototype with usability testing and one-on-one interviews with potential end users of the website.
4. Iteratively developing and testing different message tailoring approaches using (a) survey data that assessed the relationships between maternal values and vaccination beliefs, (b) structured interviews with potential end users of the intervention on different types of message framing approaches in combination with tailored information, and (c) health communication expert and research team consensus.

Figure 1. Conceptual model for a tailored messaging intervention to promote childhood vaccination.

Conceptual Model

The theoretical framework for this intervention (Figure 1) was a hybrid of the Theory of Planned Behavior (TPB) [33] and the Values-Attitudes-Behavior (VAB) model [34]. According to the TPB, behavior (in this case, childhood vaccination) is directly influenced by intentions (intention to vaccinate), which are based on one’s attitudes, perceived norms, and perceived behavioral control. In the TPB, perceived behavioral control is a function of control beliefs (eg, beliefs that the decision to vaccinate is in the parents’ power to control) and attitudes are a function of behavioral beliefs (eg, beliefs that vaccinating one’s child will prevent infectious disease and will not harm the child). The VAB theory goes beyond the TPB to posit that personal values are factors influencing attitudes—this is the basis for our hypothesis that values-tailored messaging would be an effective behavior change target in the intervention. We also used select principles of motivational interviewing (MI) [35] and persuasive messaging [36,37] to inform intervention design, aiming to increase the personal relevance of the materials while minimizing reactance. Specifically for MI, the idea of rolling with resistance (not directly counteracting a person’s antivaccination attitudes for example) is believed to decrease a person’s reactance to receiving information that may be counter to their current beliefs [35,38]. Persuasive messaging in this context refers to making the information more personally relevant by tailoring the information to the person’s needs and more trustworthy by providing information that is perceived as accurate and balanced (two-sided messaging) with regard to potential risks and harms related to vaccination.
Setting and Participants
The setting for this project was Kaiser Permanente Colorado (KPCO). KPCO is a managed care organization in the Denver metropolitan area that maintains an electronic health record with demographic, medical encounter, and vaccination data on all members. Between January 2015 and October 2015, various convenience samples (described below and in Figure 2) of mothers of young children currently enrolled at KPCO were recruited for the design and tailored message testing interviews, usability testing, and surveys.

Figure 2. Study participant flow and activities.

Developing Informational Content
Informational content for the website was developed by editing content adapted from an intervention used in a previous trial to reflect the most current vaccine information and recommendations [32], and developing new content based on emerging vaccination issues identified by vaccine experts and from vaccine questions received from parents in a previous trial [39]. When possible, content was contextualized to the local Colorado environment and health system (ie, reflected vaccines in the KPCO vaccine formulary) and was written at an eighth-grade reading level. All information presented was evidence based and included updated references from peer-reviewed journal articles and materials from the Centers for Disease Control and Prevention.

Assessing and Finalizing the Architecture of the Intervention
Design Interviews, Usability Testing, and User Satisfaction
We solicited feedback from parents of children aged 1 to 2 years on preliminary color schemes, logos, and general architecture of the intervention using printed prototypes. These parents were recruited based on a prior indication of interest in participating in the intervention’s development when participating in the values survey described in the following sections.

On the basis of their feedback, we created an interactive, untailored, Web-based prototype to assess usability and user satisfaction. Using the electronic health record, we identified a random sample of 271 English-speaking mothers of children aged 6 months to 4 years currently enrolled in KPCO and not part of the previous study [32]. These individuals were recruited via email. Usability was assessed using the think aloud methodology, in which users provided verbal feedback as they completed specific tasks, such as logging on to the website and identifying specific types of information. User satisfaction was then assessed using the System Usability Scale (SUS) that includes 10 questions measured on a 5-point Likert scale [40]. SUS scores above 70 (total possible range 0-100) are considered passable. This feedback was incorporated to create the final version of the tailored (and untailored) websites.

Iterative Development of Tailored Messages Incorporating Values and Framing
To create a personalized Web-based experience for each participant, the intervention was designed such that a preintervention survey would assess individuals’ values, beliefs, and vaccine hesitancy. The Web-based tailoring engine would then use this information to present corresponding tailored messages incorporated with evidence-based informational content about vaccination to each user. The process by which we developed and evaluated the values tailoring and message framing strategies is described in the following sections.

Values Survey
We first conducted a survey among KPCO mothers to identify which values were important for vaccination and whether values...
may have an impact beyond tailoring on beliefs. Described elsewhere [24], these data suggested that values had an influence on vaccination behavior that was separate but additive to the influence from beliefs and should therefore be included as a tailoring target. In this paper, we report our exploratory assessment of the associations between values and different beliefs and concerns as posited that some values would be better matched than others to some vaccination beliefs. Owing to time constraints of the study, we used email to recruit a convenience sample of mothers of children aged between 1 and 4 years who were currently enrolled at KPCO. Surveys were completed on the Web using REDCap (Research Electronic Data Capture, Nashville, TN, USA) and SurveyGizmo (SurveyGizmo, Boulder, CO, USA) survey systems. A US $30 incentive was provided. In addition to vaccination values, the survey also included measures of vaccination attitudes and beliefs and a global values measurement scale called the Schwartz Theory of Basic Human Values [21] to ascertain how values and attitudes relate to one another. Specific survey measures that were included are described in the following sections.

**Vaccine Values**

Parental values pertaining to childhood vaccination decisions (vaccine values) were measured using a scale the study team developed and assessed during this survey, called the Parental Vaccine Value Scale (PVVS). The PVVS is a 20-item scale that assesses 6 domains of values related to vaccination: security—disease prevention (valuing protecting one’s children from the harm of infectious disease; α=.74), security—vaccine risk (valuing protecting one’s children from perceived harm of vaccines; α=.73), universalism (valuing protecting one’s community as a whole from the harm of infectious disease; α=.86), self-direction (valuing the process of gathering information to make an informed decision; α=.66), conformity (valuing the recommendations of experts and authority; α=.62), and tradition (valuing following the established norm in one’s religion or family; α=.79). These 6 domains were created to reflect a subset of global values in the Schwartz Theory of Basic Human Values, which was also examined during the survey [21,41,42]. The development and validation of the PVVS, including factor structure and alignment with the Schwartz global values, is described in a separate publication [24]. On the basis of the results of this analysis, the PVVS was chosen in favor of the Schwartz Theory of Basic Human Values scale as the tailoring target in the intervention. Values were assessed with a 4-point Likert scale that ranged from strongly agree to strongly disagree.

**Vaccine Beliefs and Concerns**

Beliefs and concerns about childhood vaccination were measured using a 10-item scale developed in a previous study [39], with three additional questions later added by the study team for the purposes of the project. A 5-point Likert scale (strongly agree to strongly disagree) was used to assess the responses.

**Intention to Vaccinate**

In all, 2 items that assessed mothers’ intention to vaccinate their newborn during the first year of life were used for message tailoring. These were based on performance of similar questions in a past study [39]. One item assessed how many of the 8 vaccines in the infant series a participant planned to have their infant receive with the following options: *none of the vaccines, some of the vaccines, and all of the vaccines*. The second item assessed when the mother intended to have their infant vaccinated with the following response options: *all on-time as recommended by my baby’s doctor and all or some later than my baby’s doctor recommends* (often referred to as a delayed scheduled or an alternative schedule). Combining these 2 items, mothers were categorized into 3 groups: refuses all vaccines, uses an alternative schedule (receives some or all vaccines but does not follow recommended timing), and full vaccine acceptor.

The first 2 of these categories were grouped together to define _vaccine-hesitant_ mothers when assessing vaccination outcomes at the end of the trial.

**Analysis of Survey Data**

From the survey data, we computed Spearman correlations between PVVS domain scores and the belief items. These results, combined with subsequent research team input, qualitative data, and expert opinion, were used to determine which values were associated with each specific belief or concern about vaccination and would therefore be included in the tailoring algorithm.

**Interviews Exploring Message Framing and Values Incorporation**

We considered several message framing options for the intervention messages. Using general information marketing approaches [43-45], we evaluated the potential usefulness of combining message framing with values framing approaches for the intervention messages. We considered the following approaches: 1) only values tailoring; (2) 1-sided messages, which present information about vaccines without acknowledgement of antivaccine arguments or negative aspects of vaccination [44]; (3) nonrefutational two-sided messages, which present both provaccination information and potential negatives (such as side effects) to the same extent (50% of information is pro and 50% is con) [44]; (4) _push_ messages, which directly refute myths about vaccines and adopt a directive tone; and (5) _pull_ messages, which provide information and invite the reader into a conversation or discussion about the topic while trying to encourage the desired action or behavior and encourage central processing or personal engagement in the content [37,43,45].

These various framing options were tested, along with the impact of different values and beliefs combinations, using structured interviews with 7 new mothers. The interviews took place between April and July 2015. Mothers were recruited from participants who took the survey described above and were eligible if they indicated in the survey an interest in providing feedback about vaccine messages, their child was at least 30 days undervaccinated as indicated in the medical record, and the mother had endorsed at least one of the six vaccine values domains in their survey (however, the messages tested were not necessarily matched to mothers’ most highly affirmed values, though this was attempted when possible). Potential participants were recruited using email and phone outreach. The interviews
focused on assessing the participant’s acceptability of the messages and preferences between different formats. The interviews continued until saturation was reached. The participants received a US $50 gift card for their time.

We designed the architecture of the intervention based on the concept of a home page consisting of different tiles representing different vaccination issues (Figure 3) as a central navigation point. We planned to have the most highly tailored information for the intervention presented in 3 Just for You tiles located prominently on the top of home page (Figure 3). These tiles represented the mothers’ three most pressing concerns or questions regarding vaccination. The intent of these tiles was to (1) facilitate the ease with which each parent could locate the content of highest interest, (2) increase mothers’ receptivity to information about their vaccine concern(s), (3) succinctly and credibly summarize key information about the concern, and (4) provide interested mothers with access to additional information about their concern. In the message framing interviews, 4 mothers were presented with up to 9 messages, which addressed as many as three featured concerns in the Just for You tiles. These messages included up to three messages tailored to value domains and up to three messages with different framing options (ie, a $3 \times 3$ factorial design; see Table 1 for examples of values tailoring messages). After viewing all the messages for an area of concern, mothers ranked the messages in order of their preferences and described their reasoning around their rankings. When a mother’s top choices aligned with their measured values, we considered the message a candidate for the final intervention. When mothers’ measured values and top ranked messages conflicted, we revised the messages to better align with the reasons that the mothers provided in the message framing interviews. Revised messages were further tested in subsequent interviews using the same interview format but with 3 different mothers.

Figure 3. Architecture of the Final Tailored Intervention - Vaccines and Your Baby Home Page.
Table 1. Examples of values-tailored messages. (Vaccines and Your Baby: Tailored Messages.)

<table>
<thead>
<tr>
<th>Value</th>
<th>Topics</th>
<th>Doing your own research on vaccines message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security—disease prevention</td>
<td>Like many parents, your main goal is to keep your child healthy. The last thing you want is for your child to get an illness you could have prevented with a simple vaccine.</td>
<td>You’re the kind of person who will do everything she can to protect her baby from illnesses.</td>
</tr>
<tr>
<td>Self-direction</td>
<td>You’re not one to just do what other people tell you to do. You know your child better than anyone, and you have choices to make. You want to do your own research about vaccines. You don’t want him/her to get a disease. But you don’t want to put him/her at risk by getting vaccines.</td>
<td>You’re the kind of person who plays an active role in decisions about her baby’s health.</td>
</tr>
<tr>
<td>Security—vaccine risk</td>
<td>That’s a lot of needles (and a lot of tears)! You want to protect your child. But with so many vaccines at once, you’re concerned about exposing him/her to too many unnatural ingredients all at once.</td>
<td>You’re the kind of person who will do everything she can to protect her baby from pain or unnecessary medicines.</td>
</tr>
</tbody>
</table>

Intention Tailoring

We tailored content on vaccination intention based on responses to the 2 vaccine intention questions described earlier (how many of the 8 vaccines in the infant series a participant planned to have their infant receive and when the mother intended to have their infant vaccinated). These responses were combined, and mothers were categorized into 1 of 3 mutually exclusive groups for tailoring (as opposed to only 2 groups for the planned final vaccination analysis of the trial) that was incorporated into the content of the Just for You tiles: refuses all vaccines, uses an alternative schedule (receives some or all vaccines but does not follow recommended timing), and full vaccine acceptor.

Demographic Tailoring

Tailoring on personal characteristics, including the mother’s pregnancy status and child’s nickname, was incorporated throughout the website content.

Results

Developing Informational Content

In total, there were 17 general topic areas that the intervention addressed, divided into 41 specific content areas (Table 2). These 41 content areas were further grouped into 6 broad categories corresponding to the 6 standard tiles (ie, not the Just for You tiles) presented on the intervention’s home page (Figure 3). Furthermore, 4 of the 41 content areas were newly developed for the intervention. The remaining 37 were adapted from the previous intervention [39]. In addition, three newly developed, interactive infographics were also included on the following topics: herd immunity (included under the Community Benefits topic), antigen counts in the past and current vaccines (included under the Vaccine Ingredient Types topic), and disease rates before and after vaccines (included under the Risk of Diseases topic). Content areas included in the 6 home page tiles were identical in the tailored and untailored websites.
Table 2. Topic areas (general topics: n=17; specific topics: n=41) covered in the intervention and corresponding tile on the home page (n=6).

<table>
<thead>
<tr>
<th>General topic area of interest and specific topics covered within each</th>
<th>Name of corresponding tile on home page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vaccine schedule</strong></td>
<td></td>
</tr>
<tr>
<td>Recommended vaccine schedule</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td>Vaccines</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td>Safety of the schedule</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td>How the schedule is made</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td>Importance of vaccine timing</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td><strong>Alternative schedules</strong></td>
<td></td>
</tr>
<tr>
<td>Reasons why we cannot recommend an alternative schedule</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td><strong>Immunity and timing</strong></td>
<td></td>
</tr>
<tr>
<td>Baby’s developing immune system</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td>Parents’ main concerns about baby vaccines</td>
<td>Vaccine schedule and timing</td>
</tr>
<tr>
<td><strong>Vaccine safety research</strong></td>
<td></td>
</tr>
<tr>
<td>How vaccine studies are done</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td>Vaccine Adverse Event Reporting System, Vaccine Safety Datalink, Vaccine Injury Compensation Program—How vaccine side effects are reported</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td>Doing your own research a</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td><strong>Vaccine side effects</strong></td>
<td></td>
</tr>
<tr>
<td>Mild/common side effects</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td>Serious/rare side effects</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td>Illnesses/conditions not currently linked to vaccines</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td>Who should be vaccinated?</td>
<td>Vaccine safety and side effects</td>
</tr>
<tr>
<td><strong>How vaccines are made</strong></td>
<td></td>
</tr>
<tr>
<td>Vaccine production</td>
<td>How vaccines work</td>
</tr>
<tr>
<td>How Pharma works</td>
<td>How vaccines work</td>
</tr>
<tr>
<td>Kaiser and Pharma</td>
<td>How vaccines work</td>
</tr>
<tr>
<td><strong>Vaccine ingredients</strong></td>
<td></td>
</tr>
<tr>
<td>Why some ingredients are needed for vaccine production</td>
<td>How vaccines work</td>
</tr>
<tr>
<td>Vaccine ingredient types</td>
<td>How vaccines work</td>
</tr>
<tr>
<td>Individual ingredients</td>
<td>How vaccines work</td>
</tr>
<tr>
<td><strong>Vaccines and immunity</strong></td>
<td></td>
</tr>
<tr>
<td>Natural versus vaccine immunity</td>
<td>How vaccines work</td>
</tr>
<tr>
<td><strong>Why vaccinate</strong></td>
<td></td>
</tr>
<tr>
<td>Community benefits of vaccination</td>
<td>Reasons to vaccinate</td>
</tr>
<tr>
<td>Risk of diseases a</td>
<td>Reasons to vaccinate</td>
</tr>
<tr>
<td>Worldwide risk of diseases a</td>
<td>Reasons to vaccinate</td>
</tr>
<tr>
<td>Current outbreaks (measles and pertussis) a</td>
<td>Reasons to vaccinate</td>
</tr>
<tr>
<td><strong>Diseases prevented</strong></td>
<td></td>
</tr>
<tr>
<td>Vaccine-preventable diseases and vaccines given at Kaiser Permanente Colorado</td>
<td>Reasons to vaccinate</td>
</tr>
<tr>
<td><strong>The baby vaccine visit</strong></td>
<td></td>
</tr>
<tr>
<td>Before the vaccine visit</td>
<td>Getting vaccines at Kaiser</td>
</tr>
<tr>
<td>During the vaccine visit</td>
<td>Getting vaccines at Kaiser</td>
</tr>
</tbody>
</table>
Assessing and Finalizing the Architecture of the Intervention

Design Interviews
Participants included 3, white, non-Hispanic mothers of children aged between 1 and 4 years. All the mothers preferred design features that appeared to be associated with the health system. This included color palettes with blue and green and logos with clean lines, similar to KPCO website pages. On the basis of the user feedback, we selected a tailored (and matching untailored) website design that used an interactive tile-based homepage, menu navigation in multiple locations, layering of information using accordion style grouping, and pop-up information in select locations.

Usability Testing and Satisfaction Survey Results
Of 271 mothers contacted for usability and satisfaction testing sessions, we scheduled a convenience sample of the first 6 respondents for usability testing interviews. Mothers who completed the interviews (n=5) were all female, white, non-Hispanic, with at least some college education, and had income ranging from US $50,000 to US $90,000 or more. On the basis of their input, changes to the prototype architecture included adding submenus to the main page, using words in place of images to assist in identifying the schedule toggle feature, adding new links to content pages, and automatically closing content accordions to assist in reading and navigating long content areas. All but 1 user had SUS scores above the passable score of 70 (range 65-97.5), suggesting that the usability of the site was acceptable. Owing to the similarity in responses among mothers, additional interviews beyond these 5 were not undertaken.

Description of the Architecture of the Final Tailored Intervention
In the final intervention, mothers are first directed to an onboarding page designed to engage the participant in the website so that they are inclined to continue to view the content. It includes a welcome message, references the participant’s intention to vaccinate, explains the intent of the website and that the information presented will be tailored based on their survey responses, and visually depicts where they can find the tailored content.

Following this, mothers are taken to the main home page of the intervention (Figure 3). On this page, the bulk of message tailoring is received via the 3 featured Just for You tiles. Any additional topics of concern beyond the top three concerns are highlighted within the 6 interactive tiles on this page. All the tiles lead to additional content that is tailored on the participant’s personal characteristics.

Iterative Development of Tailored Messages Incorporating Values and Framing

Values Survey Results
Table 3 shows the results of correlations between belief items and values. These results informed team discussions about which values might be most appropriate for framing each concern topic. A combination of these data, research team consensus,
and results from the parent interviews (described in the following sections) were used to determine which values were available as tailoring targets for each of the vaccine beliefs and concerns.

Table 3. Correlations between values and beliefs corresponding to website topic areas. Correlations (r) are Spearman correlation coefficients.

<table>
<thead>
<tr>
<th>Beliefsa</th>
<th>Associations with provaccine beliefs</th>
<th>Associations with antivaccine beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Universalism, r</td>
<td>Security (vaccine risk), r</td>
</tr>
<tr>
<td>Enough research</td>
<td>-0.249b</td>
<td>-0.202c</td>
</tr>
<tr>
<td>Disease risk and benefit</td>
<td>-0.423d</td>
<td>-0.257b</td>
</tr>
<tr>
<td>Too many, too soon</td>
<td>-0.139</td>
<td>-0.364d</td>
</tr>
<tr>
<td>Natural immunity</td>
<td>-0.315b</td>
<td>-0.226c</td>
</tr>
<tr>
<td>Vaccine safety</td>
<td>-0.123</td>
<td>-0.173</td>
</tr>
<tr>
<td>Do own research</td>
<td>-0.173</td>
<td>-0.180f</td>
</tr>
<tr>
<td>Vaccine ingredients</td>
<td>-0.251h</td>
<td>-0.347d</td>
</tr>
<tr>
<td>Autism</td>
<td>-0.205c</td>
<td>-0.231f</td>
</tr>
<tr>
<td>Vaccine risk versus benefit</td>
<td>-0.186e</td>
<td>-0.115</td>
</tr>
<tr>
<td>Combined risk/benefit</td>
<td>-0.319d</td>
<td>-0.176</td>
</tr>
</tbody>
</table>

aThree additional vaccine topics were added based on expert feedback after this analysis was completed for a total of 13 belief topics.
bP<.01.
cP<.05.
dP<.001.

Interviews Exploring Message Framing and Values Incorporation

Of the 39 mothers contacted for interviews, 7 participated. All of them were mothers of children aged between 1 and 2 years.

Across topic areas, qualitative interviews assessing the general approach for framing messages revealed that two-sided messages were preferred by mothers compared with 1-sided, push, or pull messages. The two-sided message on side effects, presented as a table, was particularly well received. All mothers responded favorably to the intervention layout and reported that presenting the likeability of the message.

Among the values-framed messages, most (n=4) mothers preferred statements from self-direction values-tailored versions that acknowledged their right to choose. Mothers also responded favorably to the tailored versions of security that specifically addressed mothers’ motivation for keeping their child safe. Values-framed messages around conformity were the least preferred, with only 1 mother in the sample endorsing this value strongly. Values were not favored by any of the mothers for messages on the topic of side effects. These findings guided the team to adopt a two-sided messaging approach that incorporated values tailoring for topics of concern identified for mothers.

Tailoring Components

Final Values Tailoring Algorithm

To build the final values tailoring algorithm, we used the results from the survey and interviews to identify the values or set of values that appeared impactful and relevant for each belief item assessed (Table 4). Any values exceeding the threshold of a 2.5 score (a score well above the neutral value of 2 on the 4-point scale used to assess values) that were also deemed impactful for that belief based on the survey and interview results were considered relevant values. We built an algorithm to randomly select one of these values and incorporate it into the corresponding Just for You tile. If the value has already been used in a previous topic area, another available value is selected at random from the available pool of values for that topic. If no additional values remain, all previously available values are made available for random selection. If the participant has no values that meet the threshold, a message without values framing for that vaccination concern is displayed. Values are generally incorporated into these tiles as wrap-around introductory sentences allowing for the core informational content on that belief to remain similar for each user. The same home page structure consisting of 9 tiles (Figure 2) was used for each retailoring.
Table 4. Values available for tailoring according to topic areas of the Just for You Tiles.

<table>
<thead>
<tr>
<th>Title of the Just for You tile (content of corresponding general or specific topic areas potentially linked to tile)</th>
<th>Applicable values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccine Safety Research (vaccine safety research)</td>
<td>x&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Vaccine-Preventable Diseases (why vaccinate and diseases prevented)</td>
<td>x</td>
</tr>
<tr>
<td>Number and Timing of Vaccines (how the schedule is made, reasons why we cannot recommend an alternative schedule, immunity and timing, and vaccines and immunity)</td>
<td>x</td>
</tr>
<tr>
<td>Vaccine Ingredients (vaccine safety research and vaccine ingredients)</td>
<td>x</td>
</tr>
<tr>
<td>Vaccine Side Effects (vaccine safety research and vaccine side effects)</td>
<td>x</td>
</tr>
<tr>
<td>Doing Your Own Research on Vaccines (vaccine safety research and doing your own research)</td>
<td>x</td>
</tr>
<tr>
<td>The Immune System and Vaccines (immunity and timing, vaccines and immunity, and why vaccinate)</td>
<td>x</td>
</tr>
<tr>
<td>Vaccines and Autism (side effects and vaccine ingredients)</td>
<td>x</td>
</tr>
<tr>
<td>Vaccination Risks and Benefits (vaccine side effects, who should not be vaccinated, and why vaccinate)</td>
<td>x</td>
</tr>
<tr>
<td>Vaccines During Pregnancy (maternal vaccination)</td>
<td>x</td>
</tr>
<tr>
<td>The Role of Pharmaceutical Companies (how vaccines are made)</td>
<td>—</td>
</tr>
<tr>
<td>Alternative/Delayed Vaccine Schedules (reasons why we cannot recommend an alternative schedule, immunity, and timing)</td>
<td>x</td>
</tr>
<tr>
<td>Tips for Vaccinating at Kaiser (recommended vaccine schedule, baby vaccine Visit, and Kaiser Permanente clinics)</td>
<td>No values tailoring</td>
</tr>
</tbody>
</table>

<sup>a</sup>Multiple General or Specific Topics related to several of the Just for You tiles. These tiles could include information on 1 or more general or specific topics depending on the user’s input.

<sup>b</sup>An ‘x’ in the table denotes that a given value is available to incorporate into the Just for You tile content.

<sup>c</sup>A ‘—’ in the table denotes that the given value is not available to incorporate into the Just for You tile content.

**Discussion**

**Principal Findings**

In this paper, we described in detail how we developed a Web-based, tailored messaging intervention to address maternal vaccine hesitancy using an iterative development process and a mixed method approach. This intervention, which was developed using validated health behavior theories, is expected to be effective, engaging, and easy to use based on end-user feedback and pilot testing. Ultimately, the intervention included common tailoring elements such as demographics and beliefs as well as a novel tailoring target, personal values. In addition to examining tailoring targets, we also used user feedback to assess the potential impact of different message framing strategies in combination with the tailored elements. This was necessary as there is ongoing debate about the optimal messages framing strategy with regard to vaccine hesitancy and immunization [46-51].

**Application of Theory**

Of the 4 health behavior theories and techniques used to inform the development of the intervention, the TPB has the most evidence for its applicability to vaccine decision making. Owing to this, we planned a priori to incorporate elements from this theory into our intervention and therefore did not focus any of our data collection described in this paper on these elements. Specifically, the intervention was tailored based on TPB constructs of attitudes, and when possible, elements of social norms were incorporated into the messages. The other remaining theories and techniques—the VAB theory and elements of persuasive messaging and MI—did not have a strong evidence base with regard to vaccine decision making at the time the intervention was being developed. However, the data collected in this study suggest that each is relevant to the vaccination...
decision. Specifically, results from our quantitative survey of values and from the qualitative interviews on message framing and values tailoring both suggest that certain values are more important than others with regard to vaccine decision making, and that some values are better incorporated with certain beliefs than others. A subsequent study done by our group examining the role that values play in mothers’ vaccine decision making further supports this notion [24]. Support for incorporating techniques from persuasive messaging into the intervention was also derived from the qualitative message framing and values tailoring interviews. The respondents clearly indicated that vaccine-hesitant parents strongly preferred messages that were perceived as balanced, where both positive and negative information (ie, two-sided messages) about vaccine safety or benefits was presented as these messages were deemed more trustworthy than messages that only conveyed one side of these issues. This point supports the concept in persuasive messaging that messages deemed as trustworthy are more likely to be reflected upon and more persuasive. Also supporting the importance of persuasive messaging was the finding from the message framing and values tailoring interviews that showed that messages tailored to the user were deemed more personally relevant. The design feedback interviews showing that mothers uniformly liked intervention architecture that clearly allowed a user to choose the specific information to view also support this concept. Evidence from our study for incorporating techniques from MI into the intervention is somewhat indirect in that mothers participating in the message framing and values interviews who were following an alternative vaccination schedule did not like black-and-white messages that argued against this practice. Such messages could be considered to counter the MI tenet of rolling with resistance. Another important MI tenet is that of using intrinsic motivation to effect behavior change. Evidence in support of this concept also comes from the message framing and values tailoring interviews showing that mothers generally preferred values-tailored messages to those not tailored to values. Further work by our group and others that occurred after our intervention was developed lends additional support to the important role that MI likely plays in motivating parents to vaccinate [52,53].

**Future Work**

The next step in our study is to assess the efficacy of this intervention in a randomized controlled trial of KPCO expectant and new mothers. This trial (ClinicalTrials.gov protocol number NCT02665013) will examine the relative effect of the tailored versus untailored websites for their effect on timely infant vaccine utilization during the first 15 months of life. In addition, a number of secondary outcomes will also be assessed including whether the intervention modified maternal vaccination beliefs and concerns or vaccine hesitancy, and how any changes in these outcomes relate to vaccination values. This will allow for a more thorough investigation of the VAB model used as a basis for this study.

**Potential Importance of Values**

Tailoring on values represents a novel, and potentially important, innovation incorporated into this intervention. A large body of literature in the social sciences provides compelling evidence that aligning educational messages with personal values can make information more salient and actionable [54-57]. The somewhat more limited number of studies examining values tailoring in the realm of health behavior change specifically further support this concept [58-61]. Recently, researchers interested in improving immunization delivery have begun to recognize the potential role of values tailoring in promoting vaccination [23,27,62]. Although there has been limited prior research examining the impact of values tailoring on vaccine acceptance, our own study [24] and that of others [63], which were completed after the study presented in this paper, have shown that differences in personal values are associated with variation in the acceptance of recommended vaccines. Taken together, values appear to be a potentially untapped tailoring resource that warrants further exploration. We believe results from the randomized controlled trial that will evaluate this intervention will add important and novel information to this growing body of research.

**Limitations**

This paper should be considered in the context of some important limitations. First, when developing the various aspects of the intervention, we generally received input from only a small number of mothers, most of whom were white and non-Hispanic. Maternal input was not designed to be comprehensive. Rather, we opted to obtain in-depth information from a handful of mothers to provide more nuanced insight for optimizing the intervention and making it more relevant to potential end users, and we generally solicited mothers’ input until thematic saturation was reached (although we did not do a formal qualitative analysis). In addition, we focused much of the intervention development on the incorporation of values as a tailoring element, an approach to tailoring that is in need of further study. Moreover, although the study population providing input into the interventions’ design was diverse with regard to demographic characteristic such as race, ethnicity, education, and income, the population was relatively homogeneous with regard to insurance status (all had access to care) and primary language (we only gathered data from English-speaking mothers) and did not include fathers. As such, any impact of the intervention found in the upcoming clinical trial may not be generalizable to other populations that differ in these respects, and the intervention may need further refinement based on these characteristics. In addition, there are several items that previous research has shown as potentially important variables in the vaccination decision that could represent potential tailoring variables (education level, exposure to scientific controversy, degree of social networking, etc) [64,65] and were not included in our intervention. This was a purposeful decision to be able to isolate any potential impacts of values tailoring on vaccine uptake. However, these variables may need to be considered as tailoring targets in future iterations of the intervention. A notable strength of the project was the use of multiple methods to collect data (qualitative and quantitative), which may increase the validity of our findings.

**Conclusions**

We used both qualitative and quantitative approaches and significant end-user input to develop a Web-based,
theory-driven, tailored messaging intervention designed to address maternal vaccine hesitancy and subsequently improve uptake of infant vaccines. Our results suggest that elements from each of the 4 models and techniques incorporated into our conceptual model for the intervention were important. Specifically, results of qualitative user design and message framing interviews supported using several techniques from persuasive messaging and MI in the intervention. A quantitative survey on parents’ vaccination values, combined with qualitative data from the message framing interviews, supported the importance of the VAB model as a foundation of the intervention and supported the idea of using values as a novel tailoring variable. Elements from the TPB were not assessed directly in this study as there was already an evidence base supporting the importance of this theory in parents’ vaccine decision making. By incorporating elements from these four theories and techniques into the intervention, we believe it will be highly effective in changing mothers’ vaccination attitudes and behaviors. This hypothesis will be tested in a subsequent randomized controlled trial.
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Abstract

Background: Empowerment helps persons with a chronic disease to self-manage their condition and increase their autonomy and participation. MSmonitor (Curavista bv) is an interactive Web-based program for self-management and multidisciplinary care in multiple sclerosis (MS). It includes, among others, short questionnaires on fatigue (Modified Fatigue Impact Scale-5 [MFIS-5]) and health-related quality of life (HRQoL, Leeds Multiple Sclerosis Quality of Life [LMSQoL]); long questionnaires on disabilities, perception of disabilities (Multiple Sclerosis Impact Profile), and HRQoL (Multiple Sclerosis Quality of Life-54); a Medication and Adherence Inventory and an Activity Diary. The combination MFIS-5, LMSQoL, and Medication and Adherence Inventory constitutes the Quick Scan.

Objective: This study aimed to investigate the short-term effects of MSmonitor on empowerment in patients with MS.

Methods: We conducted a quasi-experimental study in a general hospital. Of the 180 patients with MS, 125 were eligible, 30 used MSmonitor, and 21 participated in the study (mean age 45.4 years, SD 10.2 years). A total of 24 eligible patients who did not use MSmonitor constituted the control group (mean age 49.3 years, SD 11.4 years). At baseline and at 4 months, we assessed self-efficacy (Multiple Sclerosis Self-Efficacy Scale [MSSES]), participation and autonomy (Impact on Participation and Autonomy [IPA] questionnaire), and self-management (Partners In Health [PIH] questionnaire). Differences between time points and groups were tested with paired t tests and χ² tests.

Results: In the MSmonitor group, follow-up values remained unchanged for MSSES control (P=.19), MSSES function (P=.62), IPA limitations (P=.26), IPA problems (P=.40), PIH recognition and management of symptoms (P=.52), PIH adherence to treatment (P=.80), and PIH coping (P=.73), whereas the PIH knowledge score had improved (mean 27.8, SD 1.7 vs mean 28.7, SD 2.0; P=.02). The overall utilization rate of the program components was 83% and that of the Quick Scan was 95%. In the control group, all outcomes had remained unchanged.

Conclusions: The results suggest that for first-time users of the MSmonitor program and their health care providers, it may not be justified to expect a short-term improvement in empowerment in terms of self-efficacy, self-management, autonomy, or participation. Furthermore, a lack of effect on empowerment is not because of nonusage of the program components.

(J Med Internet Res 2020;22(3):e14297) doi:10.2196/14297
Introduction

Background

Multiple Sclerosis

Multiple sclerosis (MS) is a chronic inflammatory and degenerative disease of the central nervous system (CNS). It is the most frequent chronic CNS disease in young adulthood, and the majority of patients experience their first symptoms at the age of 20 to 40 years [1]. Intermittent or continuous disease activity results in a stepwise or slow increase in disabilities over time [1]. The disease course is largely unpredictable, as is the response to disease-modifying drug (DMD) treatment [1,2]. MS is incurable, as the effectiveness of DMD treatment is only partial and limited to the inflammatory component of the disease [1,2].

Patient Empowerment and Web-Based Health Services

Persons with chronic conditions such as MS depend on their own insights to manage daily activities and self-care. To make optimal choices, to evaluate the effects of their choices, and to also contribute to a preventive, personalized, and participatory health care, it is paramount for them to be empowered [3]. Empowerment has been defined as a process: the mechanisms by which people, organizations and communities gain mastery over their lives [4]. Thus, patient empowerment may be defined as the process by which patients discover and develop the inherent capacity to be responsible for one’s own life [5,6]. Although the concept of patient empowerment is still developing [6,7], empowered patients are generally considered to control their situation, have a critical attitude, and participate and perform tasks in an encouraging environment [3,8,9]. A recent systematic literature review of qualitative studies identified control, coping, knowledge, participation, support, and legitimacy as key aspects of patient empowerment [6]. Notably, interventions that aimed at improving patient empowerment have resulted in higher self-efficacy and self-care competence [10].

Web-based health services use telecommunications and information technology to provide care, education, and monitoring services to patients [11]. In patients with MS, Web-based health services have been shown to result in improved health care because of improved symptom management and treatment adherence [12-15]. E-communication can be defined as communication via Web-based platforms or apps [16-18], and among MS patients, e-communication has high levels of acceptance for exchanging information with health care providers [19]. Information systems with an e-communication function have also been found to be useful in enhancing interdisciplinary communication [20,21]. Consequently, it has been suggested that e-communication should be integrated into electronic health services for patients with MS [19].

MSmonitor

Against this background, we developed MSmonitor, an interactive Web-based program for self-management and multidisciplinary care in persons with MS, that can be used on computers, tablets, and smart phones [22-24]. At the time of the study, MSmonitor included short questionnaires on fatigue (Modified Fatigue Impact Scale-5 [MFIS-5]) [25,26], health-related quality of life (HRQoL, Leeds Multiple Sclerosis Quality of Life [MSQoL] questionnaire) [27,28], and anxiety and depression (Hospital Anxiety and Depression Scale [HADS]) [29-31]; long questionnaires on disabilities and perception of disabilities (Multiple Sclerosis Impact Profile [MSIP]) [32,33] and HRQoL (Multiple Sclerosis Quality of Life-54 [MSQoL-54] questionnaire) [34]; inventories (Medication and Adherence Inventory, Miction Inventory); and diaries (Activity Diary, Miction Diary) [22-24]. We previously reported that patients who used the combined MFIS-5 and MSQoL questionnaires at least twice in a period of up to 6 months showed an improved HRQoL and that in these patients, the degree of fatigue improvement correlated with the frequency of Activity Diary usage [24].

Conceivably, MSmonitor usage may lead in various ways to an improvement of empowerment. For example, the Activity Diary and MFIS-5 give insight into factors affecting fatigue and thus facilitate self-management of fatigue and fatigue-related symptoms. The quantified overview of (perceived) disabilities given by the MSIP informs patients about the relative importance of their symptoms and thus facilitates focused self-management. Documentation of missed doses in the Medication and Adherence Inventory may help improve adherence to DMD treatment.

While developing MSmonitor, we did not intend the program to generate short-term effects, as MS is a progressive disease that most patients are afflicted with for decades. However, as we live in an instant gratification era, where everything seems to be available immediately via smart phone or the internet [35,36], we became aware that patients might indeed expect early results. Therefore, to obtain knowledge about the short-term effect of MSmonitor on patient empowerment, we conducted a quasi-experimental study.

Objective

The aim of the study was to explore short-term changes in empowerment in persons with MS using MSmonitor.

Methods

MSmonitor

MSmonitor is used by about 1500 patients and their health care providers in 23 hospitals in the Netherlands.

Concept

The concept is based on the autonomy of patients, the multidisciplinary character of MS care, and the collaboration
between stakeholders involved in MS care [23,24]. The program was developed gradually by the immaterial and material input of various stakeholders [22-24]. By facilitating self-assessments and self-management, MSmonitor aims to use and increase patients’ autonomy. Patients own their personal data generated by the program and decide which health care providers can have access to their data [23,24]. By making self-assessment outcomes available to the multidisciplinary team, MSmonitor helps patients in preventing unnecessary measurements and promotes the use of patient-reported outcomes [23,24].

**Content**

At the time of the study, the content comprised 9 components in 3 categories: psychometrically validated questionnaires, inventories, and diaries. The characteristics and availability of the various components are presented in [Table 1](#).

Alerts are sent when questionnaires are available, and reminders are sent when scheduled questionnaires are not completed. For all questionnaires, scores are automatically generated and presented in graphs and tables to patients and authorized caregivers (Figure 1), as well as changes over time (Figure 2).

**Table 1.** Characteristics and availability of MSmonitor components.

<table>
<thead>
<tr>
<th>Name</th>
<th>Purpose</th>
<th>Structure</th>
<th>Min&lt;sup&gt;a&lt;/sup&gt;-max&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Validation</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFIS-5&lt;sup&gt;c&lt;/sup&gt; questionnaires</td>
<td>Perceived impact of fatigue on daily activities over past month</td>
<td>5 items (0-4)</td>
<td>0-20 (lower=better)</td>
<td>Fisk et al [25]; NMSS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Monthly</td>
</tr>
<tr>
<td>LMSQoL&lt;sup&gt;e&lt;/sup&gt; questionnaires</td>
<td>MS&lt;sup&gt;f&lt;/sup&gt;-related aspects of QoL over past month</td>
<td>8 items (0-3)</td>
<td>0-24 (higher=better)</td>
<td>Ford et al [27]; Ensari et al [28]</td>
<td>Monthly</td>
</tr>
<tr>
<td>MSIP&lt;sup&gt;h&lt;/sup&gt; questionnaires</td>
<td>Overview of actual MS-related disabilities (a) and perception of disabilities (b)</td>
<td>36 a-items; 36 b-items; scorings variable</td>
<td>7 domain and 4 symp-tom scores, 0-variable (lower=better)</td>
<td>Wynia et al [32]; Wynia et al [33]</td>
<td>6 monthly</td>
</tr>
<tr>
<td>MSQoL&lt;sup&gt;i&lt;/sup&gt;-54 questionnaire</td>
<td>Multidimensional assessment of physical and mental MS-related QoL over 4 weeks</td>
<td>54 items, various scorings</td>
<td>Physical QoL, 0-100; mental QoL, 0-100 (higher=better)</td>
<td>Vickrey et al [34]</td>
<td>Yearly</td>
</tr>
<tr>
<td>HADS&lt;sup&gt;j&lt;/sup&gt; questionnaire</td>
<td>Anxiety in past week; depression in past week</td>
<td>7 items (0-3); 7 items (0-3)</td>
<td>0-21 (lower=better); 0-21 (lower=better)</td>
<td>Honarmand and Feinstein [30]; Watson et al [31]</td>
<td>On indication</td>
</tr>
<tr>
<td>Medication and Adherence Inventory</td>
<td>Medication and DMD&lt;sup&gt;k&lt;/sup&gt; adherence in past month</td>
<td>N/A&lt;sup&gt;l&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>Monthly</td>
</tr>
<tr>
<td>Miction Inventory</td>
<td>Actual urological symptoms</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>On indication</td>
</tr>
<tr>
<td>Activity Diary</td>
<td>Activities and rest periods in 24 hours</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Daily</td>
</tr>
<tr>
<td>Miction Diary</td>
<td>Frequency and quantity of miction and fluid intake in 24 hours</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>On indication</td>
</tr>
</tbody>
</table>

<sup>a</sup>Min: minimum score.

<sup>b</sup>Max: maximum score.

<sup>c</sup>MFIS-5: Modified Fatigue Impact Scale-5 items.

<sup>d</sup>NMSS: National Multiple Sclerosis Society.

<sup>e</sup>LMSQoL: Leeds Multiple Sclerosis Quality of Life.

<sup>f</sup>MS: multiple sclerosis.

<sup>g</sup>QoL: quality of life.

<sup>h</sup>MSIP: Multiple Sclerosis Impact Profile.

<sup>i</sup>MSQoL-54: Multiple Sclerosis Quality of Life-54 items.

<sup>j</sup>HADS: Hospital Anxiety and Depression Scale.

<sup>k</sup>DMD: disease-modifying drug.

<sup>l</sup>Not applicable.
Inventories provide overviews and do not generate scores; for example, the Medication and Adherence Inventory gives an update of medication that is taken, the number of missed DMD doses in the last month, and the date and reason of eventual DMD treatment discontinuation. Diaries enable the recording of specific activities or functions and thus give insight into MS-related processes over 24-hour periods [23,24]. The Activity Diary records type and duration of activities and rest periods, whereas the Miction Diary documents the frequencies and quantities of mictions and fluid intakes [23,24]. The combined use of MFIS-5, LMSQoL, and Medication and Adherence Inventory (Quick Scan) enables quick self-assessments of fatigue, HRQoL, and adherence to DMD treatment. The HADS, Miction Diary, and Miction Inventory are only available to patients after indication by health care professionals and were therefore not part of the study.

Study Design
This was a prospective, quasi-experimental study. For the MSmonitor group, the baseline assessment was conducted when the participant was registered as a user. In all participants, follow-up assessment was conducted at 4 months. This follow-up period was chosen pragmatically and was dictated by the principal researcher’s availability. We considered this...
period justifiable, as in chronic disorders, a follow-up at 3 to 6 months is generally qualified as short-term.

Owing to the study’s time frame and the standard 6-month interval between consecutive completions of the MSIP and the MSQoL-54 (Table 1), the usage of these questionnaires was limited to single completions. Notably, to prevent patients from being overburdened, the program makes the MSQoL-54 available 3 months after the MSIP. Hence, 4 components were available for multiple use: the MFIS-5, LMSQoL and Medication and Adherence Inventory (Quick Scan), and the Activity Diary.

**Study Setting**

The study was performed in the Neurological Department of the Isala Diaconessenhuis, Meppel, the Netherlands. The Isala Diaconessenhuis is a medium-sized (120 beds) general hospital with 1300 neurological outpatient visits per year, 5000 of which being new referrals.

**Recruitment**

All patients registered with the diagnosis of MS constituted the study population (n=180; Figure 3).

The exclusion criteria for participation were as follows: diagnosis of clinically isolated syndrome, actual medical doubts about MS diagnosis, serious cognitive impairment, limited knowledge of the Dutch language, and nursing home residents. As a result, 55 patients were not eligible. The remaining 125 eligible patients were invited for a general meeting to be informed about MSmonitor and the study, and patients who had not attended the meeting were informed by phone. A total of 30 patients decided to start with the program and 21 of these were willing to participate in the study. Of the 95 patients who decided not to start with the program, 75 were willing to participate in the study, and out of those, 24 consecutive persons were recruited to form the control group. So, it was actually the patients who decided which study group to join (MSmonitor or control), and this fact explains the quasi-experimental design of the study.

**Ethical Approval and Informed Consent**

The study did not qualify for being reviewed according to the Dutch Medical Research Involving Human Subjects Act of 1999. The study was carried out in compliance with the Declaration of Helsinki (Ethical Principles for Medical Research Involving Human Subjects version 2013; 64th World Medical Association General Assembly, Fortaleza, Brazil, October 2013) and the Dutch Medical Research Involving Human Subjects Act of 1999. Patients received no financial incentive or reward to participate. The study was approved by the hospital’s coordinator of local evaluation of medical experiments. Patients who agreed to participate signed an informed consent form.

**Data Collection**

Patient-reported data were obtained by the use of paper-and-pencil questionnaires sent by regular mail, 1 week before the start of study participation and at follow-up. The questionnaires were accompanied by a stamped return envelope addressed to the neurological outpatient department for the
attention of the principal researcher. Owing to financial restrictions, it was not feasible to provide e-versions of the questionnaires and to integrate these into the program. Data on MSmonitor utilization were provided by Curavista bv, Geertruidenberg, the Netherlands.

The following aspects of empowerment were assessed using psychometrically validated questionnaires: self-efficacy, participation, autonomy, and self-management (Table 2). We did not use a general or disease-specific empowerment measure, as such measures were not available in Dutch.

Table 2. Questionnaires used to assess aspects of empowerment.

<table>
<thead>
<tr>
<th>Name</th>
<th>Purpose</th>
<th>Structure</th>
<th>Min(^{a})-max(^{b})</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSSES(^{c}) control</td>
<td>Confidence with managing symptoms and coping with demands of illness</td>
<td>9 items (0-100)</td>
<td>90-900 (higher=more confidence)</td>
<td>Schwartz et al [37] (MS(^{d}))</td>
</tr>
<tr>
<td>MSSSES function</td>
<td>Confidence with regard to functional abilities</td>
<td>9 items (0-100)</td>
<td>90-900 (higher=more confidence)</td>
<td>Schwartz et al [37] (MS)</td>
</tr>
<tr>
<td>IPA(^{e}) limitations</td>
<td>Limitations to participation and autonomy</td>
<td>32 items (0-4)</td>
<td>0-128 (lower=less limitations)</td>
<td>Vazirinejad et al [38] (MS); Karhula et al [39] (MS)</td>
</tr>
<tr>
<td>IPA problems</td>
<td>Problems with limitations to participation and autonomy</td>
<td>9 items (0-2)</td>
<td>0-18 (lower=less problems)</td>
<td>Vazirinejad et al [38] (MS); Karhula et al [39] (MS)</td>
</tr>
<tr>
<td>PIH(^{f}) coping</td>
<td>Coping</td>
<td>3 items (0-8)</td>
<td>0-24 (lower=better coping)</td>
<td>Petkov et al [40] (CCC); Lenferink et al [41] (COPD(^{b}))</td>
</tr>
<tr>
<td>PIH symptoms</td>
<td>Recognition and management of symptoms</td>
<td>3 items (0-8)</td>
<td>0-24 (lower=better management of symptoms)</td>
<td>Petkov et al [40] (CCC); Lenferink et al [41] (COPD)</td>
</tr>
<tr>
<td>PIH adherence</td>
<td>Adherence to treatment</td>
<td>2 items (0-8)</td>
<td>0-16 (lower=better adherence to treatment)</td>
<td>Petkov et al [40] (CCC); Lenferink et al [41] (COPD)</td>
</tr>
<tr>
<td>PIH knowledge</td>
<td>Knowledge</td>
<td>4 items (0-8)</td>
<td>0-32 (lower=better knowledge)</td>
<td>Petkov et al [40] (CCC); Lenferink et al [41] (COPD)</td>
</tr>
</tbody>
</table>

\(^{a}\)Min: minimum score.  
\(^{b}\)Max: maximum score.  
\(^{c}\)MSSES: Multiple Sclerosis Self-Efficacy Scale.  
\(^{d}\)MS: multiple sclerosis.  
\(^{e}\)IPA: Impact on Participation and Autonomy.  
\(^{f}\)PIH: Partners In Health.  
\(^{g}\)CCC: comorbid chronic conditions not including MS.  
\(^{h}\)COPD: chronic obstructive pulmonary disease.

Self-efficacy was assessed by the Multiple Sclerosis Self-Efficacy Scale (MSSSES) [37], participation and autonomy were assessed by the Impact on Participation and Autonomy (IPA) questionnaire [38,39,42-44], and self-management behaviors and knowledge were assessed by the revised 12-item Partners In Health (PIH) scale [40,41].

At baseline, the level of education, degree of computer use, and degree of computer skills were assessed via multiple-choice questions (Table 3), as these factors may conceivably influence the speed with which persons become familiar with Web-based programs.
Table 3. Demographics, disease characteristics, level of education, degree of computer use, and degree of computer skills in the MSmonitor group and the control group.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>MSmonitor (n=21)</th>
<th>Control (n=24)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>17 (81)</td>
<td>17 (71)</td>
<td>.43</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.4 (10.2)</td>
<td>49.3 (11.4)</td>
<td>.23</td>
</tr>
<tr>
<td>Disease duration (years), mean (SD)</td>
<td>8.7 (6.4)</td>
<td>12.2 (9.7)</td>
<td>.17</td>
</tr>
<tr>
<td>Disease course, n (%)</td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Relapsing remitting</td>
<td>16 (76)</td>
<td>13 (54)</td>
<td></td>
</tr>
<tr>
<td>Secondary progressive</td>
<td>4 (19)</td>
<td>7 (29)</td>
<td></td>
</tr>
<tr>
<td>Primary progressive</td>
<td>1 (4)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td>Benign</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Lower</td>
<td>6 (28)</td>
<td>10 (41)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>12 (57)</td>
<td>7 (29)</td>
<td></td>
</tr>
<tr>
<td>Higher</td>
<td>3 (14)</td>
<td>7 (29)</td>
<td></td>
</tr>
<tr>
<td>Computer use, n (%)</td>
<td></td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>Several times per day</td>
<td>5 (23)</td>
<td>5 (20)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>9 (42)</td>
<td>10 (41)</td>
<td></td>
</tr>
<tr>
<td>Several times per week</td>
<td>3 (14)</td>
<td>5 (20)</td>
<td></td>
</tr>
<tr>
<td>Once per week</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Rarely or never</td>
<td>4 (19)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td>Computer skills, n (%)</td>
<td></td>
<td></td>
<td>.71</td>
</tr>
<tr>
<td>Rapidly familiar with new programs</td>
<td>7 (33)</td>
<td>7 (29)</td>
<td></td>
</tr>
<tr>
<td>Familiar after some log-ins</td>
<td>8 (38)</td>
<td>11 (46)</td>
<td></td>
</tr>
<tr>
<td>Difficulties with getting familiar</td>
<td>5 (24)</td>
<td>6 (25)</td>
<td></td>
</tr>
<tr>
<td>Impossible to get familiar</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

Data Analysis

For all outcomes, the absolute values at baseline and follow-up are presented as mean, standard deviation (SD), minimum, and maximum. As the study’s purpose was to investigate whether short-term changes could be observed after the start of MSmonitor usage, we compared in each group the follow-up with the baseline values by using multiple paired t tests. The baseline characteristics in the MSmonitor and control groups were tested for differences using t tests and χ² tests. The analyses were performed at the Department for Health Evidence, Radboud University Medical Centre, Nijmegen, the Netherlands. For all tests, a P value of <.05 was considered significant.

Results

Patient Characteristics

A total of 45 patients were included, 21 in the MSmonitor group and 24 in the control group. Demographics, characteristics of disease, level of education, degree of computer use, and degree of computed skills in both groups are presented in Table 3. There were no statistically significant differences with respect to gender, age, duration of disease, course of disease, level of education, degree of computer use, or degree of computer skills. A total of 2 patients in the MSmonitor group and 1 in the control group failed to complete the follow-up questionnaires. Hence, the data analysis set comprised 19 MSmonitor and 23 control patients.

MSmonitor Utilization

At 1 month, all 19 patients had used the Quick Scan. As not all patients started usage immediately after baseline assessment, the second and third Quick Scans were available to 11 and 7 patients, respectively, and these were used by 9 and 7 of them, respectively. Accordingly, the Quick Scan utilization rate was 95% (35/37). The MSIP was used by 14 out of 19 patients, and the MSQoL-54 by 4 out of 5 patients to whom it was available. So, in total, the Quick Scan, MSIP, and MSQoL-54 were available 61 times and were used 53 times, resulting in a combined completion rate of 87% for these 3 components. The Activity Diary was used by 13 (68%) patients; and in these, the mean (minimum, maximum) number of days of usage was 12 (1, 44). In all, the completion frequencies of Quick Scan, MSIP, and MSQoL-54, and the percentage of patients using the Activities Diary, resulted in an overall utilization rate of 83% of the MSmonitor components.
The Medication and Adherence Inventory part of the first Quick Scan showed that 10 of the 19 patients used a DMD and that 2 patients had missed 1 and 2 doses, respectively, in the preceding month. Moreover, all patients completed the first Quick Scan, whereas patients who also used the Activity Diary completed the second Quick Scan more frequently than those who did not use the Activity Diary (8/11 vs 1/8).

**Empowerment Outcomes**

The mean, SD, minimum, and maximum values of the various outcome scores at baseline and at follow-up are presented in Table 4.

In the MSmonitor group, scores remained unchanged for MSSES control, MSSES function, IPA limitations, IPA problems, PIH coping, PIH recognition and management of symptoms, and PIH adherence to treatment. The mean PIH knowledge score decreased, suggesting an improvement. In the control group, all scores were unchanged.

**Discussion**

**Principal Findings**

We conducted a quasi-experimental study in first-time users of MSmonitor to explore the program’s early effects on empowerment and found that at 4 months’ follow-up, self-efficacy, participation, autonomy, and self-management did not change, whereas knowledge had increased. The increase in the PIH knowledge score was about 0.9 SD baseline, which suggests that the change was clinically meaningful and can therefore be qualified as an improvement. It is, however, not sure to what degree the better knowledge results from the utilization of MSmonitor because at the time of the study, the program had not included an information function with links to websites of patient organizations and health care organizations.

In all, our findings suggest that early improvement of patient empowerment is unlikely to occur after starting MSmonitor. This result is clinically relevant as it may be communicated to first-time users to prevent them from having unrealistic expectations about the program’s effects. Similarly, health care professionals should not expect their patients to have a better control of their situation, increased participation in care processes, or improved self-management in the short term [3,8,9]. A lack of utilization is unlikely to explain the unchanged empowerment outcomes, as the program’s utilization was high; the overall rate being 83%.

An additional finding was the association between the completion of the Quick Scan and the use of the Activity Diary. Although all patients completed the first Quick Scan, those who also used the Activity Diary evidently completed the second Quick Scan more frequently. This suggests a substantial relationship between repeated self-assessments of fatigue and HRQoL on the one hand and the documentation of activities and resting periods on the other hand and is in agreement with the hypothesis on the role of the program in self-management of fatigue. It may therefore be promising for future research on the effects of MSmonitor to focus on medium- to long-term changes in fatigue and on how patients self-manage their fatigue.

**Limitations**

The study has several limitations. First, the sample size, and therefore the chance of achieving statistically significant results, was rather low. Nevertheless, it may have been large enough to detect clinically relevant changes, as is suggested by the improved PIH knowledge score. Second, the study group was heterogeneous. Self-management perspectives and goals may differ between relapsing remitting, secondary progressive, and primary progressive patients. Moreover, the failure to detect a change in the PIH adherence to treatment score may relate to the fact that 9 of the 19 patients were not treated with a DMD.

---

**Table 4.** Mean (SD) and minimum-maximum values of Multiple Sclerosis Self-Efficacy Scale, Impact on Participation and Autonomy, and Partners In Health scores at baseline and at follow-up in the MSmonitor and control groups.

<table>
<thead>
<tr>
<th>Empowerment aspects</th>
<th>MSmonitor (n=19)</th>
<th>Control (n=23)</th>
<th>P value</th>
<th>MSmonitor (n=19)</th>
<th>Control (n=23)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, mean (SD); minimum-maximum</td>
<td>4 months, mean (SD); minimum-maximum</td>
<td></td>
<td>Baseline, mean (SD); minimum-maximum</td>
<td>4 months, mean (SD); minimum-maximum</td>
<td></td>
</tr>
<tr>
<td>MSSES control</td>
<td>59.8 (19.0), 20.0-87.8</td>
<td>63.4 (17.7), 32.2-94.4</td>
<td>.19</td>
<td>55.3 (19.5), 25.6-96.7</td>
<td>53.7 (20.8), 22.2-91.1</td>
<td>.40</td>
</tr>
<tr>
<td>MSSES function</td>
<td>72.4 (22.4), 28.9-100</td>
<td>73.5 (21.8), 30.0-100</td>
<td>.62</td>
<td>67.8 (24.3), 21.3-100</td>
<td>66.5 (23.5), 26.7-100</td>
<td>.17</td>
</tr>
<tr>
<td>IPA limitations</td>
<td>2.8 (0.4), 1.7-3.6</td>
<td>2.7 (0.6), 1.6-3.7</td>
<td>.26</td>
<td>2.6 (0.7), 1.1-4.0</td>
<td>2.6 (0.6), 1.5-3.9</td>
<td>.28</td>
</tr>
<tr>
<td>IPA problems</td>
<td>0.71 (0.36), 0.00-1.71</td>
<td>0.79 (0.48), 0.00-1.86</td>
<td>.40</td>
<td>0.97 (0.35), 0.22-1.71</td>
<td>0.85 (0.35), 0.00-1.43</td>
<td>.25</td>
</tr>
<tr>
<td>PIH coping</td>
<td>19.2 (3.3), 13.0-24.0</td>
<td>18.9 (4.8), 4.0-24.0</td>
<td>.73</td>
<td>18.6 (3.9), 8.0-24.0</td>
<td>18.9 (3.2), 12.0-24.0</td>
<td>.76</td>
</tr>
<tr>
<td>PIH symptoms</td>
<td>21.9 (1.2), 20.0-24.0</td>
<td>21.6 (2.3), 16.0-24.0</td>
<td>.52</td>
<td>20.8 (2.2), 16.0-24.0</td>
<td>20.9 (2.6), 13.0-24.0</td>
<td>.87</td>
</tr>
<tr>
<td>PIH adherence</td>
<td>15.1 (1.4), 11.0-16.0</td>
<td>14.9 (2.2), 8.0-16.0</td>
<td>.80</td>
<td>14.8 (1.4), 12.0-16.0</td>
<td>14.6 (2.3), 7.0-16</td>
<td>.34</td>
</tr>
<tr>
<td>PIH knowledge</td>
<td>28.7 (2.0), 25.0-32.0</td>
<td>27.8 (1.7), 24.0-30.0</td>
<td>.02</td>
<td>27.7 (3.4), 21.0-31.0</td>
<td>28.7 (2.2), 24.0-32</td>
<td>.24</td>
</tr>
</tbody>
</table>

*a*MSSES: Multiple Sclerosis Self-Efficacy Scale.  
*b*IPA: Impact on Participation and Autonomy.  
*c*PIH: Partners In Health.
whereas only 2 of the DMD-treated patients reported (a low number of) missed doses [45]. Actually, the low incidence of DMD treatment in our patients may be explained by the fact that 1 out of 4 had progressive MS, and that in general 1 out of 4 patients with relapsing-remitting MS is not treated with a DMD [45]. Third, we included 5 patients in the MSmonitor group with reportedly low computer skills and 1 patient with reportedly no such skills, without offering them further training or education. This may have prevented these patients from optimally using the program. Moreover, owing to financial restrictions, the technology was introduced to patients and health care professionals in a single introductory session, without further staff training or education of patients; the absence of an optimal embedding in the daily life of patients and practices of health care providers may have negatively influenced the occurrence of short-term effects. Fourth, patient involvement in the developing process of MSmonitor consisted of receiving patient feedback on a continuous basis via the program’s helpdesk and by means of meetings in the hospitals where the program was implemented. However, there were no cocreation sessions or focus group meetings, and this may be considered a limitation. Fifth, the study was not randomized. The fact that it was the participants who decided which group to join may have biased their reporting. As, however, both groups failed to show changes at follow-up (except for knowledge in the MSmonitor group), this limitation seems of minor importance. Finally, some aspects of empowerment were not covered by the questionnaires, such as support and patient-provider interaction [46,47].

Comparison With Prior Work
Few studies have investigated the effect of Web-based self-management and care programs on empowerment in patients with MS, and the results are ambiguous. In a 6-month uncontrolled study (n=31) on the perceived benefits of Web-based MS-related patient-reported outcome collection, nearly 52% of the participants reported improved understanding of their disease [48]. Similarly, in a survey among MSmonitor users (n=55), 46% reported that their insight into symptoms and disabilities had increased since the use of the program [24]. On the other hand, in a 12-month randomized controlled trial (n=206), the expansion of an electronic MS health record with a self-monitoring and self-management system did not result in improved self-efficacy or symptoms [13]. Combined with the findings of this 4-month quasi-experimental study, the available data suggest that patient empowerment is not necessarily affected by the use of MS-related Web-based self-management and care programs.

Notably, self-management is a major issue for patients with MS. A recent study showed that positive expectations about the helpfulness for self-management is an important predictor for the acceptance of MS-related apps [49]. Actually, 26% of the available MS-related apps have been designed for self-management purposes [50]. On the other hand, a recent review showed that the available MS apps fail to sufficiently meet the needs and demands of patients [51]. Although education and personal data management were the frequently included features, remote monitoring and fatigue management were often not present [51], despite the fact that fatigue management functions in mobile health solutions are important to patients with MS [52]. So, it seems that because of its fatigue management, monitoring and—recently added—information functions, MSmonitor compares favorably with the majority of MS apps [52].

The program’s overall utilization rate was 83%, whereas in a previous survey among all MSmonitor users, the most frequently used components Medication and Adherence Inventory, Activity Diary, and MSIP were used by 55%, 47%, and 40% of the respondents, respectively [23]. It is known that long-term Web-based self-monitoring in patients with MS is hampered by a declining adherence, both in regular care and in direct-to-patient research settings [48,53]. Thus, in a 6-month study (n=31) with monthly completion of 5 questionnaires, it was found that all questionnaires were completed less frequently in the second 3 months [48]. Interestingly, a recent study suggests that continuous communication with patients may promote the continued use of digital data collection tools [54]. Moreover, adaptation of digital self-monitoring tools to patients’ personal situation, giving guidance to increase the value of their data, and integration of digital self-monitoring into treatment plans might also increase the adherence of patients with MS to Web-based programs and apps [55].

Finally, a recent review identified over 100 MS-related apps, but in none was evidence found in the literature on evaluation of the effects [50]. This may be worrisome, as the widespread implementation and utilization of MS-related Web-based programs, including mobile apps, will most likely depend on whether convincing evidence can be obtained regarding their effectiveness and cost-effectiveness [50]. Owing to limited resources, it is unlikely that all available tools will be evaluated in randomized controlled trials [56]. Moreover, the external validity of trial results is not self-evident, given that patient preferences may differ between regions or countries and preferences may change over time and the ongoing development of the tools. Therefore, prospective observational studies in real-world settings and retrospective studies using large databases are increasingly being considered as alternatives for obtaining actionable data [56,57].

Conclusions
In a quasi-experimental study, we investigated short-term changes in empowerment in patients with MS who started using the Web-based program MSmonitor. At 4 months, self-efficacy, participation, autonomy, coping, recognition and management of symptoms, and adherence to treatment did not change. The utilization rate of the program’s components was high. Our findings suggest that it may not be justified for first-time users of MSmonitor and their health care providers to expect a short-term improvement in empowerment. Immediate effects might be realized by better informing patients about the option to give the multidisciplinary team access to their data, as this may influence treatment decisions and care at short notice. It may well be that the program becomes effective in the medium to long term because of patients becoming increasingly familiar with the various components and their possibilities. A better adjustment of the program to the expectations and wishes of patients—in terms of content, personalization, and integration
into treatment plans—is expected to also enhance empowerment [55].
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Abstract

Background: Smartphone apps for smoking cessation could offer easily accessible, highly tailored, intensive interventions at a fraction of the cost of traditional counseling. Although there are hundreds of publicly available smoking cessation apps, few have been empirically evaluated using a randomized controlled trial (RCT) design. The Smart-Treatment (Smart-T2) app is a just-in-time adaptive intervention that uses ecological momentary assessments (EMAs) to assess the risk for imminent smoking lapse and tailors treatment messages based on the risk of lapse and reported symptoms.

Objective: This 3-armed pilot RCT aimed to determine the feasibility and preliminary efficacy of an automated smartphone-based smoking cessation intervention (Smart-T2) relative to standard in-person smoking cessation clinic care and the National Cancer Institute’s free smoking cessation app, QuitGuide.

Methods: Adult smokers who attended a clinic-based tobacco cessation program were randomized into groups and followed for 13 weeks (1 week prequitting through 12 weeks postquitting). All study participants received nicotine patches and gum and were asked to complete EMAs five times a day on study-provided smartphones for 5 weeks. Participants in the Smart-T2 group received tailored treatment messages after the completion of each EMA. Both Smart-T2 and QuitGuide apps offer on-demand smoking cessation treatment.

Results: Of 81 participants, 41 (50%) were women and 55 (68%) were white. On average, participants were aged 49.6 years and smoked 22.4 cigarettes per day at baseline. A total of 17% (14/81) of participants were biochemically confirmed 7-day point prevalence abstinent at 12 weeks postquitting (Smart-T2: 6/27, 22%, QuitGuide: 4/27, 15%, and usual care: 4/27, 15%), with no significant differences across groups (P>.05). Participants in the Smart-T2 group rated the app positively, with most participants agreeing that they can rely on the app to help them quit smoking, and endorsed the belief that the app would help them stay quit, and these responses were not significantly different from the ratings given by participants in the usual care group.

Conclusions: Dynamic smartphone apps that tailor intervention content in real time may increase user engagement and exposure to treatment-related materials. The results of this pilot RCT suggest that smartphone-based smoking cessation treatments may be capable of providing similar outcomes to traditional, in-person counseling.

Trial Registration: ClinicalTrials.gov NCT02930200; https://clinicaltrials.gov/show/NCT02930200

(J Med Internet Res 2020;22(3):e16907) doi:10.2196/16907

KEYWORDS
smartphones; mobile phones; smoking cessation; just-in-time adaptive intervention; mHealth
Introduction

Background

Although a majority of cigarette smokers are interested in quitting, very few use evidence-based cessation treatments [1]. Best practice guidelines for treating tobacco use and dependence suggest that a combination of counseling and medication is most effective for smoking cessation [2]; however, only 25% of US adult cigarette smokers reported using nicotine patches or gum during their most recent quit attempt, and only 15% sought help from a doctor or other health professional [3]. Smokers have reported a number of barriers to accessing tobacco cessation counseling, including the lack of time, transportation issues, and cost [4,5]. These barriers may be even more burdensome among individuals of a lower socioeconomic status (SES), who have higher rates of tobacco use and are less likely to quit despite similar numbers of quit attempts as those of a higher SES [6,7]. Therefore, improving access to smoking cessation interventions is an important step toward reducing smoking-related health disparities.

Mobile technology has enormous potential to overcome many of the barriers that have hampered the use of other empirically supported smoking cessation treatments among lower SES individuals [8,9]. Smartphone ownership is widespread; 81% of US adults overall and 71% of adults with annual household incomes less than US $30,000 reported owning a smartphone in 2019 [10]. Smartphone apps could offer easily accessible, highly tailored, intensive interventions at a fraction of the cost of traditional smoking cessation counseling [11]. A recent systematic review found that technology-based cessation interventions increased cessation rates compared with standard self-help treatments and produced comparable cessation outcomes among disadvantaged and nondisadvantaged groups [12].

Although there are hundreds of publicly available smoking cessation apps, a few have been empirically evaluated using a randomized controlled trial (RCT) design. In a content analysis of 252 available iPhone and Android apps for smoking cessation, Abroms et al [13] found that very few apps adhered to proven strategies for smoking cessation (eg, suggesting the use of effective medications, connecting to quit lines or clinics) [13]. QuitGuide is a free smartphone app developed by the Tobacco Control Research Branch at the National Cancer Institute (NCI) and based on content from Smokefree.gov [14]. Unlike most available apps, QuitGuide’s content adheres to established clinical practice guidelines [2] and includes features such as motivational messages to encourage users to make a quit attempt and detailed information about medications. To date, only one study has examined the efficacy of the QuitGuide app. Bricker et al [15] compared QuitGuide with a smartphone-delivered Acceptance and Commitment Therapy–based app (SmartQuit) in an RCT. The overall self-reported quit rate for participants who were randomized to QuitGuide was 8% compared with 13% for SmartQuit. Thus, there appears to be much room for improvement in phone-based treatments.

In addition to its ability to expand the reach of smoking cessation interventions, mobile technology also allows researchers to examine the dynamic nature of smoking relapse in greater detail than previously possible. Ecological momentary assessment (EMA), in which mobile devices are used to capture moment to moment experiences, allows for the measurement of phenomena in real time within natural settings [16,17]. Using EMA, it is possible to understand the patterns of affect, environment, and social context that individuals experience when undergoing a quit attempt [18]. Although EMA utilizes self-reports, recall bias is greatly reduced by the frequency of measurement, and data are collected in natural contexts rather than laboratory-based settings [19]. A number of factors and cues have been found to be associated with smoking lapse, including urge to smoke [20,21], proximity to others smoking [22], proximity to tobacco retail outlets [23,24], and stress [25-27]. Furthermore, real-time reports of smoking lapse contexts suggest that most lapse episodes occur within minutes of the onset of a craving [28].

Just-in-Time Adaptive Interventions

A recent model for addressing dynamic health behaviors such as smoking lapse is the just-in-time adaptive intervention (JITAI) [29]. JITAs aim to address moments of vulnerability for unhealthy behaviors (such as high-risk situations) by providing support in real time through mobile technology [30]. JITAs have been used to target a wide variety of health behaviors, including physical activity [31,32], eating behavior [33], and substance use [34,35]. Although JITAs for smoking cessation are relatively new, a few studies have shown initial promise. McClure et al [36] found that a mobile intervention that combined self-help content and adaptively tailored advice for managing medication side effects and nicotine withdrawal symptoms was feasible and acceptable among a group of smokers who were ready to quit. Naughton et al [37] demonstrated the feasibility of using geolocation data to trigger support messages to prevent smoking. Using EMA data from smokers undergoing a quit attempt, Businelle et al [26] created a smoking lapse risk estimator that identified 80% of all smoking lapses within 4 hours of the lapse. The algorithm was used in a follow-up study to deliver tailored messages based on a person’s momentary risk for smoking lapse, and it was found that urges to smoke and cigarette availability were significantly reduced when tailored urge messages were delivered by the app compared with instances where other types of messages were delivered [38]. Although these JITAs show great potential for providing widely accessible, innovative treatment for smoking cessation, most JITAs remain untested. The purpose of this study was to compare, in a pilot RCT, the feasibility and preliminary effectiveness of a smartphone-delivered JITAI for smoking cessation (Smart-Treatment; Smart-T2) with the NCI QuitGuide app and usual care in-person tobacco cessation treatment.

Methods

Participants and Procedure

Individuals were screened for eligibility following a provider referral or self-referral to the Tobacco Treatment Research Program (TTRP), which is located at the University of Oklahoma Health Sciences Center (OUHSC) campus in
Oklahoma City. The TTRP offers free tobacco cessation counseling and pharmacotherapy to the public and facilitates the recruitment, screening, and enrollment of participants into research studies. Referrals are received through the electronic medical record, and via phone, the internet, fax, and word of mouth. Individuals were eligible to participate if they (1) demonstrated an English literacy level greater than the sixth grade, (2) were willing to quit smoking 7 days from their first visit, (3) were ≥18 years of age, (4) had an expired carbon monoxide (CO) level >7 ppm suggestive of current smoking, (5) reported smoking ≥5 cigarettes per day, (6) were willing and able to attend four in-person assessment sessions, and (7) had no contraindications for over-the-counter nicotine replacement therapy (NRT; ie, uncontrolled blood pressure, myocardial infarction within the past 2 weeks, or current pregnancy or plans to become pregnant during the study period). Participants were informed that the study purpose was to compare three smoking cessation treatment approaches and were provided with a detailed outline of study procedures, and written informed consent was obtained.

The study procedure was approved by the Institutional Review Board at the OUHSC. Data collection took place between May 2017 and October 2018. Participants were followed for 13 weeks (1 week prequitting through 12 weeks postquitting) and completed in-person assessments at baseline, on the quit date (1 week after baseline), and at 4- and 12-week postquit visits. All participants were provided with a smartphone (Samsung Galaxy On5) at the baseline visit, were trained to use their assigned app by the study staff, and were asked to carry the phone with them at all times. Study smartphones were used to prompt and deliver EMAs and included (1) a Call Staff function/button that automatically called study staff when/if participants had problems with the phone and (2) a Payment function/button that enabled participants to track their current level of EMA compliance and level of compensation. All data collected through the smartphone app were deidentified and encrypted. Participants were prompted to complete EMAs five times per day (four random assessments and one daily diary) for 5 weeks (1 week prequitting and 4 weeks postquitting). During the EMA period, participants were also asked to self-initiate EMAs when they had an urge to smoke or had already smoked.

Participants were compensated for attending in-person visits and for completing prompted EMAs (ie, daily diary and random EMAs). Specifically, participants received a US $30 gift card for attending and completing each of the first three postquit visits (ie, baseline, quit date, and 4 weeks) and US $50 for completing the 12-week postquit visit. At the 4-week postquit visit, participants received additional compensation based on the percentage of random and daily diary EMAs that they completed. Specifically, those who completed 50% to 74% of all prompted EMAs over the 5-week EMA period received US $50 in gift cards, those who completed 75% to 89% of prompted EMAs received US $100, and those who completed 90% or more of prompted EMAs received US $150. Participants were not compensated for completing self-initiated urge or smoking reports.

Treatment Groups
At baseline, participants were randomized into one of the following treatment groups: (1) Smart-T2 phone-based automated smoking cessation treatment, (2) NCI QuitGuide app, or (3) usual tobacco cessation clinic care (TTRP) using a simple computer-generated randomization scheme. All participants were provided with a smartphone preloaded with their assigned smoking cessation app and/or the EMA app for 5 weeks. In addition, all participants received a 2-week supply of over-the-counter NRT (ie, patches and gum) for the initial postquit period.

Smart-Treatment
The Smart-T2 app has been described in detail elsewhere [39]. Briefly, Smart-T2 is a multicomponent adjunctive smoking cessation app featuring (1) an algorithm that evaluates the current risk of smoking lapse based on EMA responses and pushes tailored messages to help participants cope, (2) a “Quit Tips” button offering cessation advice, coping strategies, and quitting benefits, (3) a “Medications” button offering information about smoking cessation medications, (4) a “Phone a Counselor” button that calls the free Oklahoma Tobacco Help Line, (5) daily treatment messages (eg, your quit date is tomorrow), and (6) a button to request additional NRT through the EMA app home screen (Figure 1).

Risk of smoking lapse was estimated in real time using a weighted lapse risk estimation formula developed by Businelle et al [26]. The formula included six variables shown to be associated with lapse, including urge to smoke, stress, recent alcohol consumption, interaction with someone smoking, motivation to quit, and cigarette availability. These lapse risk factors were weighted based on their ability to discriminate moments of high risk for lapse from moments of low risk for lapse (described in detail in a study by Businelle et al [26]). Intervention messages were delivered at the completion of every EMA. During the prequit period, participants received messages that aimed to prepare them for their upcoming quit attempt. During the postquit period, participants received automated, individually tailored messages based on their current level of risk for imminent smoking lapse and the presence of lapse triggers. When EMA responses indicated low risk for imminent smoking lapse, messages focused on maintaining abstinence motivation and general cessation advice. When EMA responses indicated high risk for imminent smoking lapse or the participant already smoked that day or the day before, or the participant indicated on their first daily assessment that they had a greater than 25% chance of smoking that day, tailored messages focused on ways to cope with current lapse risk symptoms (ie, reported during the current EMA) and were tailored to the highest rate of 4 current lapse triggers (ie, stress, smoking urge, easy access to cigarettes, and low motivation to quit). In addition, when EMA responses indicated a high risk of imminent lapse, participants received a message to chew a piece of nicotine gum to reduce their risk for lapse. When a participant indicated that they lapsed and were no longer interested in quitting smoking, messages focused on treating the lapse as a learning experience and supported a return to abstinence.
QuitGuide

The NCI’s QuitGuide app is a free smartphone app that is available through the Smokefree.gov website [14]. The QuitGuide app aims to help smokers understand their smoking patterns and develop the skills needed to quit smoking. Participants can track cravings, mood, smoking triggers, and motivations for quitting. Participants can also access features that provide information about the health consequences of smoking and quitting, smoking cessation medications, ways to handle urges to smoke, developing a multicomponent smoking cessation plan, and coping with lapse. Finally, participants have the option to schedule automated messages to be delivered when they are in a specific location or at a specific time.

Usual Care

Usual tobacco cessation treatment in the TTRP was based on established clinical practice guidelines [2] and included six weekly individual counseling sessions from 1 week before the quit date through 4 weeks postquit date. A total of five unique topics were discussed based on their relevance to the participant at each visit: (1) the impact of tobacco on health/benefits of quitting, (2) stress management strategies, (3) making positive lifestyle changes, (4) developing coping skills, and (5) relapse prevention. The counselor checked in with participants each week about the difficulties and successes they experienced and helped to plan for anticipated challenging situations. Advice and support were provided as needed. In-person counseling was provided at baseline, on the quit date, and at 4-week postquit visits, and all other counseling visits were completed either in-person or via telephone.

Measures

At baseline, participants answered demographic questions including questions on age, sex, race/ethnicity, and smoking history. On the quit date, participants were asked if they smoked “even a puff” since 10:00 PM on the night before their quit date visit. At each in-person visit following the scheduled quit date, participants were asked if they smoked “even a puff” during the past 7 days. Abstinence was verified via expired CO at each visit using a Vitalograph CO monitor. Self-reported abstinence over the specified time period and a CO reading below 6 ppm (10 ppm on the quit date) were required to be considered abstinent. Participants who did not provide biochemical confirmation of abstinence (eg, they did not attend the visit) were considered smoking. On the quit date and at 4-week postquit visits, participants also answered questions to evaluate their satisfaction with their smoking cessation counselor or assigned smoking cessation smartphone apps.

During each EMA, participants answered questions about psychological, social, and environmental factors including stress, urge to smoke, cigarette availability, motivation to quit, recent alcohol consumption, and interaction with someone smoking. Participants were asked to rate on a scale from 1 (strongly disagree) to 5 (strongly agree) if they had an urge to smoke, if they felt stressed, how easily cigarettes were available to them (1 [not at all] to 5 [easily available]), if they were motivated to avoid smoking (1 [strongly agree] to 5 [strongly disagree]),
whether they were interacting with anyone who was smoking (yes/no), and whether they drank alcohol in the last hour (yes/no). Participants were also asked to report the likelihood that they would “smoke between now and the end of the day.” During daily diary EMAs, participants were asked to report on behaviors and their environment the prior day (e.g., how many pieces of nicotine gum they chewed [0 to 8 or more], how many hours that they wore a nicotine patch [I did not wear the patch at all to I wore the patch for at least 22-24 hours], and the number of alcoholic drinks [0 to 8 or more]). Nicotine patch wear time was recoded as a continuous variable by selecting the middle time point of each category used to indicate the period of daily patch wear time (i.e., “I did not wear it at all”=0 hours, “Less than 3 hours”=2 hours, “4-6 hours”=5 hours, etc).

**Data Analysis**

Descriptive statistics were used to summarize participant demographics and engagement with the smartphone app. Comparisons between groups were made using chi-square tests or analyses of variance with a Fisher least significant difference post hoc test, as appropriate. All analyses were conducted in IBM SPSS version 26.

**Results**

**Participants**

A total of 98 individuals were assessed for eligibility. Of those, 84 were eligible and consented to participate in the study. Subsequently, 3 individuals dropped out of the study before the baseline visit was completed, and thus all analyses included the remaining 81 participants (Figure 2). Participants were 51% (41/81) women, were mostly white (55/81, 68%), were on average aged 49.6 years, and smoked, on average, 22.4 cigarettes per day at baseline (Table 1). Over the course of the study, 27 participants either withdrew (i.e., discontinued participation in the study) or were lost to follow-up (Figure 2). The average age was significantly different across treatment groups ($P<.007$); however, there were no other significant differences in other demographic variables, withdrawal, or loss to follow-up across groups (all $P$ values $>.05$).

**Figure 2.** Consolidated Standards of Reporting Trials diagram. CO: carbon monoxide.
### Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=81)</th>
<th>Usual care (n=27)</th>
<th>QuitGuide (n=27)</th>
<th>Smart-Treatment (n=27)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.6 (11.9)</td>
<td>51.3 (10.1)</td>
<td>44.0 (12.6)</td>
<td>53.6 (11.1)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>41 (50)</td>
<td>12 (44)</td>
<td>16 (59)</td>
<td>13 (48)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>55 (67)</td>
<td>18 (66)</td>
<td>19 (70)</td>
<td>18 (66)</td>
</tr>
<tr>
<td>Black</td>
<td>14 (17)</td>
<td>6 (22)</td>
<td>6 (22)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (14)</td>
<td>3 (11)</td>
<td>2 (7)</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Annual household income (&lt;US $30,000), n (%)</td>
<td>40 (49)</td>
<td>15 (55)</td>
<td>14 (51)</td>
<td>11 (40)</td>
</tr>
<tr>
<td>Cigarettes smoked per day at baseline, mean (SD)</td>
<td>22.4 (12.6)</td>
<td>21.7 (13.0)</td>
<td>22.9 (14.9)</td>
<td>22.7 (10.0)</td>
</tr>
<tr>
<td>Withdrew or lost to follow-up, n (%)</td>
<td>27 (33)</td>
<td>12 (44)</td>
<td>8 (29)</td>
<td>7 (25)</td>
</tr>
</tbody>
</table>

aValues 51.3 (10.1) and 53.6 (11.1) are not significantly different from each other but the value 44.0 (12.6) is significantly different from both at the P<.05 level.

### Ecological Momentary Assessment Completion and Treatment Engagement

Over the study period, participants completed a total of 2384 prompted daily diary and 7688 prompted random EMAs, with an overall compliance rate of 84.0%. Participants self-initiated 3253 EMAs, including reporting cigarette smoking in the prequit period, and lapse and urge to smoke in the postquit period. Compliance with prompted EMAs did not significantly differ across treatment groups. Most phones (72/81, 89%) were returned undamaged. In the usual care group, participants received an average of 3.8 counseling sessions (range 1-6 sessions).

### Smart-Treatment

Among the 27 participants in the Smart-T2 group, 14 participants (52%) accessed the on-demand medication tips, and 20 (74%) participants accessed the on-demand quit tips. Once a participant selected a specific category of message, they could click “next” to view multiple messages within that category. The most frequently selected tip types were “Coping with Others Smoking” and “Harms of Smoking” (selected an average of 2.0 times during the intervention period), followed by “Coping with Mood” (selected an average of 1.8 times), and “Medication: Nicotine Gum” (selected an average of 1.5 times). On average, participants viewed the most messages within “Coping with Others Smoking” (mean 60.0 messages, SD 7.1), “General Quitting Advice” (mean 58.3 messages, SD 50.2), and “Harms of Smoking” (mean 42.0 messages, SD 26.1). The number of on-demand tips accessed varied over time (Figure 3) with the majority of tips viewed on days 1 and 2 of the study and declining on day 3. There was a sharp increase in the number of tips viewed on day 6 (the day before the scheduled quit day) as well as day 9 (2 days into the quit attempt).

A total of 66% (18/27) of participants in the Smart-T2 group used the Order NRT button to request a refill of NRT and 40% (11/27) of participants used the Call counselor button to reach the Oklahoma Tobacco Cessation Helpline, for an average of 2.2 button pushes during the 5-week EMA period. During the course of the intervention, a total of 3873 messages were delivered to participants in the Smart-T2 group. Each Smart-T2 participant received 145 treatment messages on average during the study. Of the high-risk tailored messages delivered, a majority (869/1638, 53.05%) were related to easy cigarette availability, followed by urge to smoke (630/1638, 38.46%), motivation to quit (65/1638, 5.19%), and stress (54/1638, 3.30%). Figure 4 shows the distribution of tailored messages over the course of the postquit period.
QuitGuide
Among the participants in the QuitGuide treatment group, 78% (21/27) of participants opened the app at an average of 9.9 times (SD 7.4) and interacted with the application for an average of 10.6 days (SD 4.8; range 2-20 days) during the 5-week EMA period. Within each day interacting with QuitGuide, participants completed an average of 5.5 actions (ie, a unique button press that initiates an app feature, eg, opening the journal; SD 5.9; range 1-32 actions). Over the study period, 59% (16/27) of participants used the Manage my Mood feature at an average of 3.0 times, 33% (9/27) of participants accessed the How to Quit feature at an average of 2.1 times, and 41% (11/27) of participants used the journal at an average of 1.7 times. Only 4 participants used the Location Help feature, which allowed them to tag a location in which they would receive a message to prevent lapse or to cope with craving to smoke. In addition, only 2 participants used the Share my Stats feature to share their progress on social media.

Smoking Cessation Outcomes
A total of 26% (21/81) of participants were confirmed abstinent (ie, 7-day point prevalence, intent to treat) at 4 weeks postquitting (Smart-T2: 6/27, 22%, QuitGuide: 7/27, 26%, usual care: 8/27, 30%), and 17% (14/81) participants were confirmed abstinent at 12 weeks postquitting (Smart-T2: 6/27, 22%, QuitGuide: 4/27, 15%, usual care: 4/27, 15%). There were no significant differences in smoking abstinence across treatment groups at any time point.
Nicotine Replacement Therapy Utilization

On each daily diary, participants reported the number of pieces of gum that they chewed and the number of hours that they wore a nicotine patch the previous day. On average, participants reported chewing 5.1 pieces of gum each day (SD 2.5; range 0-8 or more) and wearing a nicotine patch for an average of 19.4 hours each day (SD 5.6; range=0-23). There were no significant differences in the number of pieces of gum chewed or patch wear time across treatment groups. Within the Smart-T2 group, when the risk for lapse was high, participants also received a message stating, “Chewing a piece of nicotine gum right now may reduce your risk for smoking. Will you chew a piece of nicotine gum right now?” The nicotine gum message was delivered 861 times, 31.9 times per participant on average (SD 44.0). Participants responded “yes,” that they would chew a piece a gum in 65.2% of cases.

Treatment Satisfaction

Across all three groups, a majority of participants agreed or strongly agreed with the statements, “I can rely on my (treatment) to provide guidance that will help me to quit smoking and stay quit” (46/65, 70.8%) and “I believe that my [treatment] will help me to quit smoking and stay quit” (45/65, 69.2%. The mean response on a scale from 1 (strongly disagree) to 5 (strongly agree) for both questions was significantly higher in the usual care group compared with the QuitGuide group, but not significantly different from the mean Smart-T2 group response (Table 2). Participants in the usual care group reported a significantly higher mean response agreeing with the statement, “I feel that my [treatment] provides smoking cessation treatment that is personalized to my specific needs,” compared with both the QuitGuide and Smart-T2 groups. Participants in both the usual care and Smart-T2 groups reported significantly higher average responses (ie, strongly agreeing, agreeing) to the statements, “My [treatment] knows how to help me quit smoking” and “I believe I can depend on my [treatment],” and reported significantly lower mean responses (ie, strongly disagreeing, disagreeing) to the question, “Do you find the smartphone application to be annoying?” (Table 2).
Table 2. Treatment satisfaction and app perceptions at week 4 postquit.

<table>
<thead>
<tr>
<th>Treatment group</th>
<th>Value, mean (SD)</th>
<th>SE</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I can rely on my treatment to provide guidance that will help me to quit smoking and stay quit</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usual Care (n=21)</td>
<td>4.33&lt;sup&gt;a&lt;/sup&gt; (0.66)</td>
<td>0.14</td>
<td>3.34 (2.62)</td>
<td>.04</td>
</tr>
<tr>
<td>QuitGuide (n=22)</td>
<td>3.59&lt;sup&gt;b&lt;/sup&gt; (1.14)</td>
<td>0.24</td>
<td>3.34 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Smart-T2&lt;sup&gt;a&lt;/sup&gt; (n=22)</td>
<td>3.95&lt;sup&gt;a,b&lt;/sup&gt; (0.95)</td>
<td>0.20</td>
<td>3.34 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Total (N=65)</td>
<td>3.95 (0.98)</td>
<td>0.12</td>
<td>3.34 (2.62)</td>
<td></td>
</tr>
<tr>
<td><strong>I feel that my treatment provides smoking cessation treatment that is personalized to my specific needs</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Usual Care (n=21)</td>
<td>4.33&lt;sup&gt;a&lt;/sup&gt; (0.66)</td>
<td>0.14</td>
<td>5.45 (2.62)</td>
<td></td>
</tr>
<tr>
<td>QuitGuide (n=22)</td>
<td>3.59&lt;sup&gt;b&lt;/sup&gt; (1.05)</td>
<td>0.23</td>
<td>5.45 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Smart-T2 (n=22)</td>
<td>3.55&lt;sup&gt;b&lt;/sup&gt; (0.86)</td>
<td>0.18</td>
<td>5.45 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Total (N=65)</td>
<td>3.82 (0.93)</td>
<td>0.12</td>
<td>5.45 (2.62)</td>
<td></td>
</tr>
<tr>
<td><strong>I believe that my treatment will help me to quit smoking and stay quit</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Usual Care (n=21)</td>
<td>4.33&lt;sup&gt;a&lt;/sup&gt; (0.80)</td>
<td>0.17</td>
<td>3.52 (2.62)</td>
<td></td>
</tr>
<tr>
<td>QuitGuide (n=22)</td>
<td>3.64&lt;sup&gt;b&lt;/sup&gt; (1.05)</td>
<td>0.22</td>
<td>3.52 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Smart-T2 (n=22)</td>
<td>4.09&lt;sup&gt;a,b&lt;/sup&gt; (0.75)</td>
<td>0.16</td>
<td>3.52 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Total (N=65)</td>
<td>4.02 (0.91)</td>
<td>0.11</td>
<td>3.52 (2.62)</td>
<td></td>
</tr>
<tr>
<td><strong>My treatment knows how to help me to quit smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Usual Care (n=21)</td>
<td>4.29&lt;sup&gt;a&lt;/sup&gt; (0.78)</td>
<td>0.17</td>
<td>4.23 (2.62)</td>
<td></td>
</tr>
<tr>
<td>QuitGuide (n=22)</td>
<td>3.59&lt;sup&gt;b&lt;/sup&gt; (1.10)</td>
<td>0.23</td>
<td>4.23 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Smart-T2 (n=22)</td>
<td>4.23&lt;sup&gt;a&lt;/sup&gt; (0.69)</td>
<td>0.15</td>
<td>4.23 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Total (N=65)</td>
<td>4.03 (0.92)</td>
<td>0.11</td>
<td>4.23 (2.62)</td>
<td></td>
</tr>
<tr>
<td><strong>I believe I can depend on my treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usual Care (n=21)</td>
<td>4.33&lt;sup&gt;a&lt;/sup&gt; (0.80)</td>
<td>0.17</td>
<td>7.48 (2.62)</td>
<td></td>
</tr>
<tr>
<td>QuitGuide (n=22)</td>
<td>3.27&lt;sup&gt;b&lt;/sup&gt; (1.24)</td>
<td>0.27</td>
<td>7.48 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Smart-T2 (n=22)</td>
<td>4.05&lt;sup&gt;a&lt;/sup&gt; (0.65)</td>
<td>0.14</td>
<td>7.48 (2.62)</td>
<td></td>
</tr>
<tr>
<td>Total (N=65)</td>
<td>3.88 (1.02)</td>
<td>0.13</td>
<td>7.48 (2.62)</td>
<td></td>
</tr>
<tr>
<td><strong>Do you find the smartphone application to be annoying?</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Usual Care (n=22)</td>
<td>2.45&lt;sup&gt;a&lt;/sup&gt; (1.37)</td>
<td>0.29</td>
<td>5.11 (2.63)</td>
<td></td>
</tr>
<tr>
<td>QuitGuide (n=22)</td>
<td>3.41&lt;sup&gt;b&lt;/sup&gt; (1.40)</td>
<td>0.30</td>
<td>5.11 (2.63)</td>
<td></td>
</tr>
<tr>
<td>Smart-T2 (n=22)</td>
<td>2.23&lt;sup&gt;a&lt;/sup&gt; (1.11)</td>
<td>0.24</td>
<td>5.11 (2.63)</td>
<td></td>
</tr>
<tr>
<td>Total (N=66)</td>
<td>2.70 (1.38)</td>
<td>0.17</td>
<td>5.11 (2.63)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> All scales rated from 1=strongly disagree to 5=strongly agree.

<sup>b</sup> Pairwise comparisons are indicated with a superscript. Values that do not share a letter are significantly different at the P<.05 level.

**Discussion**

**Principal Findings**

This study demonstrates the feasibility and acceptability of Smart-T2, a smartphone-based, JITAI for smoking cessation. Participants across all three treatment groups (ie, Smart-T2, QuitGuide, and usual care) were largely compliant with the EMA protocol, and a majority of participants in the Smart-T2 group engaged with on-demand treatment content and utilized the app to order additional NRT. Although the study was not powered to detect significant differences in smoking cessation outcomes or NRT use across the three treatment groups, the results of this pilot RCT suggest that smartphone-based smoking cessation treatments may be capable of providing similar outcomes to traditional, in-person counseling. Participants in the Smart-T2 group rated the app positively, with most participants agreeing that they can rely on the app to help them...
quit smoking and endorsed the belief that the app would help them stay quit, and these responses were not significantly different from the ratings given by participants in the usual care group.

**Treatment Engagement**

Engagement with digital behavior change interventions has been defined as “the extent (e.g., amount, frequency, duration, depth) of usage and a subjective experience characterized by attention, interest, and affect” [40]. Research has demonstrated that engagement with smoking cessation apps is typically low [41]. For example, Zbikowski et al [41] tracked program utilization for an integrated phone and Web-based tobacco cessation program and found that of 11,143 participants, users logged into an app at an average of 1 to 2 times and completed an average of 2 to 2.5 counseling calls. In the Smart-T2 group, participants consistently engaged with the EMAs for the duration of the study period, and most participants engaged with the on-demand content at least once. In this study, engagement with the QuitGuide app was lower compared with the Bricker et al [15] trial wherein participants self-reported opening the app at an average of 15.2 times compared with an average of 9.9 times in this study. However, it is worth noting that participants assigned to the QuitGuide intervention arm in this study had to manage two separate apps (the QuitGuide app and the EMA app) to access intervention content and complete EMAs, whereas those in the Smart-T2 intervention were reminded about the on-demand content because the home screen was displayed at the completion of each EMA. In addition, participants in Bricker et al [15] self-reported the number of times they opened the app, whereas engagement statistics in this study were objectively recorded in the QuitGuide app and exported.

Within the Smart-T2 group, participants accessed the most messages within the “General Quitting Advice” and “Coping with Others Smoking” categories, on average. The fact that participants were drawn to the general quitting advice category may suggest that many participants were seeking general coping strategies to aid their cessation attempt. However, the high number of tips viewed from the “Coping with Others Smoking” category is consistent with the fact that a majority of automated, tailored messages delivered were related to easy cigarette availability. Over the course of the study, most on-demand tips were viewed within the first 2 days of the prequit period, and on the second and third days of the postquit period. This pattern may suggest that participants desire greater treatment content in the first few days after downloading an app and in the immediate period after the quit date, or that participants were initially curious about treatment content and then lost interest over time. Future interventions could examine if having tips or treatment content that becomes available over time is associated with a more consistent pattern of engagement for the duration of treatment compared with on-demand content that is available all at once.

**Treatment Satisfaction**

Participant treatment satisfaction in this pilot study may also have implications for future mobile smoking cessation interventions. Participants in the Smart-T2 group and usual care groups found the EMA app significantly less “annoying” compared with those in the QuitGuide group. A possible explanation is that participants in the Smart-T2 group were receiving tailored treatment content at the end of each EMA, whereas participants in the QuitGuide group only received smoking cessation treatment through a separate app. Repeated surveys during the day can be burdensome; however, participants may find the surveys more useful if they know that they are driving the delivery of content that is specifically relevant to their current socioenvironmental context. Across a range of health behaviors, tailored treatments have been shown to be superior to the more commonly used “one-size-fits-all” treatment approach [42-45]. This study further illustrates that dynamically tailored content enhances participant engagement and may increase acceptability of smartphone-based cessation interventions.

It is promising that both app-based interventions (Smart-T2 and QuitGuide) performed at least as well as the traditional, in-person counseling in terms of response rates, loss to follow-up, participant perceptions of the treatment, and engagement. The patterns of engagement and the participant perceptions of the intervention are consistent with findings in the literature. For example, Oliver et al [46] surveyed 224 daily cigarette smokers and asked them to describe the utility of features within smartphone apps for smoking cessation. Features that were rated as most important included gain-framed messages such as “tells me how much my health is improving each day that I don’t smoke” as well as “develops a personalized quit plan for me” and “helps me track my stress and craving levels.” Participants in both the QuitGuide and the Smart-T2 intervention groups interacted most frequently with features that offered general quitting advice, as well as features that helped manage their stress and mood. Both the QuitGuide and the Smart-T2 intervention groups provided tailored treatment with smoking cessation advice with either a personalized quit plan (i.e., QuitGuide), or specific coping strategies to deal with the smoking triggers reported by participants in the moment (i.e., Smart-T2).

**Smoking Cessation Outcomes**

Although there has been a proliferation of smartphone-based smoking cessation interventions, very few RCTs have been conducted to test the efficacy of these interventions. A recent review of mobile applications for the treatment of tobacco use and dependence [47] found that only four well-powered studies have tested efficacy or effectiveness of smoking cessation apps, with abstinence rates ranging from 0.9% to 12% at the end of the study [47]. A review of smoking cessation interventions for disadvantaged groups found a similar dearth of high-quality studies that have examined the effectiveness of technology-based smoking cessation among disadvantaged populations [12], yet there is preliminary evidence that they are effective at increasing quit rates at 1-, 3-, 6-, and 18-month follow-ups. The sample size of this pilot trial precludes the ability to make definitive conclusions about the effectiveness of this intervention; however, the current preliminary results of a 12-week biochemically confirmed quit rate of 22.2% in the Smart-T2 group and 14.8% in the QuitGuide group may suggest that combining nicotine therapy with a mobile app could improve quit rates.
To our knowledge, only one other study, Bricker et al [15], has examined the effectiveness of the QuitGuide app, with a self-reported 30-day point prevalence cessation rate of 8% at a 2-month follow-up. In contrast, 14.8% of participants in the QuitGuide group of this study were biochemically confirmed abstinent at 12 weeks postquitting. However, the studies differed in terms of the method of measuring abstinence (ie, self-reporting vs biochemical verification and completers only vs intent to treat) and in terms of treatment protocol (ie, QuitGuide participants in this study were provided with NRT); thus, it is unclear if these results will generalize to a larger, fully powered sample.

Strengths and Limitations
The strength of this study is the RCT design, which allowed for a preliminary comparison of the Smart-T2 app with in-person smoking cessation treatment and the NCI QuitGuide app that adheres to many of the recommendations of the smoking cessation clinical practice guidelines [2]. This study also has several limitations. First, the Smart-T2 app did not save the duration of counseling calls that were initiated through the app. Thus, we were unable to determine if use of the “Call Counselor” button was representative of legitimate calls to the Oklahoma Tobacco Cessation Helpline. Second, this pilot trial had a small sample size, which precludes the ability to make definitive conclusions about the effectiveness of the interventions. A future study will compare the effectiveness of the Smart-T2 app and QuitGuide intervention in a larger trial [48].

Future Directions
The Smart-T2 app and similar interventions may represent a potential way to address the substantial tobacco-related health disparities experienced by low SES smokers who may have limited access to in-person treatment. To our knowledge, no interventions to date besides our recent pilot work [39] have used EMAs to repeatedly assess current smoking lapse risk and automatically deliver tailored treatment content. This preliminary work indicates that smartphones may be used to deliver well-liked, automated, tailored, low burden, and easily accessible interventions to smokers seeking smoking cessation treatments.
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Abstract

Background: Cognitive and behavioral symptoms are the clinical hallmarks of neurocognitive disorders. Cognitive training may be offered to reduce the risks of cognitive decline and dementia and to reduce behavioral symptoms, such as apathy. Information and communication technology approaches, including serious games, can be useful in improving the playful aspect of computerized cognitive training and providing motivating solutions in elderly patients.

Objective: The objective of this study was to assess the effectiveness of employing the MeMo (Memory Motivation) Web app with regard to cognitive and behavioral symptoms in patients with neurocognitive disorders.

Methods: MeMo is a Web app that can be used on any Web browser (computer or tablet). The training activities proposed in MeMo are divided into the following two parts: memory and mental flexibility/attention. The study included 46 individuals (mean age 79.4 years) with a diagnosis of neurocognitive disorders at the Institut Claude Pompidou Memory Center in Nice. This randomized controlled study compared the evolution of cognition and behavior between patients not using MeMo (control group) and patients using MeMo (MeMo group) for 12 weeks (four sessions per week). Patients underwent memory and attention tests, as well as an apathy assessment at baseline, week 12 (end of the training period), and week 24 (12 weeks after the end of the training sessions). In addition, to assess the impact of high and low game uses, the MeMo group was divided into patients who used MeMo according to the instructions (about once every 2 days; active MeMo group) and those who used it less (nonactive MeMo group).

Results: When comparing cognitive and behavioral scores among baseline, week 12, and week 24, mixed model analysis for each cognitive and behavioral score indicated no significant interaction between testing time and group. On comparing the active MeMo group (n=9) and nonactive MeMo group (n=13), there were significant differences in two attention tests (Trial Making Test A [P=.045] and correct Digit Symbol Substitution Test items [P=.045]) and in the Apathy Inventory (AI) (P=.02). Mixed analysis (time: baseline, week 12, and week 24 x number of active days) indicated only one significant interaction for the AI score (P=.01), with a significant increase in apathy in the nonactive MeMo group.

Conclusions: This study indicates that the cognitive and behavioral efficacies of MeMo, a Web-based training app, can be observed only with regular use of the app. Improvements were observed in attention and motivation.

Trial Registration: ClinicalTrials.gov NCT04142801; https://clinicaltrials.gov/ct2/show/NCT04142801

https://www.jmir.org/2020/3/e17167
neurocognitive disorders; Alzheimer disease; cognition; motivation; apathy; intervention

Introduction

Memory, attention, and behavioral symptoms are the clinical hallmarks of neurocognitive disorders (NCDs), such as Alzheimer disease and related disorders [1]. While there is no curative treatment for major NCDs, the proactive management of modifiable risk factors can delay or slow down the onset or progression of these diseases [2]. In particular, a number of randomized controlled trials (RCTs) suggested that lifestyle-based multidomain interventions, including management of cardiovascular risk factors and cognitive training, may be feasible and effective in reducing the risk of cognitive decline in older at-risk adults [3]. Cognitive training, which refers to the guided practice of specific standardized tasks designed to enhance particular cognitive functions [4], appears to be a promising option to improve cognitive performance in older adults [5]. For this reason, the World Health Organization guidelines for risk reduction of cognitive decline and dementia indicate that cognitive training may be offered to older adults with normal cognition and with mild cognitive impairment to reduce the risks of cognitive decline and dementia [6]. However, evidence on the efficacy of cognitive training in people with cognitive decline (minor and major NCDs) is still scarce, and there is a lack of RCTs [5,7,8]. Furthermore, most existing studies only focused on the improvement of cognitive function. In NCDs, cognitive symptoms are often associated and are sometimes even preceded by behavioral symptoms, such as apathy [9]. Apathy is a multidimensional syndrome characterized by a significant reduction in goal-directed activity [10,11]. It represents the most common behavioral and psychological symptoms in people with Alzheimer disease and is often observed in Parkinson disease and other dementia-related disorders, such as vascular dementia and frontotemporal dementia [12]. Pharmacological therapies have demonstrated limited efficacy in the management of apathy associated with NCDs and neuropsychiatric conditions [13]. However, nonpharmacological treatments, including cognitive training via serious games and virtual reality, are considered promising approaches for apathy management in people with NCDs [14-16].

The use of information and communication technology (ICT) in the health domain is progressively expanding. Recently, increasing attention is being devoted to the field of NCDs, where ICT is employed to both support and improve the assessment of different functional and cognitive abilities [17-20] and to provide alternative solutions for patient stimulation and rehabilitation. Serious games are mental and physical contests that include the following three activities: “arrows” for processing speed, inhibitory control, and mental flexibility [20]; “jumping squares” for reaction anticipation and inhibitory control training. The second part involves mental flexibility/attention, which includes the following three activities: “arrows” for processing speed, inhibitory control, and mental flexibility training; “tricky cards” for working memory training; and “jumping squares” for reaction anticipation and inhibitory control training. The exercises were conceived to try to motivate people to play. Based on recommendations published by our research group [22], the exercises were designed to be adapted

Methods

Web App

MeMo is a Web app that can be used on any Web browser (computer or tablet). On a tablet, the app can be installed on the home screen to look like a native app and can be used offline. Users first create an account, so their progress can be logged in the database and visualized in the form of charts. Clinicians can create professional accounts and follow the game progression of all patients who agree to be added to their professional lists.

The app was developed in HTML5/CSS3 with PHP5/MySQL on backend.gnosis. The platform opened in April 2015. In November 2019, 9654 accounts had been created and 327,838 exercises had been performed. MeMo is accessible at the following URL: https://www.memory-motivation.org/home-2/. It is available in French and English, and an Italian version is in development.

The exercises were designed by neuropsychologists and medical doctors. Every exercise was conceived to train a specific cognitive function in order to allow personalized training according to observed deficits. The training activities proposed in MeMo are divided into two parts. The first part involves memory, which includes the following three activities: “recognition” for visual memory training, “MeMo quiz” for working memory training, and “faces” for associative memory training. The second part involves mental flexibility/attention, which includes the following three activities: “arrows” for processing speed, inhibitory control, and mental flexibility training; “tricky cards” for working memory training; and “jumping squares” for reaction anticipation and inhibitory control training. The exercises were conceived to try to motivate people to play. Based on recommendations published by our research group [22], the exercises were designed to be adapted

patients with NCDs coming for consultations to memory centers. Cognitive training is indeed indicated for some of them according to clinician judgement, but it is often difficult to propose. This is due to several reasons, including logistic constraints (eg, necessity to visit the memory center several times a week to participate in stimulation sessions and clinician availability), the necessity to pay subscription fees, the fact that the effectiveness of existing tools is not scientifically proven, and the fact that most existing free training platforms are available only in English. To overcome these problems, the Alzheimer Innovation Association and the CoBTeK research team located in the Nice Memory Center at the Institut Claude Pompidou have developed MeMo (Memory Motivation), a free multilingual Web app that can be used at home by patients. This Web app has been designed by a multidisciplinary team of neuropsychologists, physicians, engineers, and Web designers. The objective of this study was to assess the effectiveness of employing the MeMo platform with regard to cognitive performance and apathy in patients with mild and major NCDs.
to the target population (eg, simple rules, clear and simplified graphical user interface, clear feedback on performance, instruction reminders, etc), and they embed game rules to include challenges for the player and allow progression in exercise difficulty according to performance.

After creating an account, users can track the evolution of their performance in the exercises. This also allows therapists to follow the evolution of patient performance over time. Indeed, each exercise has several levels of difficulty. Whenever users obtain the maximum score at one level, they are advanced automatically to the next level.

**Study Design and Population**

This study aimed to compare the evolution of cognitive performance, as well as the motivational status (presence of apathy) between participants using the Web app (MeMo group) and participants not using it (control group). Participants were recruited at the Nice Memory Center located in the Institut Claude Pompidou. The memory center receives approximately 1700 patients per year. Consultations are performed by a multidisciplinary team of medical doctors (two psychiatrists, one neurologist, and one geriatrician), five neuropsychologists, and one speech therapist. Inclusion in the MeMo study was proposed by all the staff members. All participants provided informed written consent before starting the study. The study was performed in compliance with the Declaration of Helsinki and was approved by the ethics committee of CCP Sud Ed IV-Montpellier (2016-A00879-42). Individuals were included if they were outpatients consulting with the memory center, were older than 60 years, had a Mini-Mental State Examination (MMSE) [23] score between 16 and 28/30, and met the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition diagnostic criteria for mild or major NCDs. Patients were not included if they were not able to read and write in French, had a hearing or major visual impairment, had a history of premorbid intellectual disability, had already used the MeMo app, and were presently involved in structured memory training activities.

The study included 49 participants. Three of them were included incorrectly, and they have not been included in the population description. Thus, the final sample included 46 participants (20 with mild NCDs and 26 with major NCDs) [24]. In terms of disorder etiology, 32 participants were diagnosed with probable Alzheimer disease and 14 with mixed disorders. Among the 46 participants, 42 had a concomitant pharmacological treatment (memantine or cholinesterase inhibitors). Additionally, 25 had concurrent nonpharmacological interventions, including speech therapy (n=22) and other noncognitive interventions, such as kinesitherapy and musicotherapy (n=8).

Of the 46 patients, 25 were randomized to the MeMo group (11 with mild NCDs and 14 with major NCDs) and 21 were randomized to the control group (9 with mild NCDs and 12 with major NCDs). Patients underwent a neuropsychological and behavioral assessment battery at baseline, week 12 (end of the training period), and week 24 (12 weeks after the end of the training sessions). The assessments included the MMSE and Informant Questionnaire on Cognitive Decline in the Elderly (IQCODE). The IQCODE is widely used as a complementary screening tool. The 26 items of the instrument were proposed in the following two versions: informant version (IQCODEi) and self-completion version (IQCODEs) [25]. Each item is rated on a 5-point scale from 1 (much better) to 5 (much worse), and the ratings are averaged over the 26 items to give a score from 1 to 5, with 3 representing no change in any item. Neuropsychological assessments included the Free and Cued Selective Reminding Test [26] for episodic memory and a set of attention tasks [27], including the Trail Making Test A (TMT A), Stroop test, Digit Symbol Substitution Test (DSST), and Frontal Assessment Battery (FAB) [28]. Behavioral symptoms were assessed using the Neuropsychiatric Inventory (NPI) [29], including the apathy subscale, and the Apathy Inventory (AI; clinician version) for qualitative apathy assessment [30].

Participants randomized to the MeMo group were instructed on how to use the app in the clinic by a researcher involved in the study and were asked to train for 12 weeks. Participants were asked to train regularly, with four sessions of 30 minutes each per week. In every session, participants were asked to perform the following six exercises for 5 minutes each (presented in randomized order): “recognition” for visual memory training; “MeMo quiz” for working memory training; “faces” for associative memory training; “arrows” for processing speed, inhibitory control, and mental flexibility training; “tricky cards” for working memory training; and “jumping squares” for reaction anticipation and inhibitory control training. All exercises started at level 1, and the difficulty was progressively adjusted, so that when participants completed one level, they progressed to the next (during the same session or the following session if time expired). The order of presentation of the exercises was randomized for each session and automatically proposed by the app. During the training, participants could contact the study investigators at any time in case of technical problems or questions about the use of the app. All participants used the French version of the app. During the trial, the medical doctor responsible for the participants had no access to the game results (participants were assigned with anonymous account codes). Neuropsychological assessments at baseline, week 12, and week 24 were performed by a neuropsychologist blinded to the participant group allocation (MeMo and control groups).

**Statistical Analysis**

Data are presented as mean (SD) for quantitative variables and as frequency and percentage for qualitative variables (sex, education level, diagnosis, and concomitant treatment). Comparisons between the different groups were performed using the Student t-test or Wilcoxon-Mann-Whitney test for quantitative variables and the $\chi^2$ or Fisher exact test for qualitative variables. Paired Wilcoxon tests were used to assess the evolution of scores between different times 2 to 2 (baseline, week 12, and week 24) for each diagnosis of cognitive impairment. Mixed models taking into account data from the same patient were used to assess the interaction (time x group). These results were adjusted for age and sex. All scores were used as the dependent variable. In the active MeMo group, an additional analysis was performed according to the instruction that the app had to be used regularly. A P value <.05 was considered significant, and 95% CIs were indicated. The
analyses were performed using the free software R 3.5.1 (The R Foundation for Statistical Computing, Vienna, Austria).

**Results**

As presented in Table 1, no significant differences in demographics, diagnosis, and clinical characteristics were found between the control group and MeMo group.

On comparing cognitive and behavioral scores among baseline, week 12, and week 24, there were no significant differences in the control group. In the MeMo group, the TMT A time score significantly increased (66.2 s at baseline to 78.7 s at week 12; \( P = .02 \)), suggesting a slight decrease in participants’ attention abilities over the 12 weeks, which is compatible with the fact that participants had neurodegenerative disorders. A slight increase in the total NPI score was also found (8.9 s at baseline to 11.3 s at week 12), but this was almost negligible considering that the NPI score can range from 0 to 144 s. Mixed model analysis for each cognitive and behavioral score indicated no significant interaction between the testing time and group.

In order to better explore the MeMo group, we checked whether participants adhered to the proposed study protocol. Data for 22 participants were retrieved directly from the app. For one participant, the data could not be recovered at week 12 (no update on the tablet), and another participant had an adverse event at week 12. The number of days of use varied from 1 day to 78 days over a maximum period of 80 days. The same variability was observed in the number of games played (mean 527 [SD 661]). Therefore, to better assess the impact of high and low game uses, the population was divided into participants who used MeMo according to the instructions (about once every 2 days; active MeMo group) and those who used it less (nonactive MeMo group). A 40-day threshold was selected because it is close to the number of active days described by the protocol, and moreover, it appropriately splits the participants into two groups (<40 active days for the nonactive MeMo group and 40-78 active days for the active MeMo group). The two groups were not different in terms of age, sex, level of education, presence of concomitant treatments, or results at baseline (NPI, \( P = .45 \); AI, \( P = .69 \); and IQCODE, \( P = .39 \)).

**Table 2** shows the cognitive and behavioral score changes between baseline and week 12. Significant differences between the active and nonactive MeMo groups were found in two attention tests (TMT A and correct DSST items) and in the AI. Specifically, participants in the nonactive MeMo group showed decreased performance in attention (longer reaction times in the TMT A) and became slightly more apathetic (higher scores in AI) over the 12 weeks as compared with participants in the active MeMo group, who showed stable results over the training duration. Furthermore, participants in the active MeMo group showed improved performance in the DSST over the training, whereas participants in the nonactive MeMo group showed stable results over time.

Mixed analysis (time: baseline, week 12, and week 24 × number of active days) indicated only one significant interaction for the AI score (\( P = .01 \)), with a significant increase in apathy in the nonactive MeMo group at week 12 (adjusted coefficient=1.31, 95% CI 0.56-2.05, \( P = .001 \)) and at week 24 (adjusted coefficient=1.61, 95% CI 0.82-2.41, \( P < .001 \)). The results are illustrated in Figure 1.

**Table 3** shows the highest performance levels observed for each MeMo game at week 12. For each game, participants in the active MeMo group achieved a higher level of performance as compared with participants in the nonactive MeMo group (\( P < .02 \)).

Finally, correlations between the evolution of cognitive performance (differences in the scores between baseline and week 12) and the MeMo activities were tested. The only significant correlations were between the score changes in the FAB and the number of activities played (Spearman \( \rho = 0.43, P = .047 \)) and number of active minutes (Spearman \( \rho = 0.48, P = .02 \)). Additionally, more game play by the MeMo participants (number of active days and number of active minutes) was associated with a higher difference in the FAB scores between posttraining and pretraining performance.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall population (n=46)</th>
<th>Control group (n=21)</th>
<th>MeMo&lt;sup&gt;a&lt;/sup&gt; group (n=25)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td>79.4 (6.8)</td>
<td>78.8 (6.6)</td>
<td>79.8 (7.0)</td>
<td>.63</td>
</tr>
<tr>
<td><strong>DSM-5&lt;sup&gt;c&lt;/sup&gt; diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major NCDs&lt;sup&gt;d&lt;/sup&gt;</td>
<td>26 (56)</td>
<td>12 (57)</td>
<td>14 (56)</td>
<td>.94</td>
</tr>
<tr>
<td>Minor NCDs</td>
<td>20 (43)</td>
<td>9 (42)</td>
<td>11 (44)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>24 (52)</td>
<td>14 (66)</td>
<td>10 (40)</td>
<td>.07</td>
</tr>
<tr>
<td>Male</td>
<td>22 (47)</td>
<td>7 (33)</td>
<td>15 (60)</td>
<td></td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Primary level</td>
<td>10 (21)</td>
<td>4 (19)</td>
<td>6 (24)</td>
<td></td>
</tr>
<tr>
<td>Secondary level</td>
<td>21 (47)</td>
<td>12 (57)</td>
<td>10 (40)</td>
<td></td>
</tr>
<tr>
<td>Superior level</td>
<td>14 (30)</td>
<td>5 (23)</td>
<td>9 (36)</td>
<td></td>
</tr>
<tr>
<td><strong>MMSE&lt;sup&gt;e&lt;/sup&gt;, mean (SD)</strong></td>
<td>21.4 (3.5)</td>
<td>21.6 (2.7)</td>
<td>21.3 (4.1)</td>
<td>.70</td>
</tr>
<tr>
<td>IQCODE&lt;sup&gt;f&lt;/sup&gt; patient, mean (SD)</td>
<td>83.8 (5.7)</td>
<td>82.5 (4.8)</td>
<td>84.9 (6.2)</td>
<td>.22</td>
</tr>
<tr>
<td>IQCODE caregiver, mean (SD)</td>
<td>93.0 (8.7)</td>
<td>91.3 (8.9)</td>
<td>94.1 (8.6)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>FAB&lt;sup&gt;g&lt;/sup&gt;, mean (SD)</strong></td>
<td>13.0 (2.2)</td>
<td>13.4 (2.0)</td>
<td>12.6 (2.2)</td>
<td>.18</td>
</tr>
<tr>
<td>FCSRT&lt;sup&gt;h&lt;/sup&gt; immediate recall, mean (SD)</td>
<td>13.4 (4.1)</td>
<td>13.6 (4.6)</td>
<td>13.2 (3.7)</td>
<td>.81</td>
</tr>
<tr>
<td>FCSRT delayed recall, mean (SD)</td>
<td>1.3 (2.1)</td>
<td>1.0 (1.1)</td>
<td>1.6 (2.6)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>TMT A&lt;sup&gt;i&lt;/sup&gt;, mean (SD)</strong></td>
<td>65.7 (25.7)</td>
<td>64.7 (24.7)</td>
<td>66.6 (27.0)</td>
<td>.95</td>
</tr>
<tr>
<td><strong>STROOP&lt;sup&gt;j&lt;/sup&gt;, mean (SD)</strong></td>
<td>3.0 (1.0)</td>
<td>2.7 (0.9)</td>
<td>3.3 (1.1)</td>
<td>.049</td>
</tr>
<tr>
<td><strong>DSST&lt;sup&gt;k&lt;/sup&gt;, mean (SD)</strong></td>
<td>32.3 (12.6)</td>
<td>36.3 (13.2)</td>
<td>29.0 (11.3)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>NPI&lt;sup&gt;l&lt;/sup&gt;, mean (SD)</strong></td>
<td>8.2 (8.3)</td>
<td>8.3 (9.4)</td>
<td>8.3 (7.6)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>AI&lt;sup&gt;m&lt;/sup&gt;, mean (SD)</strong></td>
<td>0.7 (1.6)</td>
<td>0.7 (1.3)</td>
<td>0.8 (1.8)</td>
<td>.97</td>
</tr>
</tbody>
</table>

<sup>a</sup> MeMo: Memory Motivation.
<sup>b</sup> Comparisons performed using the Student t-test for quantitative variables and the χ² or Fisher exact test for qualitative variables.
<sup>c</sup> DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.
<sup>d</sup> NCDs: neurocognitive disorders.
<sup>e</sup> MMSE: Mini-Mental State Examination.
<sup>f</sup> IQCODE: Informant Questionnaire on Cognitive Decline in the Elderly.
<sup>g</sup> FAB: Frontal Assessment Battery.
<sup>h</sup> FCSRT: Free and Cued Selective Reminding Test.
<sup>i</sup> TMT A: Trail Making Test A; score, time in seconds.
<sup>j</sup> STROOP: Stroop test.
<sup>k</sup> DSST: Digit Symbol Substitution Test.
<sup>l</sup> NPI: Neuropsychiatric Inventory.
<sup>m</sup> AI: Apathy Inventory.
<table>
<thead>
<tr>
<th>Test/scale</th>
<th>Score difference&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonactive MeMo&lt;sup&gt;c&lt;/sup&gt; group (active days &lt;40; n=13)</td>
<td>Active MeMo group (active days ≥40; n=9)</td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−0.8 (1.8)</td>
<td>−0.7 (2.0)</td>
</tr>
<tr>
<td>IQCODE&lt;sup&gt;e&lt;/sup&gt; patient</td>
<td>−1.9 (2.8)</td>
<td>−1.2 (4.4)</td>
</tr>
<tr>
<td>IQCODE caregiver</td>
<td>0.9 (5.9)</td>
<td>3.8 (2.2)</td>
</tr>
<tr>
<td>FAB&lt;sup&gt;f&lt;/sup&gt;</td>
<td>−0.2 (2.4)</td>
<td>0.7 (2.4)</td>
</tr>
<tr>
<td>FCSRT&lt;sup&gt;g&lt;/sup&gt; immediate recall</td>
<td>1.4 (3.0)</td>
<td>1.24 (6.0)</td>
</tr>
<tr>
<td>FCSRT delay recall</td>
<td>−0.6 (1.3)</td>
<td>−0.2 (2.1)</td>
</tr>
<tr>
<td>TMT A&lt;sup&gt;h&lt;/sup&gt;</td>
<td>21.5 (29.9)</td>
<td>0.3 (14.8)</td>
</tr>
<tr>
<td>STROOP&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.1 (1.0)</td>
<td>0.2 (1.5)</td>
</tr>
<tr>
<td>DSST&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0.5 (7.9)</td>
<td>4.25 (1.1)</td>
</tr>
<tr>
<td>NPI&lt;sup&gt;k&lt;/sup&gt;</td>
<td>6.8 (9.7)</td>
<td>2.3 (5.1)</td>
</tr>
<tr>
<td>AI&lt;sup&gt;l&lt;/sup&gt;</td>
<td>1.3 (1.5)</td>
<td>−0.2 (1.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Values are presented as mean (SD).
<sup>b</sup>Student t-test.
<sup>c</sup>MeMo: Memory Motivation.
<sup>d</sup>MMSE: Mini-Mental State Examination.
<sup>e</sup>IQCODE: Informant Questionnaire on Cognitive Decline in the Elderly.
<sup>f</sup>FAB: Frontal Assessment Battery.
<sup>g</sup>FCSRT: Free and Cued Selective Reminding Test.
<sup>h</sup>TMT A: Trail Making Test A; score, time in seconds.
<sup>i</sup>STROOP: Stroop test.
<sup>j</sup>DSST: Digit Symbol Substitution Test.
<sup>k</sup>NPI: Neuropsychiatric Inventory.
<sup>l</sup>AI: Apathy Inventory.
Figure 1. Apathy Inventory score changes in the active MeMo group and nonactive MeMo group. MeMo: Memory Motivation.

Table 3. Maximum performance score observed for each game in the MeMo app at the end of the study after 12 weeks of use.

<table>
<thead>
<tr>
<th>Game (maximum possible score)</th>
<th>Maximum performance score&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonactive MeMo group (active days &lt;40; n=13)</td>
<td>Active MeMo group (active days ≥40; n=9)</td>
</tr>
<tr>
<td>Recognition (10)</td>
<td>3.3 (1.8)</td>
<td>6.2 (2.3)</td>
</tr>
<tr>
<td>Quiz (8)</td>
<td>3.3 (2.1)</td>
<td>5.7 (1.7)</td>
</tr>
<tr>
<td>Faces (10)</td>
<td>4.2 (2.9)</td>
<td>7.6 (1.1)</td>
</tr>
<tr>
<td>Arrows (10)</td>
<td>4.4 (2.6)</td>
<td>8.9 (1.2)</td>
</tr>
<tr>
<td>Tricky cards (9)</td>
<td>3.8 (0.7)</td>
<td>5.0 (1.2)</td>
</tr>
<tr>
<td>Jumping square (12)</td>
<td>5.1 (2.4)</td>
<td>9.8 (1.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Values are presented as mean (SD).
<sup>b</sup>Wilcoxon-Mann-Whitney test.

Discussion

Cognitive training is regarded as a promising option to slow cognitive decline in the elderly [5] and to improve cognitive function and behavioral symptoms in people with neurodegenerative disorders [7,8]. However, RCTs focused on the efficacy of cognitive training in people with mild and major NCDs having cognitive and behavioral symptoms are still lacking [5]. Furthermore, most existing studies only investigated improvements in cognitive function. Behavioral symptoms, such as apathy (disorder of goal-directed behavior), depression, and agitation, are very common in people with NCDs, and they greatly contribute to increased caregiver burden and reduced patient quality of life [31]. Given that pharmacological treatments have shown limited efficacy in apathy management thus far, there is increasing interest in employing nonpharmacological interventions to reduce apathy [16], including solutions based on new ICTs, such as virtual reality and serious games [14,15]. In this RCT, we tested the efficacy of MeMo, a Web-based app for memory, attention, and mental flexibility training (MeMo group) by comparing it with treatment as usual (control group) in terms of cognitive function and behavioral symptoms, particularly apathy. The results collected from participants with mild and major NCDs showed small but significant differences in attentional and executive function tests and apathy over a 3-month training period. However, these positive effects were only observed for participants who regularly used the app, as indicated in the study protocol (at least 2 days per week; MeMo active subgroup). Specifically, participants in the nonactive MeMo group showed a decline in performance regarding attention and a slight increase in apathy over the 3-month training period, whereas participants
in the active MeMo group showed stable results over time. This kind of “dose effect” of cognitive training has been previously observed. In a recent review, Sood et al [32] reported two studies in older subjects suggesting a relationship between the efficacy of the intervention and the play time [33] or the number of gaming sessions over a period of 2 months [34]. Similarly, improvements in attention and executive function have been previously reported following cognitive training. For instance, Sood et al [32] in their recent literature review found that out of 18 studies, eight studies reported a great improvement in attention/working memory. In addition, nine of the reviewed studies assessed depression, a behavioral outcome variable. Four of these studies reported a great reduction in depression among individuals with mild cognitive disorders. Ge et al [7] also reported this noncognitive outcome for depression and anxiety. In this study, we assessed apathy. Apathy is a disorder of motivation defined as a quantitative reduction in goal-directed activity in comparison with the patient’s previous level of functioning [11,35]. Symptoms must persist for at least 4 weeks and affect at least two of the three apathy dimensions (behavior/cognition, emotion, and social interaction). Apathy and depression show some overlap in terms of prevalence and brain circuits, but they can be differentiated [36]. Thus, apathy should be measured as an independent outcome variable. In this study, after 12 weeks, the active MeMo participants were significantly less apathetic as compared with the nonactive MeMo participants (P=.02). This is in line with the findings of preliminary studies performed by our group [15,37] and suggests the interest of employing cognitive training delivered through ICT to increase participants’ motivation to train [22]. As indicated by Booth et al [38], motivation is a core element of the program theory underlying fall prevention interventions in older adults with cognitive impairment. Within the motivation component of this program, two key mechanisms (perceived benefit and support) were shown to influence the extent to which an older adult with cognitive impairment is motivated to undertake an exercise-based intervention. MeMo was designed to increase the intrinsic motivation to keep exercising thanks to several features [22]. First, the game interface was specifically designed for the target population of older adults with cognitive impairment (eg, simplified graphical user interface, simplified instructions with regular reminders, and clear game rules) and was thus easily usable for participants in this study. In addition, the level of difficulty of the exercises was dynamically adapted to the participant’s performance in order to provide an errorless type of training [39] and to keep the participant in a “challenge zone” [20]. Finally, MeMo was tested on a tablet instead of a computer to reduce constraints associated with the use of nonfamiliar technological interfaces, such as a mouse and keyboard, which are often perceived as difficult to use by older adults [20].

Although the exercise design was meant to increase motivation, it should be noted that only 41% (9/22) of the participants used the app as indicated in the guidelines of the research protocol, and the others exercised less. A better training adherence could have been accomplished by scheduling regular in-person phone meetings or discussions with clinicians. This would have probably increased the number of participants that adhered to the protocol guidelines. Indeed, it has been previously suggested that the presence of a clinician is a key factor in determining ICT-based treatment adherence [37]. However, in the RCT, we did not want to add external motivation factors to be able to assess the app efficacy itself. Future studies should test if adding regular meetings with clinicians or support by a caregiver can improve treatment adherence.

Our results are promising; however, the study has several limitations. The major limitation of this study is the small number of participants. Initially, we aimed to include 40 patients in each group considering participant drop out and possible nonexploitability of data. In reality, we managed to include only 46 participants in the time period of the study, although the research was proposed to almost 100 participants who met the inclusion criteria. The main reason for refusal to participate in the trial was concern over the use of new technologies. The mean age of the included participants was 79.4 years. It is reasonable to estimate that in a country like France, the proportion of refusal would have been lower among younger subjects, but this situation will rapidly change. Indeed, people aged over 50 years represent a non-negligible percentage of digital gamers (11% in the United States) according to the 2018 Entertainment Software Association report [40], and this percentage is increasing every year. Playing games is recognized as a source of human enjoyment. Gamified training has been shown to increase motivation, positive mood, and compliance, and therefore, it could substantially drive cognitive benefits [41]. However, the quality of evidence is currently low [6], and the factors boosting motivation to play among older adults are still not completely known. To maximize future brain-gaming tools, it is critical to be able to appreciate what aspects are promising and what aspects are not promising for possible cognitive improvements among older adults with cognitive impairments.

A second limitation of this study is that differences in cognitive performance between active and nonactive MeMo participants were quite small and were limited to the domains of attention and executive functions. Although this is consistent with previous studies [32], it questions the generalizability of the effects of cognitive training to real-life cognitive functions and the general impact on activities of daily living. It should be noted that technology-based games and apps are usually employed in the context of multidomain interventions, and this may increase their benefits in real-life settings [2,3].

In summary, the main result of this study is that the cognitive and behavioral efficacies of a Web-based cognitive training app can be observed only after regular use. In a clinical setting, this points out the importance of reminding about regular use at the moment of prescription and possibly the requirement of regular follow-ups to check prescription adherence.
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Abstract

Background: Advance care planning (ACP) is a process with the overall aim to enhance care in concordance with patients’ preferences. Key elements of ACP are to enable persons to define goals and preferences for future medical treatment and care, to discuss these with family and health care professionals, and to document and review these if appropriate. ACP is usually conducted through personal conversations between a health care professional, a patient, and—if appropriate—family members. Although Web-based ACP programs have the potential to support patients in ACP, their effectiveness is unknown.

Objective: This study aimed to assess the feasibility and effectiveness of Web-based, interactive, and person-centered ACP programs.

Methods: We systematically searched for quantitative and qualitative studies evaluating Web-based, interactive, and person-centered ACP programs in seven databases including EMBASE, Web of Science, Cochrane Central and Google Scholar. Data on the characteristics of the ACP programs’ content (using a predefined list of 10 key elements of ACP), feasibility, and effectiveness were extracted using a predesigned form.

Results: Of 3434 titles and abstracts, 27 studies met the inclusion criteria, evaluating 11 Web-based ACP programs—10 were developed in the United States and one in Ireland. Studied populations ranged from healthy adults to patients with serious conditions. Programs typically contained the exploration of goals and values (8 programs), exploration of preferences for treatment and care (11 programs), guidance for communication about these preferences with health care professionals or relatives (10 programs), and the possibility to generate a document in which preferences can be recorded (8 programs). Reportedly, participants were satisfied with the ACP programs (11/11 studies), considering them as easy to use (8/8 studies) and not burdensome (7/8 studies). Designs of 13 studies allowed evaluating the effectiveness of five programs. They showed that ACP programs significantly increased ACP knowledge (8/8 studies), improved communication between patients and their relatives or health care professionals (6/6 studies), increased ACP documentation (6/6 studies), and improved concordance between care as preferred by the patients and the decisions of clinicians and health care representatives (2/3 studies).

Conclusions: Web-based, interactive, and person-centered ACP programs were mainly developed and evaluated in the United States. They contained the key elements of ACP, such as discussing and documenting goals and preferences for future care. As participants considered programs as easy to use and not burdensome, they appeared to be feasible. Among the 13 studies that measured the effectiveness of programs, improvement in ACP knowledge, communication, and documentation was reported.
The concordance between preferred and received care is yet understudied. Studies with high-quality study designs in different health care settings are warranted to further establish the feasibility and effectiveness of Web-based ACP programs.

(J Med Internet Res 2020;22(3):e15578) doi:10.2196/15578
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Introduction

Background

Contemporary conceptualization of advance care planning (ACP) defines ACP as a process that enables persons to define goals and preferences for future medical treatment and care and to discuss these with family and health care professionals [1]. Furthermore, persons may record and review these preferences if appropriate [1]; therefore, preferences can be accessed when these persons are not able to speak for themselves. The overall aim of ACP is to improve concordance between preferred and received care. ACP may be useful in any stage of life but becomes more targeted when a person’s health condition worsens or when age increases [1]. ACP is usually conducted through a structured, personal conversation between a health care professional, a patient, and—if appropriate—family members. Since the 1990s, evidence has amassed, showing that ACP interventions have potentially beneficial outcomes for patients and health care systems. These include increased completion of advance directives (ADs): documents in which preferences for future medical treatment and care can be recorded [2,3]. Furthermore, these beneficial outcomes include better alignment of care to expressed preferences, better quality of communication in clinical consultations, improved quality of life, reduction of unwanted hospital admissions, and increased use of palliative care [2,3].

Health care professionals and patients generally underline the importance of ACP [4]. Given that the number of people with chronic conditions is increasing [5] and that ACP can be relevant in the early stages of disease, ACP will become relevant for a growing number of people. Nevertheless, the implementation of ACP in practice faces several challenges [4,6,7]. The (facilitated) ACP process takes time, and supporting patients in this process is, therefore, costly [4,6]. This limits the upsampling of and accessibility to the ACP process. Engagement in ACP is further limited by the delay in its initiation because of the barriers experienced by health care professionals and patients: health care professionals report concerns about taking away patients’ hope and uncertainty about timing of ACP, whereas patients expect health care professionals to initiate ACP [4,6]. Further barriers to engagement in ACP are physicians’ lack of training in having ACP conversations and lack of continuity of care [4,6]. Furthermore, people with chronic diseases may not have the time and energy for face-to-face conversations, for example, because of treatment burden, even if these conversations would help them [8-10]. Still, there are patients and healthy individuals who experience a clear need to engage in ACP. For instance, 398 of 502 (79.3%) Belgian citizens aged 64 years and older indicated to be willing to take the initiative to start the ACP process, for example, by completion of an AD [11].

One way of overcoming the barriers to wider implementation of ACP may be Web-based ACP programs [12-14]. They can be accessed on the Web at any preferred time, have the potential to reach a larger audience, are relatively easy to implement, and are scalable. Moreover, a Web-based format of ACP may be an addition to the ACP process as facilitated by professionals, as it can be delivered stepwise and tailored and can include interactive elements and videos. Web-based ACP programs should not replace discussions with health care professionals or with ACP facilitators, but they may support patients to prepare these discussions and to consider their values, beliefs, and care preferences in their own time and environment. Ample research in other domains has shown that Web-based health programs can be effective in improving health outcomes such as physical activity [15], patient empowerment [15,16], and depression [17]. They have the potential to be cost-effective [18]. Patients perceive Web-based health programs usually to be useful and helpful [19]. Therefore, Web-based ACP programs may have the potential to support patients in ACP.

Several reviews described person-centered tools, including decision aids targeted at adult patients and their relatives as well as healthy individuals. These tools are related to ACP, shared decision making, and end-of-life care. Some studies in these reviews also included Web-based or computerized programs [14,20-24]. None of these reviews focused specifically on empirically evaluated, Web-based, and available programs for ACP and their feasibility and effectiveness. In addition, none of the reviews focused on interactive programs, which guide users through the information and in which users are enabled to interact with the information. Only Butler et al [14] focused specifically on ACP decision aids. Most of the reviews (except for the study by Butler et al [14]) focused on specific populations instead of providing an overview of available ACP programs for the general population as well as for patients.

Scope of This Review

The overall aim of this scoping review was to assess the feasibility and effectiveness of Web-based, interactive, and person-centered ACP programs. This review focuses on the following research questions: (1) What are the functionalities of Web-based ACP programs?, (2) What is the content of Web-based ACP programs?, (3) How feasible are Web-based ACP programs?, and (4) How effective are Web-based ACP programs?
Methods

Methodological Framework

Scoping studies “aim to map rapidly the key concepts underpinning a research area and the main sources and types of evidence available and can be undertaken as stand-alone projects in their own right, especially where an area is complex or has not been reviewed comprehensively before” [25]. Scoping reviews can be used to explore the literature within a research area of interest by addressing broad research questions. This exploration can be done regardless of the methodological quality of the studies or risk of bias [26,27]. We used a systematic approach, namely, the methodological framework for scoping reviews by Arksey and O’Malley [26]. The five stages of the framework for scoping reviews are (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; and (5) collating, summarizing, and reporting the results [26].

Search Strategy

The search strategy was developed in collaboration with a medical librarian. We systematically searched for empirical studies written in the English language that evaluated Web-based, interactive, and person-centered ACP programs. We searched in EMBASE on July 24, 2017, and in Medical Literature Analysis and Retrieval System Online Epub (MEDLINE Epub [Ovid]), Web of Science, Cochrane Central, PsycINFO (Ovid), Cumulative Index to Nursing and Allied Health Literature (CINAHL [EBSCO]), and Google Scholar on July 28, 2017, and updated this search on April 16, 2019. Multimedia Appendix 1 presents the search strategy.

Study Selection

Duplicates were removed. Two reviewers (DS and AO) independently screened titles, abstracts, and full text of articles to identify relevant studies, assisted by the program Covidence (operated by Veritas Health Innovation Ltd) [28]. Articles were included when they fulfilled the inclusion criteria, as presented in Textbox 1. In addition, we handsearched the references of included articles and other possibly relevant articles. When DS and AO could not reach consensus about inclusion or exclusion, other authors were consulted (IK and JR). Disagreements were readily resolved.

Textbox 1. Inclusion criteria for the full-text papers.

1. The study has an original empirical quantitative or qualitative research design. Reviews and conference abstracts were excluded.
2. The study evaluates a program that:
   • supports the completion of one or more elements of advance care planning (ACP), defined as enabling persons to define, discuss, record, and review goals and preferences for future medical treatment and care [1];
   • is accessible and available on the internet;
   • is interactive, defined as guiding users through the ACP process in which they are enabled to interact with information instead of only reading text; and
   • is person centered, defined as being targeted at adult patients, relatives, and/or healthy individuals in general rather than solely at clinicians or medical students.
3. Language of the publication should be English.

Data Extraction and Outcomes of Interest

Data extraction was performed by DS and AO using a predesigned form. Data were extracted from the ACP programs and from the studies evaluating the ACP programs.

Advance Care Planning Programs

Functionality of the ACP programs was extracted based on the Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth (CONSORT-EHEALTH) checklist [29], which is developed to ensure that electronic health (eHealth) interventions in randomized controlled trials (RCTs) are reported in sufficient detail for replication. We extracted the programs’ target group and accessibility, for example, whether it was possible to access the program without registration. Furthermore, we extracted whether the programs were free of charge; were tailored to the users’ information needs; provided feedback on responses; showed progress information; had the possibility of giving input, for example, to answer questions; contained hyperlinks to (external) Web pages; contained a text-to-speech option; contained videos; could be used without assistance; addressed the privacy policy; and addressed log data analysis (tracking behavior of users in a Web-based program).

The content of the ACP programs was extracted based on the European Association for Palliative Care (EAPC) consensus definition of ACP [1]. In this review, the EAPC ACP task force defined 12 key elements of ACP, which we summarized into 10 elements, such as providing information about ACP, addressing the readiness/timing for ACP, addressing exploration of values and goals, and addressing recording of ACP and ACP communication [1].

Advance Care Planning Studies

The following study characteristics were extracted: first author and year, country, participants and setting, study design, intervention and outcome measures, and results of the studies on feasibility and effectiveness of ACP programs.

The feasibility of the ACP programs was extracted based on the framework of Bowen et al [30]. We extracted the acceptability of the burden of the program, ease of use, understandability of the text in the program, and the
acceptability of the program. To briefly address the implementation of the programs, we extracted whether further developments or research of the programs were described. Furthermore, we extracted outcomes as recommended by the CONSORT-EHEALTH checklist [29], namely, participation rates among the contacted participants, completion rates of those who provided consent completing the entire program, whether the use of log data of users was described, and whether user feedback was obtained.

To report on the effectiveness of ACP programs, we used the outcome measures of ACP that were recommended by the EAPC ACP task force, such as ACP knowledge; self-efficacy; identification of goals, values, and preferences; helpfulness in ACP (for making decisions); health care use; and decision concordance between the patients' preferences and health care professionals' decisions [1].

Results

Inclusion of Papers

The search resulted in 6812 records (see Figure 1). After removing duplicates, 3434 titles and abstracts remained. On the basis of the inclusion criteria, 3300 titles and abstracts were found to be irrelevant and were excluded. Next, 134 studies were screened full text, of which 113 studies were excluded (see Figure 1 for details on exclusion). Twenty-one studies were identified as relevant. Handsearch of systematic reviews and potentially relevant other references resulted in the inclusion of three further studies. Overall, in 2017, 24 studies were included for data extraction. On the basis of their initial independent scoring, DS and AO had an agreement for 110 of the 134 full texts (82.1%) about inclusion or exclusion. The interrater reliability is considered moderate (kappa=0.52). Disagreements about inclusion or exclusion were readily resolved, and it was seldom necessary to consult other authors.

In 2019, 983 new references were identified, of which 36 were screened for full-text review. Three articles were included, which analyzed two programs that were already described in this review. This resulted in a total number of 27 included articles.

Figure 1. Flowchart of the inclusion of papers.
Functionalities of the Web-Based Advance Care Planning Programs

Table 1 presents an overview of the functionalities of the Web-based ACP programs, and Multimedia Appendix 2 presents the links to the Web-based programs. The 27 included studies evaluated 11 Web-based programs—8 programs were targeted at patients or healthy individuals, two programs were targeted at patients and relatives, and one program was targeted at patients and health care professionals. Related to the accessibility of the Web-based programs, we found that six programs were accessible without registration, and 10 programs were free of charge. Ten programs could be used without assistance of a health care professional. Related to the interactivity, we found that all programs provided the possibility for the users to give input, for example, by answering questions. Eight programs included an indicator of the progress of users in completing the program. Seven programs could tailor to users’ information needs by providing additional information if preferred, and six programs contained hyperlinks to (external) Web pages. Three of the programs provided (specific) feedback on responses of users, for example, by giving a personalized response to answered questions in the program. Related to the layout, eight programs contained videos, and two had a text-to-speech option to play text in audio. Finally, eight programs described their privacy policy in the program and reported that they analyzed log data of users. The program PREPARE For Your Care (PREPARE) addresses 11 of 12 functionalities, and the program Making Your Wishes Known addresses 10 functionalities. The programs Death over Dinner, MyDirectives, and Think Ahead address nine functionalities each, and all other programs address five to eight functionalities.
Table 1. Functionalities of the Web-based advance care planning programs.

<table>
<thead>
<tr>
<th>Programs</th>
<th>Target group</th>
<th>Accessible (without registration)</th>
<th>Free of charge</th>
<th>Can be used without assistance</th>
<th>Possibility to give input (e.g., answer questions)</th>
<th>Shows progress information</th>
<th>Tailored to users' information needs</th>
<th>Contains hyperlinks to (external) Web pages</th>
<th>Provides feedback on responses</th>
<th>Contains videos</th>
<th>Text-to-speech option</th>
<th>Privacy policy addressed</th>
<th>Log data analysis addressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACP Decisions [31]</td>
<td>P\textsuperscript{a} and H\textsuperscript{b}</td>
<td>x\textsuperscript{c}</td>
<td>✓\textsuperscript{d}</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Death over Dinner [32]</td>
<td>P and R\textsuperscript{e}</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Five Wishes [33]</td>
<td>P</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Making Your Wishes Known [34-45]</td>
<td>P</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>MyDirectives [38,46]</td>
<td>P</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>My-ICUGuide [47]</td>
<td>P and R</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NVLivingWill [48]</td>
<td>P</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Plan Your Lifespan [49]</td>
<td>P</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PRE-PARE For Your Care [38,50-55]</td>
<td>P</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>The Letter Project Advance Directive [56]</td>
<td>P</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Think Ahead [57]</td>
<td>P</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Total\textsuperscript{f}</td>
<td>-</td>
<td>6</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

\textsuperscript{a}P: patients.
\textsuperscript{b}H: health care professionals.
\textsuperscript{c}x: not addressed in the program.
\textsuperscript{d}✓: addressed in the program.
\textsuperscript{e}R: relatives.
\textsuperscript{f}Total number of programs that addressed the functionalities.
Content of the Web-Based Advance Care Planning Programs

Table 2 presents an overview of the content of the Web-based ACP programs, and Multimedia Appendix 2 presents the links to the Web-based programs. Target groups, for example, patients, were involved in the development of seven programs [31,34-45,47,49-57]. Four programs had a theory base [34-45,47,50,57], for example, Making Your Wishes Known was based on the Multi-Attribute Utility Theory, and PREPARE was based on behavior change theories. Related to the key elements for ACP, we found that almost all programs provided information about ACP (10 programs) and included attention for readiness for ACP or for adequate timing of ACP (10 programs). Furthermore, the exploration of goals and values for future treatment and care was addressed by eight programs. In all programs, attention was paid to treatment and care options and treatment and care preferences. Furthermore, all programs addressed the potential appointment of a health care representative (ie, someone who can make decisions on behalf of the patient when he or she is unable to do so) and paid attention to the recording of ACP: eight programs included the possibility to generate a document in which patients can record their goals, values, and preferences. In nine programs, users were encouraged to share this document with their relatives or health care professionals. Ten programs addressed how to communicate preferences with health care professionals or with relatives.

Table 2. Inclusion of the recommended key elements for advance care planning in the Web-based advance care planning programs.

<table>
<thead>
<tr>
<th>Programs</th>
<th>Provides information about ACPa</th>
<th>Addresses readiness/timing for ACP</th>
<th>Addresses exploration of values/goals</th>
<th>Addresses treatment and care options</th>
<th>Addresses treatment and care preferences</th>
<th>Addresses appointment of a health care representative</th>
<th>Addresses recording of ACP</th>
<th>Generates document</th>
<th>Encourages to share the document</th>
<th>Addresses ACP communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACP Decisions [31]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Death over Dinner [32]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Five Wishes [33]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Making Your Wishes Known [34-45]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MyDirectives [38,46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MyICUGuide [47]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NVLiving-Will [48]</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Plan Your Lifespan [49]</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PREPARE For Your Care [38,50-55]</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>The Letter Project Advance Directive [56]</td>
<td></td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Think Ahead [57]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Totald</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

aACP: advance care planning.
b✓: addressed in the program.
cx: not addressed in the program.
dTotal number of programs that addressed the elements.
Evaluation of the Web-Based Advance Care Planning Programs

Most programs were evaluated in one study [31,33,34-49,56,57], two studies evaluated MyDirectives [38,46], seven studies evaluated PREPARE [38,50-55], and 12 studies evaluated Making Your Wishes Known in [34-45]. Multimedia Appendix 3 presents an overview of the characteristics of the studies. All programs were developed in the United States, except for Think Ahead, which was developed in Ireland [57]. All studies were published in the period from 2007 to 2018, of which nine studies were published in 2017. In total, 25 of the studies have a quantitative design [31,33-49,51-57], and two study designs are qualitative [32,50]. Nine studies allowed comparison of outcomes before/after an intervention [31,35,40,42,43,45,53-55], and eight studies allowed comparison between intervention and control groups [31,39,45,49,52,54-56]. Studied populations ranged from healthy adults to patients with serious conditions. The sample sizes of the quantitative studies ranged from 17 to 3119, and participation rates ranged from 14% to 100%. The use of validated measures, if applicable, is indicated in Multimedia Appendix 3.

Feasibility of the Web-Based Advance Care Planning Programs

Multimedia Appendix 4 presents an overview of the feasibility of the Web-based ACP programs of the 25 quantitative studies. The participation rate among contacted participants was over 60% in six studies and ranged from 14% to 58% in 12 studies. Seven studies did not report on participation rates. The completion rate considering the entire program ranged from 31% to 72% in five studies and ranged from 83% to 100% in the other 17 studies. Three studies did not report on completion rates. One paper used log data analysis [58] to assess feasibility, seven studies obtained (qualitative) user feedback, and 12 studies described further developments of the program or planned future research on the program, which may indicate further implementation/continued use of the programs.

Thirteen of the 25 quantitative studies evaluated one or more of the four predefined elements of feasibility [30] in 6 of the 11 programs: acceptability of the burden of the program (8 studies), ease of use (8 studies), understandability of the text (4 studies), and acceptability of the program (2 studies). With the exception of one study with mixed results [57], outcomes indicated that users found the burden acceptable, the program easy to use, and the text understandable. The program was found acceptable in one study [47].

In one qualitative study, participants reported ease of use and understandability of the text as well as barriers because of confusing layout and emotive language [50]. However, the authors concluded that the program was acceptable, applicable, and understandable.

Outcomes of the Studies on Web-Based Advance Care Planning Programs

Multimedia Appendix 3 presents an overview of the outcomes of the quantitative and qualitative studies. The 25 quantitative studies reported on evaluations of ACP as recommended by the EAPC ACP task force [1], such as the identification of goals, values, and preferences (18 studies) or documentation of preferences in a PDF output document or an AD (18 studies). Often, these aspects were part of the ACP program. In approximately half of the studies, ACP communication (13 studies), satisfaction with the program (11 studies), and ACP helpfulness (11 studies) were evaluated. Less than half of the studies evaluated ACP knowledge (11 studies) and quality of ACP/accuracy in reflecting wishes (7 studies). Few studies evaluated ACP readiness (6 studies), self-efficacy (6 studies), ACP revision over time (4 studies), (decision) concordance between the patients’ preferences and the health care professionals’ decisions (2 studies) or the health care representatives’ decisions (1 study), and health care use (1 study).

The research designs of 13 of the 25 quantitative studies allowed for the determination of the effectiveness of Web-based ACP programs using an RCT design and/or before and after designs. Eight studies applied an RCT design [31,39,45,49,52,54-56], and nine studies compared follow-up results of the intervention group with baseline (before and after design) [31,34,40,42,43,45,53-55] (see Multimedia Appendix 3). These studies evaluated the effectiveness of five Web-based ACP programs. Outcomes of these 13 qualitative studies indicate significantly increased ACP knowledge (8/8 studies); ACP communication (6/6 studies); ACP documentation (6/6 studies); identification of goals, values, and preferences (4/4 studies); self-efficacy (4/5 studies); and ACP readiness (4/5 studies). These outcomes are visualized in Table 3 and Figure 2 [31,34,39,40,42,43,45,49,52-56]. The remaining 12 quantitative studies were cross-sectional.

The extent to which programs were evaluated differed. For example, the programs ACP Decisions, MyICU/Guide, and NVLivingWill were each evaluated considering one of the predefined outcome measures [1] in one study, whereas Making Your Wishes Known was evaluated in 12 studies in different settings considering 10 outcome measures, and PREPARE was evaluated in seven studies in different settings considering eight outcome measures.

The two qualitative studies indicated that participants were satisfied with the programs, which helped them to communicate about ACP [32,50]. In one of these qualitative studies, which evaluated the program PREPARE, participants gained more knowledge about ACP, although the section about values and beliefs was considered less relevant [50].
Figure 2. Results of quantitative studies assessing the effectiveness of Web-based advance care planning programs comparing the intervention group (Web-based advance care planning program) with baseline or control groups (N=13). ACP: advance care planning.
Table 3. Results of quantitative studies assessing the effectiveness of Web-based advance care planning programs comparing the intervention group (Web-based advance care planning program) with baseline and/or control groups.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Program Description</th>
<th>ACP Knowledge</th>
<th>Self-efficacy</th>
<th>ACP Readiness</th>
<th>Identification of Goals, Values and Preferences</th>
<th>ACP Communication</th>
<th>ACP Documentation</th>
<th>ACP Revision</th>
<th>ACP Helpfulness (making decisions)</th>
<th>Quality of ACP or Accuracy</th>
<th>Satisfaction</th>
<th>Health Care Use</th>
<th>Decision Concordance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volandes et al [31]</td>
<td>ACP Decisions</td>
<td>- b</td>
<td>-</td>
<td>-</td>
<td>+ c</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Green and Levi [34]</td>
<td>Making Your Wishes Known</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Makham et al [40]</td>
<td>Making Your Wishes Known</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Green et al [39]</td>
<td>Making Your Wishes Known</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Van Scoy et al [42]</td>
<td>Making Your Wishes Known</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Levi et al [43]</td>
<td>Making Your Wishes Known</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Green et al [45]</td>
<td>Making Your Wishes Known</td>
<td>-</td>
<td>NS e</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lindquist et al [49]</td>
<td>Plan Your Lifespan</td>
<td>-</td>
<td>-</td>
<td>NS</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sudore et al [53]</td>
<td>PRE-PARE For Your Care</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sudore et al [52]</td>
<td>PRE-PARE For Your Care</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>NS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lum et al [54]</td>
<td>PRE-PARE For Your Care</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sudore et al [55]</td>
<td>PRE-PARE For Your Care</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>NS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Periyakoil et al [56]</td>
<td>The Letter Project Advance Directive</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>13</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This scoping review provides an overview of Web-based, interactive, and person-centered ACP programs, including their functionalities, content, feasibility, and effectiveness.

This review identified 11—mainly developed in the United States—programs, many of which contain videos, provide tailored information, and can be used without assistance. Most of the programs contain the key elements of ACP [1], such as information about ACP, goals and preferences for future treatment and care, and included the possibility to generate a document in which patients can record their goals, values, and preferences. The extent to which programs contain functionalities such as text-to-speech differs. The program PREPARE, for instance, has 11 of such functionalities, whereas ACP Decisions contains five functionalities. Furthermore, the extent to which programs were evaluated differed between studies. For example, the programs ACP Decisions, MyICUGuide, and NVLivingWill were each evaluated in one study, whereas the program Making Your Wishes Known was evaluated in 12 studies in different settings.

Reportedly, programs were easy to use and not burdensome to participants. However, the feasibility of the programs was evaluated in only 13 of 27 studies for six programs, the evaluation was often limited to one or two outcome measures, and the response and completion rates were relatively low for some studies. In general, reportedly, participants were satisfied with the ACP programs. Some outcome measures, such as quality or accuracy of the program in representing wishes, health care use, its concordance with patients’ preferences, and the revision of preferences and documents over time, were less often evaluated. Overall, the studies with RCT or before and after designs comparing the intervention group with baseline or a control group showed that Web-based ACP programs are a promising approach to support patients in ACP by showing significant improvement in ACP knowledge, ACP communication, and ACP documentation.

There seems to be no link between the outcomes and the content of the programs because almost all programs address the key elements of ACP. Although many studies found results in a favorable direction, only the minority of the studies, namely, 13 of 27, use strong research designs in which groups were statistically compared.

Comparison With Prior Research

This review focuses on providing an overview of Web-based, interactive, and person-centered ACP programs that are currently available. Although previous reviews did not have this specific focus, the reviews describe similar content and outcomes for Web-based programs related to ACP as in the this review, such as identification of preferences and treatment options, completion of ADs, the appointment of a health care representative, and they report satisfaction with the programs and increase of knowledge after using the program [14,20,21]. This review found some Web-based programs, which were also identified by the prior reviews, such as Making Your Wishes Known and PREPARE. As Butler et al [14] described, it seems that many Web-based programs in ACP, end-of-life care, and palliative care are available in the gray literature as well. For example, the interactive ACP program My Decisions from the United Kingdom [59] and the palliative care communication program Tell Us from the United States [60] are available on the internet but seemed not to be investigated in a study (when our search strategy was conducted). Therefore, the evaluation of Web-based ACP programs seems to be a challenge/opportunity for future research.

Strengths and Limitations

This review has several strengths. We used a systematic approach, namely, the methodological framework for scoping reviews by Arksey and O’Malley [26]. The EAPC definition and recommendations for ACP allowed for a structured evaluation of the content and the effectiveness of the programs [1]. The framework of Bowen et al [30] and the CONSORT-EHEALTH checklist [29] allowed for a structured evaluation of the feasibility of the programs. The search was systematically conducted and performed with broad search terms in seven databases. Two reviewers independently screened the titles, abstracts, and full text of articles to select relevant studies.

Some limitations should also be mentioned. Importantly, it should be taken into account that the content and layout of Web-based programs are continually changing. Although the WebCite tool allowed us to archive the websites’ homepages (Multimedia Appendix 2), it is possible that (parts of the) programs have changed in the period between our review of the websites and the publication of this study. Furthermore, we only included Web-based programs which were evaluated in a study.

Recommendations for Future Research

First, as most of the Web-based ACP programs are developed in the United States, we recommend the development of evidence-based, Web-based, interactive, and person-centered ACP programs in countries outside the United States. Ideally, to allow for proper scaling up of ACP, these programs should be tailored to local cultural and legal circumstances. To enhance the quality of Web-based ACP programs, we recommend that these Web-based ACP programs contain all key elements of ACP. Second, several important outcomes of ACP were often not reported. More clarity on which outcome measure to report,
and when, would be useful. In addition, support in how to assess key outcome measures, such as concordance between preferred and received care, is needed because this important outcome measure is difficult to measure. Namely, it is not always clearly stated in medical files whether provided treatments had a curative or a palliative intent [61]. When this is not mentioned, it is difficult to determine whether treatments aligned with preferences [61]. Furthermore, it is difficult to establish a baseline measure of patients’ goals, and when goals are not documented, the concordance with these goals cannot be evaluated [62]. In addition, patients’ preferences may change during the study period, which complicates the use of this measure in practice [62]. In addition, it could be that Web-based ACP affects care in the long run, which further complicates its measurement. We recommend further research into this topic, for instance, by developing a core outcome set for ACP. Third, we recommend evaluating the feasibility of ACP programs. A clear guideline of evaluating feasibility in eHealth tools/Web-based programs is not yet available. Therefore, preferably that evaluation should be based on the framework of Bowen et al [30] and the CONSORT-EHEALTH checklist [29], which indicate important outcome measures. Fourth, we recommend the use of proper research designs, such as RCTs or before and after research designs, allowing for further determination of the effectiveness and feasibility of Web-based ACP programs. Future studies may evaluate how stakeholders other than patients perceive the role of Web-based ACP programs in the health care process, for example, general practitioners. We strongly recommend comparing the feasibility and effectiveness of the programs to ACP by health care professionals or to ACP supported by facilitators because the effectiveness of the programs in health care practice is still unknown. Finally, related to safety and technology, the safety of the generated documents by the Web-based ACP programs is still unknown, and it is also unknown whether Web-based ACP programs can be used among underserved groups who have possibly less access to these technologies, for example, patients with low eHealth or health literacy skills.

Conclusions
This scoping review shows that Web-based, interactive, and person-centered ACP programs are mainly developed and evaluated in the United States. The Web-based programs contained the key elements of ACP, such as discussing and documenting goals and preferences for future care. In general, studies report that Web-based ACP programs tend to be feasible. Only 13 studies measured the programs’ effectiveness, and they showed significant improvement in ACP knowledge, communication, and documentation. The key outcome of ACP—concordance between preferred and received treatment and care—is yet understudied. Studies with high-quality study designs in diverse cultural contexts on feasibility and effectiveness are warranted to further establish the effectiveness of important outcomes. Furthermore, it is unknown how programs are used in practice, including attitudes of health care professionals toward Web-based ACP programs.

Overall, we conclude that Web-based, interactive, and person-centered ACP programs are promising to support patients in ACP. Web-based ACP programs may improve accessibility to ACP, allowing people to start with ACP in their own time and environment. Web-based ACP programs may, therefore, help to overcome the time and emotional barriers in the initiation of ACP and to scale up ACP.
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Abstract

Background: Pregnant women with symptoms of depression or anxiety often do not receive adequate treatment. In view of the high incidence of these symptoms in pregnancy and their impact on pregnancy outcomes, getting treatment is of the utmost importance. A guided internet self-help intervention may help to provide more women with appropriate treatment.

Objective: This study aimed to examine the effectiveness of a guided internet intervention (MamaKits online) for pregnant women with moderate to severe symptoms of anxiety or depression. Assessments took place before randomization (T0), post intervention (T1), at 36 weeks of pregnancy (T2), and 6 weeks postpartum (T3). We also explored effects on perinatal child outcomes 6 weeks postpartum.

Methods: This randomized controlled trial included pregnant women (<30 weeks) with depressive symptoms above threshold (ie, Center for Epidemiological Studies Depression scale [CES-D] >16) or anxiety above threshold (ie, Hospital Anxiety and Depression Scale-Anxiety subscale [HADS-A] >8) or both of them. Participants were recruited via general media and flyers in prenatal care waiting rooms or via obstetricians and midwives. After initial assessment, women were randomized to (1) MamaKits online in addition to treatment as usual or (2) treatment as usual (control condition). MamaKits online is a 5-week guided internet intervention based on problem solving treatment. Guidance was provided by trained students pursuing a Master's in Psychology. Outcomes were based on a Web-based self-report. Women in the control condition were allowed to receive the intervention after the last assessment (6 weeks postpartum).

Results: Of the 159 included women, 79 were randomized to MamaKits online, 47% (79/37) of whom completed the intervention. Both groups showed a substantial decrease in affective symptoms on the CES-D, HADS-A, and Edinburgh Postnatal Depression Scale over time. In the intervention group, affective symptoms decreased more than that in the control group, but between-group effect sizes were small to medium (Cohen’s d at T3=0.45, 0.21, and 0.23 for the 3 questionnaires, respectively) and statistically not significant. Negative perinatal child outcomes did not differ between the 2 groups ($\chi^2_1=0.1; P=.78$). Completer analysis revealed no differences in outcome between the treatment completers and the control group. The trial was terminated early for reasons of futility based on the results of an interim analysis, which we performed because of inclusion problems.
Conclusions: Our study did show a significant reduction in affective symptoms in both groups, but the differences in reduction of affective symptoms between the intervention and control groups were not significant. There were also no differences in perinatal child outcomes. Future research should examine for which women these interventions might be effective or if changes in the internet intervention might make the intervention more effective.

Trial Registration: Netherlands Trial Register NL4162; https://tinyurl.com/sdckjek
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Introduction

Background
Depression and anxiety are common problems in women in the perinatal period. Major depressive disorder and anxiety disorders affect 7% to 15% of women during pregnancy [1-4]. The prevalence of symptoms of depression and anxiety is even higher, as they occur in 18% to 20% of the pregnant women [1,5,6]. Depression and anxiety are both associated with poor pregnancy outcomes [7], postpartum depression [4,8,9], and negative influences on child development [10-14]. Hence, effective treatment of these disorders is of the utmost importance.

Psychotherapeutic interventions such as cognitive behavioral therapy and interpersonal therapy have proven effective in treating perinatal depression and anxiety [15-17]. However, the implementation of effective treatment interventions is often hampered by factors relating to the pregnancy, for example, nonrecognition of the symptoms because of overlapping symptomatology with pregnancy itself [18], or by feelings of stigmatization, lack of time, problems with transportation, or difficulties arranging childcare [11,19,20]. Some of these barriers may be overcome by providing guided internet-based self-help interventions. Indeed, Web-based interventions are easier to access, have no waiting lists, allow anonymity, and can be carried out whenever and wherever the patient wants [19,21,22]. Moreover, because the therapeutic input is smaller than that in regular face-to-face treatments, internet-based interventions are likely to be less costly and more scalable. This is especially advantageous for disorders that are characterized by a combination of high prevalence and a low treatment-seeking rate, which is the case for pregnant women with depressive and anxiety symptoms. Although internet-based interventions proved effective in the general population [23,24] as well as postpartum [25], recent studies of internet-based interventions during pregnancy [26-28] showed varying success. Outcomes may have been influenced by differences in the methodology, content, and duration of these internet-based therapies.

Previously, we developed an internet-based problem solving treatment (PST) consisting of five modules and support provided by a trained coach, which proved effective for depressed and anxious people in general [29,30]. PST is a generic treatment that is used for different kinds of psychiatric problems, such as depression [31] and anxiety [32]. The core assumption of PST is that affective symptoms are generated when people become overwhelmed by practical problems they face in their daily lives. In PST, participants make a list of all their worries and problems and learn structured ways to resolve those problems. This approach makes them feel less overwhelmed, which in turn alleviates their mood.

Although the effectiveness of face-to-face PST has been firmly established [31], there is no evidence yet whether online guided PST might be effective in reducing symptoms of depression and anxiety in pregnant women.

Objectives
For this study, we adapted the Web-based guided PST to provide an effective, easily accessible intervention for above-threshold affective symptoms in pregnant women. We hypothesized that the intervention would be effective (1) in reducing depressive and anxiety symptoms post intervention during pregnancy, at the end of pregnancy, and at 6 weeks postpartum and (2) in improving perinatal child outcomes, such as preterm birth, growth restriction, and breastfeeding initiation.

Methods

Study Design
We performed a randomized controlled trial with an intervention condition (internet-based PST) and a control group (care-as-usual). For ethical reasons, the participants in the control condition were also offered access to the intervention, but only after the last follow-up (6 weeks postpartum). Both groups were allowed to use concurrent treatment (care-as-usual) as well. The use of additional care was monitored through self-report.

The study protocol, information brochure, and informed consent form were approved by the Medical Ethics Committee of the VU University Medical Center (registration number 2013.275) and registered with the Dutch Trial Registry (NL4162). The tenets of the Declaration of Helsinki were observed. An extensive description of the study protocol can be found elsewhere [33].

Participants
All participants were self-referred. They were recruited through articles and advertisement in national newspapers and magazines and through social media, pregnancy websites, and websites of patient’s associations. Information flyers and posters were also distributed in maternity clinics and in clinics for primary care nationwide. Pregnant women with symptoms of depression and/or anxiety were advised to visit our study website, where
they could find more information about the study and were given the opportunity to register online. After registration, they received an informed consent letter by post. After returning the signed informed consent form, they were invited to complete the first Web-based questionnaire.

Inclusion and Exclusion Criteria

Women aged 18 years and older were eligible if they were pregnant for less than 30 weeks, showed symptoms of depression or anxiety or both, and had sufficient access to the internet. Symptoms of depression were measured with the initial Web-based questionnaire using the Center for Epidemiological Studies Depression scale (CES-D) [34], and symptoms of anxiety were assessed using the Hospital Anxiety and Depression Scale-Anxiety subscale (HADS-A) [35]. Women were eligible to participate if their score on the CES-D was at least 16 or the score on the HADS-A was 8 or more. Women with severe depressive or anxiety symptoms (CES-D ≥25 or HADS-A ≥12) were also allowed to participate. However, we advised them to contact their general practitioner as well to check if another treatment or additional treatment was needed. We did not exclude them because internet-based PST has also proven to be effective for severe depressive and anxiety symptoms [29,36,37]. However, women were excluded if they reported intentions to harm themselves or to attempt suicide (assessed by one question of the Web Screening Questionnaire) [38].

During the trial, participants in the intervention group were allowed to receive additional care-as-usual, such as psychiatric treatment including psychotherapy or psychopharmacological drugs. Any additional treatments were monitored through participants’ self-reports at every assessment.

Randomization

Women who were included in the study were randomized in a 1:1 ratio to the intervention condition versus the control condition. An independent researcher created a computer-generated randomization scheme based on blocks of 10 and provided the next randomization outcome to one of the coaches. This procedure ensured allocation concealment. The research assistant informed all the participants on the randomization outcome by email. The participants of the intervention group also received the name of the website and details on where and how they could log-in to start the intervention.

Intervention

An existing evidence-based internet version of PST [29] was used. We adapted this version for pregnant women by adding one session of psychoeducation on pregnancy and affective symptoms and adjusting all the existing case examples to pregnancy-related case examples. The adapted Web-based intervention for pregnant women was named MamaKits online. The course consists of 5 modules, and participants are advised to try to carry out one module each week. Each module consists of information, examples of other pregnant women with depressive or anxiety symptoms carrying out the intervention, and homework assignments.

The intervention consists of 3 steps: (1) participants describe what really matters to them, (2) participants write down all their current worries and problems, and (3) participants make a plan for the future, in which they describe how they will try to accomplish those things that matter most to them. After that, they categorize the problems into three types: unimportant problems (problems unrelated to the things that matter to them), problems that can potentially be solved, and problems that cannot be solved (eg, the loss of a loved one). The core of the intervention consists of a structured approach to solve the potentially solvable problems. This approach consists of 6 steps: (1) write down a clear definition of the problem, (2) generate multiple solutions to the problem, (3) select the best solution, (4) work out a systematic plan for this solution, (5) carry out the solution, and (6) evaluate whether the solution has resolved the problem.

After each module, trained coaches (students pursuing Master’s in Psychology) provided feedback on the assignments via secured email. All coaches were trained for 4 hours in PST and providing feedback via secured email. They were trained by an experienced psychotherapist, who also provided the coaches with regular supervision. On average, the coaches gave 20 min of feedback per patient per module. The feedback was directed to helping the patient work through the intervention; the coaches answered questions if something was not clear and provided feedback on homework assignments. If a participant was delayed in submitting the homework, the coach sent a reminder by email, with a maximum of three emails and one phone call after that.

Measures

Assessments

Assessments took place at baseline (T0), 10 weeks after baseline (T1), 4 weeks before the expected date of delivery (T2), and 6 weeks postpartum (T3). Participants who started the intervention after 24 weeks’ gestation were not assessed at T2, as the period between T1 and T2 would have been too short to expect any effects. All assessments were based on self-report and took place online. At baseline, we additionally collected demographic data and data on current mental treatment, parity, pregnancy duration, and previous and current pregnancy complications. At T1, we collected additional data about treatment satisfaction, and at T3, we additionally collected data on perinatal child outcomes.

Primary Outcomes

Primary outcomes were reduction in symptoms of depression and anxiety and perinatal child outcomes. Depression was measured with the Dutch version of the CES-D [34]. This scale has 20 self-rated items, each of which is scored from 0 to 3. The total score range is 0 (no depressive symptoms) to 60 (high number of depressive symptoms). The validity of the CES-D has been tested in different populations, including pregnant women [39,40] and also online [41]. Scores of 16 and higher represent a clinically significant level of depressive symptoms with a sensitivity of 0.82 to 1.00 and a specificity of 0.69 to 0.88 [37,38].

Anxiety was measured with the Dutch version of the HADS-A [35]. The HADS-A is a 7-item anxiety subscale of the HADS...
with item responses on a 0 to 3 scale. Total score range is 0 to 21. Higher scores indicate more anxiety. The questionnaire has been found to be reliable in the internet version [42]. The HADS-A has an optimal cut-off ≥8 with a sensitivity of 0.89 and a specificity of 0.75 [43].

Perinatal child outcomes were assessed through self-report and analyzed by calculating the differences between the percentages of women in the intervention and control condition who delivered preterm (gestational age <37 weeks), whose babies had a low birth weight for gestational age (weight ≤ tenth percentile, according to the guidelines by the Dutch Association of Gynecologists and Obstetricians, based on data of the Dutch National Birth Register), who delivered with an emergency cesarean section or vacuum extraction, or who did not continue breastfeeding until 6 weeks postpartum.

Secondary Outcomes
Secondary outcomes were reduction in symptoms of depression as measured with the Edinburgh Postnatal Depression Scale (EPDS), additional psychological health care use, and treatment satisfaction. The EPDS [44] is a 10-item depression scale developed for women primarily in the postpartum period, but also in pregnancy. Depending on the trimester, the cut-off score varied worldwide from 6.5 to 14.5, and in the Netherlands, it varied from 10 to 11 [45,46]. Item response varies from 0 to 3, and the total score range is 0 to 30 [45]. Information about additional mental health care was obtained using the Trimbos/institute for Medical Technology Assessment, Erasmus University Rotterdam, questionnaire for Costs associated with Psychiatric Illness [47].

We also used the Client Satisfaction Questionnaire (CSQ-8). The CSQ-8, a questionnaire with 8 items measured on a 4-point scale, has good psychometric properties in the Dutch population [48]. We added several questions about the intervention, the website, and the feedback of the coach. These questions could be answered through visual analog scales (VASs).

Sample Size Considerations
The between-group effect size (Cohen $d$) at post test (T1) was assumed to be at least 0.40, as was demonstrated in previous studies using the same internet-based PST [29,30]. Using an alpha of .05 (2-tailed), a statistical power (1-beta) of 0.80, and an attrition rate of 30% (as seen in other internet-based therapies in depressed patients) [30], we calculated that we needed to enroll 143 respondents in each arm.

After reviewing the literature, we assumed that symptoms of major depressive disorder and any anxiety disorder affect 7% to 15% of women during pregnancy [1-4] and that about 17% of the pregnant women have mild affective symptoms in pregnancy [6]. On the basis of a yearly birth rate of 171,341 in the Netherlands [49], at least about 29,127 women would be eligible for screening. With an expected response rate of 1%, 291 women would be included. Therefore, inclusion was expected to be completed within 1 year.

Statistical Analysis
All data were analyzed according to intention-to-treat analysis (comprising all the participants who were randomized) as well as per-protocol analysis (focusing on the participants who completed the intervention, ie, a subset of the intention-to-treat sample).

Mean total scores (standard deviations) of the 3 questionnaires (CES-D, HADS-A, and EPDS) were computed for the intervention and control arms separately at different time points (T0, T1, T2, and T3). The internet-based PST intervention effect was tested with linear mixed model (LMM) analyses, while correcting for baseline differences in the depressive and anxiety symptoms. LMM analysis can handle missing data owing to dropout under the assumption that the data are missing-at-random. Adverse perinatal child outcomes were defined as having experienced any negative outcome and were also evaluated by means of chi-square tests. Statistical analyses were carried out with SPSS (version 24; IBM, Armonk, New York) and Stata (version 15; StataCorp, College Station, Texas) software.

Results
Inclusion, Study Flow, Study Termination, and Dropout
The inclusion period was extended from 1 to 3 years owing to a low inclusion rate (March 2014 until January 2017). After 3 years, we performed an interim analysis, which had not been planned in the study protocol, to decide if inclusion of additional participants (and applying for additional funding) would be worthwhile or not. We developed an interim analysis protocol, which was approved by the ethical board. We evaluated the intervention effect on the first primary outcome CES-D at posttest (T1) when 153 participants had been randomized. According to the interim analysis protocol, the trial would be stopped for efficacy if the estimated intervention effect (in terms of standardized mean difference) exceeded 0.54 (in other words, extra patients would not be needed because the power was enough to establish the effect with significance). Inclusion would also be stopped, for futility, if the intervention effect was below 0.29 (in other words, continuing with our previously planned number of patients would not be useful because even if this number was reached, the power would be insufficient to demonstrate the effect with significance). As the interim analysis provided an estimated effect size of 0.035, the inclusion of participants was terminated prematurely. Although the inclusion of new participants stopped, all measurements continued as scheduled for the participants already included.

At the time of closure, a total of 349 women had expressed interest in the intervention. Of those women, 99 were excluded because they did not fulfill the inclusion criteria (eg, due to being pregnant beyond 30 weeks or due to not exceeding the required threshold for depression or anxiety scores). Of the remaining 250 women, 91 did not want to participate because of several reasons (eg, they already felt better or started another type of therapy). Of the originally planned 286 women, 159 were included in the study, as another 6 women were in the process of inclusion during the interim analysis. Of these 159 women, 79 were randomly allocated to the intervention group and 80 to the control group (Figure 1). Study dropout was 14% (11/80) in the control arm versus 22% (17/79) in the
experimental arm at T1 ($P=.20$), 15% (12/80) versus 27% (21/79) at T2 ($P=.07$), and 19% (15/80) versus 32% (25/79) at T3 ($P=.06$). Overall, 60% (48/80) of the control group versus 43% (34/79) of the intervention group responded in all waves (T0, T1, T2, and T3) and 21% (17/80) of the control group versus 25% (20/79) of the intervention group missed either T1 or T2 (or both).

Of the 79 participants who were randomized to the intervention group, 37 (47%) completed all 5 modules of the intervention, 39 (49%) women completed at least four modules, 50 (63%) women completed at least three modules, 67 (72%) women completed at least two modules, 70 (89%) women completed at least one module, and 9 (11%) women did not even complete the first module. Reasons for nonadherence included being too busy (n=7), feeling better (n=4), need for other treatment (too sick; n=5), not being motivated (n=8), difficulties in confessing to the computer (n=1), intervention not meeting the expectations (n=3), and other reason/no reason given (n=14). There were no statistically significant differences between the baseline scores of treatment completers (having done all five modules) and noncompleters (having done less than five modules). The number of women using additional therapy was similar in both groups ($P=.68$, $P=.82$, and $P=.73$ at T0, T1, and T3, respectively).

**Figure 1.** Flowchart of participants throughout the trial. Intervention: still in intervention group, but not everyone participated in this assessment; Control: still in control group, but not everyone participated in this assessment; Nonmissing: did participate in this assessment; Dropout: not in study anymore.

**Description of Participants**

In total, 159 women were randomized. Differences in baseline demographics between the internet-based PST group and the control group were small (Table 1). Most women were of native Dutch origin (134/159, 84.2%), highly educated (120/159, 75.4%), and employed (111/159, 69.8%). Differences between the intervention and the control group with respect to baseline severity scores of depression and anxiety (primary and secondary outcomes) were also small and nonsignificant.
Table 1. Sociodemographic and clinical characteristics at baseline for the intervention group and the control group (primary and secondary outcomes).

<table>
<thead>
<tr>
<th>Demographic factors</th>
<th>Intervention, n=79</th>
<th>Control, n=80</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>32.08 (4.61)</td>
<td>31.94 (4.83)</td>
</tr>
<tr>
<td><strong>Background, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>72 (91)</td>
<td>62 (78)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (9)</td>
<td>18 (23)</td>
</tr>
<tr>
<td><strong>Educationa, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>4 (5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Middle</td>
<td>14 (18)</td>
<td>21 (26)</td>
</tr>
<tr>
<td>High</td>
<td>61 (77)</td>
<td>59 (74)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>76 (96)</td>
<td>76 (95)</td>
</tr>
<tr>
<td>Living together</td>
<td>71 (90)</td>
<td>73 (91)</td>
</tr>
<tr>
<td><strong>Employed, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>57 (72)</td>
<td>54 (68)</td>
</tr>
<tr>
<td><strong>Pregnancy, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;12 weeks</td>
<td>5 (6)</td>
<td>11 (14)</td>
</tr>
<tr>
<td>&gt;12 and &lt;26 weeks</td>
<td>48 (61)</td>
<td>44 (55.0)</td>
</tr>
<tr>
<td>&gt; 26 weeks</td>
<td>26 (33)</td>
<td>25 (31)</td>
</tr>
<tr>
<td>Nulliparous</td>
<td>42 (53)</td>
<td>36 (45)</td>
</tr>
<tr>
<td>Complications in previous pregnancyb</td>
<td>29 (60)</td>
<td>39 (72)</td>
</tr>
<tr>
<td>Complications in this pregnancy</td>
<td>9 (11)</td>
<td>7 (9)</td>
</tr>
<tr>
<td><strong>Previous mental healthc, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depressive disorder</td>
<td>24 (30)</td>
<td>29 (36)</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>20 (25)</td>
<td>25 (31)</td>
</tr>
<tr>
<td>Other mental problems</td>
<td>9 (11)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>No diagnosis</td>
<td>31 (39)</td>
<td>30 (38)</td>
</tr>
<tr>
<td><strong>Current treatment, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological treatment</td>
<td>31 (39)</td>
<td>34 (43)</td>
</tr>
<tr>
<td>Psychotropic medication</td>
<td>12 (15)</td>
<td>14 (18)</td>
</tr>
<tr>
<td><strong>Affective symptoms, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center for Epidemiological Studies Depression</td>
<td>28.84 (7.54)</td>
<td>27.94 (9.04)</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale-Anxiety</td>
<td>11.44 (3.50)</td>
<td>11.89 (3.38)</td>
</tr>
<tr>
<td><strong>Secondary outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale</td>
<td>14.27 (4.91)</td>
<td>13.96 (4.94)</td>
</tr>
</tbody>
</table>

bFirst pregnancies excluded.
cNote that women can be both in the category “depressive disorder” and in the category “anxiety disorder.”

**Effects on Mood Within the Intention-to-Treat Sample**

In the intervention group, large within-group effect sizes in primary and secondary outcomes were found between T0 and T1, T2 and T3 (Table 2). However, within-group effect sizes in the control group were also large (Figure 2). Differences in effects, as measured in between-group effect sizes, were small and statistically insignificant (Table 3). The only exception to this finding was the medium effect size of the CES-D outcome on T3, but this was not significant either (d=0.45; P=.06).
Table 2. Mean scores (standard deviations) for affective symptoms (primary and secondary outcomes) considering the intervention group and the control group at baseline, 10 weeks after randomization, 4 weeks before expected birth date, and 6 weeks after child birth.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Baseline</th>
<th>10 weeks after randomization</th>
<th>4 weeks before expected birth date</th>
<th>6 weeks after child birth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center for Epidemiological Studies Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>79</td>
<td>28.8 (7.5)</td>
<td>54</td>
<td>19.5 (10.2)</td>
</tr>
<tr>
<td>Waitlist control</td>
<td>80</td>
<td>27.9 (9.0)</td>
<td>65</td>
<td>18.6 (9.4)</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale-Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>79</td>
<td>11.4 (3.5)</td>
<td>54</td>
<td>8.4 (4.2)</td>
</tr>
<tr>
<td>Waitlist control</td>
<td>80</td>
<td>11.9 (3.4)</td>
<td>65</td>
<td>8.6 (3.7)</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>79</td>
<td>14.3 (4.9)</td>
<td>54</td>
<td>9.5 (5.6)</td>
</tr>
<tr>
<td>Waitlist control</td>
<td>80</td>
<td>14.0 (4.9)</td>
<td>65</td>
<td>8.9 (5.5)</td>
</tr>
</tbody>
</table>

Figure 2. Predicted Center for Epidemiological Studies Depression and Hospital Anxiety and Depression Scale severity scores (primary outcomes) estimated using linear mixed models correcting for baseline differences. Measurements taken at T0: baseline; T1: 10 weeks after baseline; T2: 4 weeks before the expected date of delivery; T3: 6 weeks postpartum.
Table 3. Estimated effects (unstandardized), test results, and effect sizes of the differences in primary and secondary outcomes (Center for Epidemiological Studies Depression, Hospital Anxiety and Depression Scale-Anxiety, and Edinburgh Postnatal Depression Scale) within groups and between the intervention group and the control group, using linear mixed model analysis at baseline, 10 weeks after randomization, 4 weeks before expected birth date, and 6 weeks after child birth after correction for scores at baseline.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Estimated effect^b</th>
<th>Test results</th>
<th>Effect size^c (Cohen d)</th>
<th>Test statistic, z</th>
<th>P value</th>
<th>Within control condition</th>
<th>Within intervention condition</th>
<th>Between groups</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center for Epidemiological Studies Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T1^d</td>
<td>−0.21</td>
<td>−0.14</td>
<td>.89</td>
<td>−1.05</td>
<td>−1.07</td>
<td>−0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T2^e</td>
<td>−0.14</td>
<td>−0.08</td>
<td>.94</td>
<td>−1.10</td>
<td>−1.11</td>
<td>−0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T3^f</td>
<td>−3.71</td>
<td>−1.87</td>
<td>.06</td>
<td>−1.29</td>
<td>−1.74</td>
<td>−0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale-Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T1</td>
<td>0.04</td>
<td>0.07</td>
<td>.95</td>
<td>−0.87</td>
<td>−0.86</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T2</td>
<td>0.02</td>
<td>0.02</td>
<td>.98</td>
<td>−1.06</td>
<td>−1.05</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T3</td>
<td>−0.71</td>
<td>−0.92</td>
<td>.36</td>
<td>−1.06</td>
<td>−1.27</td>
<td>−0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T1</td>
<td>0.00</td>
<td>0.01</td>
<td>.10</td>
<td>−0.91</td>
<td>−0.91</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T2</td>
<td>0.10</td>
<td>0.11</td>
<td>.91</td>
<td>−1.09</td>
<td>−1.07</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention×T3</td>
<td>−1.12</td>
<td>−1.13</td>
<td>.26</td>
<td>−1.02</td>
<td>−1.25</td>
<td>−0.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a The test on all three parameters tests the null hypothesis that all three intervention-by-timepoint interaction terms are zero, meaning that the course of the outcome variable within the intervention group is identical to the course of the outcome variable within the waitlist control group.

b Estimated effects (unstandardized) are the parameter estimates of the intervention-by-timepoint interaction terms and reflect the additional increase (or decrease) within the intervention group compared with the increase (or decrease) in the waitlist control group.

c Effect sizes (Cohen d) are standardized effects, obtained by dividing the unstandardized estimated effects by the standard deviation of the primary outcomes.

d T1: 10 weeks after randomization.

e T2: 4 weeks before expected birth date.

Effects on Perinatal Child Outcomes Within the Intention-to-Treat Sample

The analyses of perinatal child outcomes revealed that 50.4% (60/119) of the women experienced one or more negative perinatal child outcomes or early cessation of breastfeeding. There was no statistically significant difference in these perinatal outcomes between the intervention group and the control group (Table 4).

Table 4. Perinatal child outcomes in the intervention group compared with the control group.

<table>
<thead>
<tr>
<th>Perinatal child outcomes</th>
<th>Intervention, n (%)</th>
<th>Control, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preterm birth</td>
<td>4 (7)</td>
<td>1 (2)</td>
<td>.12</td>
</tr>
<tr>
<td>Small for gestational age</td>
<td>1 (2)</td>
<td>4 (6)</td>
<td>.24</td>
</tr>
<tr>
<td>Emergency cesarean section</td>
<td>7 (13)</td>
<td>9 (14)</td>
<td>.89</td>
</tr>
<tr>
<td>Vacuum extraction</td>
<td>7 (13)</td>
<td>9 (14)</td>
<td>.89</td>
</tr>
<tr>
<td>No breastfeeding initiation</td>
<td>9 (17)</td>
<td>5 (8)</td>
<td>.13</td>
</tr>
<tr>
<td>Stopped breastfeeding early</td>
<td>9 (17)</td>
<td>11 (17)</td>
<td>.31</td>
</tr>
<tr>
<td>At least one negative perinatal child outcome (including no or early cessation of breastfeeding)</td>
<td>28 (52)</td>
<td>32 (49)</td>
<td>.78</td>
</tr>
</tbody>
</table>
Per-Protocol Analysis of Treatment Completers (Mood and Perinatal Outcomes)

Of all 79 intervention patients, 37 (47%) completed the whole intervention. We examined the effects for those patients compared with the controls and found no significant differences in any of the outcome measures. LMM analyses revealed predominantly small nonsignificant differences between group effect sizes, with the exception of the CES-D on T3, which had a significant, medium to high effect size (CES-D T1: $d=0.25$ and $P=.21$, CES-D T3: $d=0.53$ and $P=.04$, HADS T1: $d=0.04$ and $P=.85$, HADS T3: $d=0.41$ and $P=.09$, EPDS T1: $d=0.09$ and $P=.66$, and EPDS T3: $d=0.27$ and $P=.25$).

Client Satisfaction

The CSQ-8 was completed at T1 by 53 intervention participants. The majority of the participants 87% (46/53) were satisfied with the help they received and 74% (39/53) would recommend the intervention to others. The total intervention was rated 7.1 (SD 1.6) on a 10-point VAS. The website was rated as fairly good to excellent by 83% (44/53) of the participants, and the feedback of coaches was also rated as fairly good to excellent by 83% (44/53) of the participants.

Additional Psychological Health Care

Both groups used additional psychological health care interventions, and in all cases, these interventions consisted of outpatient care. There were no statistically significant differences between the groups in the use of additional psychological health care. This was 42% (25/54) in the intervention group and 46% (27/65) in the control group ($P=0.60$).

Discussion

Principal Findings

To the best of our knowledge, this randomized controlled trial is the first to investigate the effects of offering Web-based guided PST to pregnant women with symptoms of depression and anxiety, with the purpose of reducing barriers for effective therapy. In both the intervention group and the control group, symptoms decreased significantly over time, till 6 weeks postpartum. Although this difference was more pronounced in the intervention group than in the control group, the between-group differences were small and not statistically significant. The only statistically significant difference was shown in the per-protocol analysis at T3 on depression. We consider this result a lucky finding, and therefore, we do not think that this result is clinically meaningful. Except for this outlier, the outcomes of the questionnaires did not differ much. The differences in outcomes on the CES-D were larger than those on the EPDS. This might be explained by the fact that the EPDS also contains anxiety items (question 4 and 5), assuming that the intervention had a smaller effect on anxiety than on depression. There were also no differences between the groups in perinatal child outcomes. Attrition was high, with 47% (37/79) women completing the whole intervention and 63% (50/79) women completing more than three modules. In both groups, many women (52/119, 43.6%) used additional psychological treatment.

Our results are not in line with those of other studies on the effects of face-to-face PST in pregnant women, or with those of studies on the effects of internet-based PST in general, or with those of other Web-based therapies for pregnant women. Studies on face-to-face PST delivered perinatally did show medium to high effect on depression, and studies on internet PST among people recruited in the general population showed moderate effects on both depression and anxiety.

Of 2 other studies on Web-based cognitive behavioral treatment (CBT) for depression during pregnancy, one showed favorable effects on the follow-up of anxiety but not on depression, whereas the other showed a large effect on depression and only a small nonsignificant effect on anxiety.

There might be several reasons why our findings are not in line with those of previous studies. One possible explanation could be the intervention itself. Although the pregnant women who were included were generally satisfied with the intervention, a considerable proportion of these women dropped out. This proportion was larger than that in the intervention of Loughnan [50]. Although we do not know the reasons for the high dropout rate, one reason might have been that the women had sufficiently recovered and did not need more therapy. However, the dropout rate might also indicate that the treatment was not optimal or not sufficiently adapted to the population. The participants might have preferred additional modules (eg, with psychoeducation about changing relationships and role transition) and more supplementary resources, or they might have preferred another type of treatment (eg, CBT), one more like the treatments offered in the above-mentioned studies.

Another possibility is that the women in our study might have preferred face-to-face therapy, which is the default treatment in the Netherlands. The other 2 trials on Web-based CBT for depression during pregnancy were performed in Australia and Sweden, where people might be more familiar with electronic health because of their inability to commute to health care facilities if they live in remote areas. Nevertheless, the fact that almost half of all participants in this study did complete the whole intervention indicates that an internet treatment might be a useful addition to the existing mental health services in the Netherlands.

The second possible reason why our findings differ from those of previous studies is the difference in measuring techniques. In the study that found a significant treatment effect for depression, symptoms were measured with the Montgomery Asberg Depression Rating Scale Self-report version [26]. This instrument might be more sensitive to picking up relevant changes, but as far as we know, it has not been validated in pregnancy, and the changes could also be related to the improvement of symptoms of pregnancy itself. Besides, both studies on Web-based CBT for depression during pregnancy also used the EPDS as secondary outcome, resulting in small nonsignificant treatment effects.

The third possible reason for the lack of effect in this study is the remarkable improvement in the control group. This suggests that the improvement in both groups might rather be explained by spontaneous recovery. In general, people seek treatment when they are feeling at their worst. It is not unusual that...
symptoms improve spontaneously afterward [51]. This improvement might also be explained by the use of additional psychological services. A considerable part of the intervention group as well as the control group used other psychological treatments, and the majority of them started treatment before the intervention and continued after starting the intervention.

The fourth possible reason is that the patients in our study were relatively healthy. They had less severe depressive symptoms than those in the studies on Web-based interventions that showed greater effects [26,27]. Studies with patients with more severe symptoms often demonstrate higher effects than studies with patients with less severe symptoms [37].

The fifth possible reason is that the intervention might have been offered at the wrong moment during pregnancy. Most participants (92/159, 57.8%) were in the second trimester of their pregnancy, and several systematic reviews concluded that interventions carried out toward the end of pregnancy or in the postpartum period might be more effective [16,52]. However, in view of the negative consequences of anxiety and depression in pregnancy, an early intervention is of the utmost importance. Although we did not offer our intervention later in pregnancy or in the postpartum period, as recommended, we did meet the other 2 mentioned requirements of a successful treatment, which are an individual approach and an approach targeted at an at-risk population [52].

Strengths

Our study has several strengths. First, we created and tested the first internet version of evidence-based PST in a perinatal setting. Second, we had a relatively long follow-up of 20 weeks. Third, we used an array of different outcome measures, including perinatal child outcomes. Fourth, we allowed women of both groups to use concurrent treatment, including treatment as usual, which makes the results of our study compatible with clinical practice.

Limitations

Despite all our efforts to increase the number of women included in the study (by seeking publicity and prolonging the study period by 2 years), the required number of participants was not obtained. Second, adherence to the intervention was limited. Third, perinatal child outcomes were self-reported, which makes them less objective. The fourth limitation is that there was a sampling bias of mostly native Dutch, employed, and highly educated women, which makes the results less representative of the general population. The fifth limitation is that because of trial reasons, and to keep the population more homogeneous, women in the last 10 weeks of pregnancy were excluded from starting the intervention because they might not be able to finish the treatment before delivery. This is a limitation because by setting this limit, we excluded a group of women who could have benefited from the intervention, and we also possibly reduced the inclusion rate. Furthermore, as we mentioned earlier, interventions carried out toward the end of pregnancy or in the postpartum period might have been more effective [16,52]. We, therefore, might have been able to demonstrate larger effects if the intervention had been offered during this period.

The sixth limitation is that due to the small inclusion sample, the prevalence of negative perinatal child outcomes is probably less reliable.

Clinical Implications

The aim of our study was to improve the care for pregnant women with symptoms of depression or anxiety or both by offering a Web-based intervention with the intention to overcome perceived barriers to treatment. Although inclusion was low, attrition was high, and outcome differences between the intervention group and the control group were mostly nonsignificant, we still recommend investigating how adherence and the effectiveness might be improved by adjusting the Web-based intervention, as satisfaction with the offered modules was high and the intervention is easily applicable at low cost.

Conclusions

To the best of our knowledge, this is the first study to examine a Web-based PST intervention in pregnant women. Although this study did not show a significant reduction in depression and anxiety in comparison with a control condition, Web-based interventions remain a practical, cost-effective, complementary, or alternative therapy modality for face-to-face treatment. Future research is needed to see if the intervention might be more successful if it is offered later in pregnancy or if it is better adapted to the pregnant population or both.
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Abstract

Background: Therapeutic alliance has been well established as a robust predictor of face-to-face psychotherapy outcomes. Although initial evidence positioned alliance as a relevant predictor of internet intervention success, some conceptual and methodological concerns were raised regarding the methods and instruments used to measure the alliance in internet interventions and its association with outcomes.

Objective: The aim of this study was to explore the alliance-outcome association in a guided internet intervention using a measure of alliance especially developed for and adapted to guided internet interventions, showing evidence of good psychometric properties.

Methods: A sample of 223 adult participants with moderate depression received an internet intervention (ie, Deprexis) and email support. They completed the Working Alliance Inventory for Guided Internet Intervention (WAI-I) and a measure of treatment satisfaction at treatment termination and measures of depression severity and well-being at termination and 3- and 9-month follow-ups. For data analysis, we used two-level hierarchical linear modeling that included two subscales of the WAI-I (ie, tasks and goals agreement with the program and bond with the supporting therapist) as predictors of the estimated values of the outcome variables at the end of follow-up and their rate of change during the follow-up period. The same models were also used controlling for the effect of patient satisfaction with treatment.

Results: We found significant effects of the tasks and goals subscale of the WAI-I on the estimated values of residual depressive symptoms ($\gamma_02=-1.74$, standard error [SE]=0.40, 95% CI =2.52 to -0.96, $t_{206}=-4.37$, $P<.001$) and patient well-being ($\gamma_02=3.10$, SE=1.14, 95% CI 0.87-5.33, $t_{198}=2.72$, $P=.007$) at the end of follow-up. A greater score in this subscale was related to lower levels of residual depressive symptoms and a higher level of well-being. However, there were no significant effects of the tasks and goals subscale on the rate of change in these variables during follow-up (depressive symptoms, $P=.48$; patient well-being, $P=.26$). The effects of the bond subscale were also nonsignificant when predicting the estimated values of depressive symptoms and well-being at the end of follow-up and the rate of change during that period (depressive symptoms, $P=.08$; patient well-being, $P=.68$).
Conclusions: The results of this study point out the importance of attuning internet interventions to patients’ expectations and preferences in order to enhance their agreement with the tasks and goals of the treatment. Thus, the results support the notion that responsiveness to a patient’s individual needs is crucial also in internet interventions. Nevertheless, these findings need to be replicated to establish if they can be generalized to different diagnostic groups, internet interventions, and supporting formats.

(J Med Internet Res 2020;22(3):e15824) doi:10.2196/15824
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Introduction

Several meta-analyses positioned therapeutic alliance as a robust predictor of outcomes in face-to-face psychotherapy [1-3]. However, alliance effects do not seem to be limited to the field of traditional psychotherapy. Alliance also predicted outcomes in other health-related interventions, such as pharmacotherapy [4,5]. The increasing development of internet interventions and the evidence for their efficacy and effectiveness in treating diverse mental disorders [6-8] raised the question of what role therapeutic alliance might play in such treatments, especially in those providing guidance from trained supporters (guided internet interventions) [9]. In the last years, several studies addressed this question scientifically. Although some authors found that the alliance could be less important in internet interventions than in traditional face-to-face therapies [10], a recent meta-analysis reported similar effect sizes ($r=0.275$) for the alliance-outcome relationship in online interventions as in traditional face-to-face therapies [1]. Among the 18 studies included in that meta-analysis [1], 15 analyzed the alliance specifically in guided internet interventions. To measure the alliance, most of the studies used the same instruments usually administered in face-to-face psychotherapy (i.e., the Working Alliance Inventory [WAI]) [11] with very slight modifications (e.g., talking about a treatment instead of therapy) and focused on the effects of the relationship between the patient and the supporting therapist [10,12-21]. This approach of measuring alliance follows its classical conceptualization in psychotherapy research as tripartite, consisting of (1) the patient-therapist emotional bond, (2) patient agreement with the tasks of therapy, and (3) patient agreement with the therapeutic goals that the patient and therapist seek in treatment [22,23]. However, it was not considered that in these trials, treatment tasks and goals were not set in collaboration with the supporting therapist but were proposed by the online program, which might be a limiting factor. Some studies did this the other way around; they used adapted instruments to measure the alliance between the patient and the online intervention only [18,24-26].

Regardless of whether the measuring instruments focused on the supporting therapist or the program, all the abovementioned studies have one thing in common. They lack an exploration of the psychometric properties (i.e., validity and reliability) of the measuring instruments used in the specific context of guided online interventions. Only Kiluk et al [24] presented an exploratory analysis of the adapted version of the WAI (i.e., WAI-Tech) with some evidence of internal consistency (Cronbach alpha) and external validity (i.e., significant correlations with the original WAI and with patient treatment satisfaction). However, the small sample size of that study ($n=34$) limited the interpretability of the findings and prevented the provision of further evidence for the psychometric properties of the scale (e.g., construct validity). Thus, beside conceptual issues identified in most previous alliance-outcome studies of guided internet interventions, concerns might be raised regarding the validity and reliability of the instruments used to measure the alliance construct.

In this context, Berger et al [27], as well as Scherer et al [28], presented a compromise between the two previous approaches of analyzing alliance-outcome associations in guided internet interventions (focus on the supporting therapist or the online program). The authors took the original version of the WAI and adapted it to guided internet interventions, exploring the bond with the supporting therapist but the tasks and goals with the online program. With this version of the instrument, they captured the most relevant aspects of the alliance, considering both the importance of the relationship with the supporting therapist and patient attunement with the online program. Recently, Gómez Penedo et al [29] systematized the efforts by Berger et al [27] and Scherer et al [28], presenting the Working Alliance Inventory for Guided Internet Interventions (WAI-I) and exploring the psychometric properties of the scale. The findings provide evidence for adequate internal consistency, external validity, and construct validity (based on a confirmatory factor analysis) of the WAI-I.

Given the cumulative evidence showing that residual depressive symptoms are some of the main predictors of relapse [30-32], in this study, we will analyze how the alliance during treatment is associated with long-term outcomes (i.e., 9-month follow-up) after a guided internet intervention for patients with moderate depressive symptoms. We will focus on both analyzing the effects of the alliance on the changes produced during the follow-up period (i.e., deterioration or further improvement) and evaluating the residual depressive symptoms at the 9-month follow-up. Furthermore, we will analyze the same effects on the well-being of patients. Beside responding to a general call for further studies clarifying the role of alliance in online interventions [1,9], especially with adapted and psychometrically sound instruments [29], the aim of this study was to explore the alliance-outcome association using the WAI-I, a measure of alliance especially developed for and adapted to guided internet interventions.

https://www.jmir.org/2020/3/e15824
Methods

Participants
For this study, we drew on a dataset from the EVIDENT study [33,34], a large multicenter randomized controlled trial analyzing the effects of the internet intervention Deprexis [35]. In that trial, 509 patients were assigned to the online intervention. Of these 509 participants, 317 presented with moderate depressive symptoms (ie, score between 10 and 14 in the Patient Health Questionnaire [PHQ]) [36] and therefore additionally received weekly email support from trained clinicians. In our study, we analyzed a sample of 223 patients who received both Deprexis and email support, and completed the WAI-I at treatment termination. Patients in this study were aged between 18 and 65 years (mean 44.48 [SD 10.68] years) and were German speaking. Furthermore, most participants were female (157/223, 70.4%), had high school education (107/223, 48.0%), and were in a romantic relationship at the beginning of the treatment (151/223, 67.7%). The exclusion criteria were a lifetime diagnosis of a bipolar disorder or schizophrenia and acute suicidality established by a telephone diagnostic interview.

Internet Intervention
Deprexis is an internet intervention that demonstrated effectiveness when treating depression, showing medium effect sizes at posttreatment [37]. Deprexis has 10 modules (in addition to one introductory and one summary module) developed consistent with cognitive-behavioral treatment manuals. Within the modules, the program provides simulated dialogues, explaining different techniques and key concepts and delivering examples, and illustrations for easy understanding. Participants were requested to complete different exercises within the program and provide feedback in order to attune the interventions to each participant. Although the modules were presented sequentially, patients could repeat them as often as they wanted. In this sample, the participants spent a mean of 520 (SD 314) minutes in the program and completed a mean of 9.74 (SD 4.51) modules.

All the participants in this sample received standardized email support that consisted of weekly feedback regarding their activity on Deprexis during the last week. The main goal of this support was to enhance participants’ motivation and engagement with the internet intervention. The support was implemented via a secured email system included in the internet intervention. The support was to enhance participants’ motivation and engagement with the internet program. Of these 509 participants, 317 presented with moderate depressive symptoms (ie, score between 10 and 14 in the Patient Health Questionnaire [PHQ]) [36].

Measures

Working Alliance Inventory for Guided Internet Interventions
The WAI-I is an instrument derived from the Working Alliance Inventory—Short revised [39], and was specifically adapted to guided internet interventions [27,29]. The WAI-I is a 12-item self-reported measure rated on a 5-point Likert scale ranging from 1 (never) to 5 (always). The instrument has two dimensions. One dimension explores the emotional bond between the patient and the supporting therapist, with items like “I feel that the psychologist who supports me in the online program appreciates me.” The second dimension analyzes patient agreement with the tasks and goals of the internet intervention, with items like “I believe the way the online program is working with my problem is correct” and “The goals of the online program are important goals for me.” The instrument showed evidence of adequate internal consistency, external validity, and construct validity for a two-factor solution (based on a confirmatory factor analysis) [29]. In this sample, the Cronbach alpha of the bond subscale was .89, whereas that of the tasks and goals subscale was .93.

Patient Satisfaction Questionnaire (Zurich Satisfaction Questionnaire-8)
To measure patient satisfaction with treatment, we used the Zurich Satisfaction Questionnaire-8 (ZUF-8) questionnaire [40] adapted for internet interventions [33]. This instrument is a self-reported measure of eight items rated on a 4-point Likert scale ranging from 1 (low satisfaction) to 4 (high satisfaction). The ZUF-8 adapted to the German culture showed good psychometric properties with evidence of internal consistency, concurrent validity, and construct validity [40]. In the sample of this study, the ZUF-8 showed a Cronbach alpha of .92.

Patient Health Questionnaire-9
The PHQ-9 is a widely used outcome measure for the treatment of depression [41]. It has nine self-reported items representing the nine Diagnostic and Statistical Manual of Mental Disorders—version IV criteria of depression that are completed on a 4-point Likert scale from 0 (not at all) to 3 (nearly every day). Previous studies showed that it is a reliable and valid instrument to measure depression severity [41]. In this study, the PHQ-9 presented good internal consistency during follow-up, with a Cronbach alpha of .82.

Short-Form Health Survey-12
The Short-Form Health Survey-12 (SF-12) is an instrument for measuring health-related quality of life [42]. For this study, we used the mental health subscale (SF-P) of this measure, which consisted of six items, with higher scores representing a higher quality of life in terms of mental health. The items from SF-12 have a Likert scale that varies from 3 to 6 response categories, depending on the item. The individual item responses are then transformed into a 0 to 100 scale and then aggregated into the Cronbach alpha of .77.

The sample of this study received a mean of 12.11 (SD 3.23) messages from the supporting clinicians and read a mean of 9.65 (SD 4.88) of those messages. Additionally, the patients sent a mean of 1.99 (SD 2.84) messages to the supporting clinicians (54.7% of the sample sent at least one message). Further details on the internet intervention Deprexis are presented in articles by Meyer et al [35] and Klein et al [33,34].
different dimensions or subscales, with higher scores representing greater health well-being. Thereafter, the aggregated scores are standardized according to a normative population by computing t-scores that have a mean of 50 and an SD of 10 [34]. The SF-12 showed evidence of reliability and validity [42]. In this sample, the SF-P presented good internal consistency, with a Cronbach alpha of .84.

Procedure
Patients completed the alliance measure (WAI-I) only once at posttreatment. We decided to measure alliance only at the end of therapy, as some studies showed that patients might have difficulties to complete it early in treatment, because of the limited interaction with the supporter during the intervention [16]. At treatment termination, patients also completed the ZUF-8 as a general measure of patient satisfaction. Furthermore, they completed the PHQ-9 and SF-12 at posttreatment and at 3- and 9-month follow-ups. The Ethics Committee of the German Psychological Association approved the procedure of the study (Deutsche Gesellschaft für Psychologie, reference number SM 04_2012). All patients completed an electronic informed consent form before baseline assessments.

Analytic Strategy
For the analyses in this study, we used hierarchical linear models (HLMs) to deal with the dependency of the observations owing to the nestedness of the data [43]. Considering that repeated measures during follow-up were nested within patients, we ran two-level HLMs, accounting for within-patient and between-patient variabilities. These models accommodate missing data, allowing to retain in the analyses all patients with at least one measurement point, which mimics an intent-to-treat approach.

We first ran two-level fully unconditional models with PHQ-9 and SF-12 values during follow-up as the dependent variables. In the next step, we ran an unconditional time-as-only predictor model, with time as a level 1 predictor centered at the 9-month follow-up and representing the evolution during the follow-up period (posttreatment=−1; end of follow-up=0). Thereafter, we ran a conditional model that included WAI-I scores in the bond and tasks and goals subscales as separate level 2 predictors of the intercept (ie, estimated score of the outcome variables at the 9-month follow-up) and the linear slope of time (ie, evolution of the outcome variables during follow-up). Finally, we ran the exact same models but included either (1) patient satisfaction with treatment or (2) participant-supporter interaction indicators (ie, number of messages sent by the participant, number of messages sent by the supporter, and number of messages read by the participant) as a level 2 predictor to control for its effect.

Results
Sample Details
To characterize the sample, we calculated the mean and SD of each of the targeted variables at posttreatment. We have presented these descriptive statistics in Table 1. Furthermore, in Multimedia Appendix 1, we present the correlations among these variables at posttreatment. Beside these correlations among the targeted variables of the study, we found significant correlations between the use of the program in minutes and both the bond subscale ($r=0.18$, $P=.01$) and the tasks and goals subscale ($r=0.16$, $P=.02$) of the WAI-I. In addition, the number of modules performed by the participants was significantly related to the bond subscale ($r=0.22$, $P=.001$) and the tasks and goals subscale ($r=0.15$, $P=.02$).

Table 1. Sample details at posttreatment for the variables in the study.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAI-I$^a$</td>
<td></td>
</tr>
<tr>
<td>T&amp;G$^b$ subscale</td>
<td>3.17 (0.91)</td>
</tr>
<tr>
<td>Bond subscale</td>
<td>3.56 (1.15)</td>
</tr>
<tr>
<td>ZUF-8$^c$</td>
<td></td>
</tr>
<tr>
<td>Total scale</td>
<td>3.13 (0.59)</td>
</tr>
<tr>
<td>PHQ-9$^d$</td>
<td></td>
</tr>
<tr>
<td>Total scale</td>
<td>7.44 (4.32)</td>
</tr>
<tr>
<td>SF-12$^e$</td>
<td></td>
</tr>
<tr>
<td>SF-P$^f$</td>
<td>38.22 (11.75)</td>
</tr>
</tbody>
</table>

$^a$WAI-I: Working Alliance Inventory for Internet Interventions.
$^b$T&G: task and goal subscale.
$^c$ZUF-8: Zurich Satisfaction Questionnaire-8.
$^d$PHQ-9: Patient Health Questionnaire-9.
$^e$SF-12: Short-Form Health Survey-12.
$^f$SF-P: mental health well-being subscale of the Short-Form Health Survey-12.
Fully Unconditional Model

We present the results of all conducted models in Table 2. The fully unconditional model estimated a mean level of 7.14 units in the PHQ-9 during follow-up ($\gamma_{00}=7.14$, standard error [SE]=0.25, 95% CI 6.65-7.63, $t_{219}=64.05$, $P<.001$). Furthermore, the model for SF-P estimated a mean level of 39.23 units during follow-up ($\gamma_{00}=39.23$, SE=0.68, 95% CI 37.90-40.56, $t_{217}=57.65$, $P<.001$).

Table 2. Results of the unconditional, time-as-only predictor, and conditional main effect hierarchical linear models.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Estimated score at the end of follow-up ($\beta_{0j}$)</th>
<th>Change during follow-up ($\beta_{1j}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma$</td>
<td>SE$^a$</td>
</tr>
<tr>
<td>PHQ$^b$ as outcome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully unconditional</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>7.14$^c$</td>
<td>0.25</td>
</tr>
<tr>
<td>Time-as-only predictor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>6.85$^c$</td>
<td>0.29</td>
</tr>
<tr>
<td>Main effects of alliance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>6.84$^c$</td>
<td>0.28</td>
</tr>
<tr>
<td>WAI-I$^f$ T&amp;G$^g$</td>
<td>-1.74$^c$</td>
<td>0.40</td>
</tr>
<tr>
<td>WAI-I bond</td>
<td>0.57$^c$</td>
<td>0.32</td>
</tr>
<tr>
<td>SF-P$^h$ as outcome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully unconditional</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>39.23$^c$</td>
<td>0.68</td>
</tr>
<tr>
<td>Time-as-only predictor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>40.04$^c$</td>
<td>0.80</td>
</tr>
<tr>
<td>Main effects of alliance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>40.19$^c$</td>
<td>0.79</td>
</tr>
<tr>
<td>WAI-I T&amp;G</td>
<td>3.10$^i$</td>
<td>1.14</td>
</tr>
<tr>
<td>WAI-I bond</td>
<td>-0.74</td>
<td>0.91</td>
</tr>
</tbody>
</table>

$^a$SE: standard error.  
$^b$PHQ: Patient Health Questionnaire.  
$^c$P<.001.  
$^d$Not applicable.  
$^e$P<.10.  
$^f$WAI-I: Working Alliance Inventory for Internet Interventions.  
$^g$T&G: task and goal subscale.  
$^h$SF-P: mental health well-being subscale of the Short-Form Health Survey-12.  
$^i$P<.01.

Unconditional Time-as-Only Predictor Model

When predicting PHQ-9 scores, the inclusion of the time variable as a level 1 predictor significantly improved the fit of the fully unconditional model ($\chi^2=9.70$, $P=.02$). The time-as-only predictor model for PHQ-9 estimated a residual depression symptom score of 6.85 at the 9-month follow-up ($\gamma_{00}=6.85$, SE=0.29, 95% CI 6.28-7.42, $t_{209}=54.84$, $P<.001$). This model also showed that the change in the PHQ-9 score during follow-up approached significance ($\gamma_{10}=-0.49$, SE=0.27, 95% CI −1.02 to 0.04, $t_{203}=-1.80$, $P=.08$). The computation of the CIs for the random effects showed significant random effects for both the estimated residual depressive symptoms at the 9-month follow-up (SD 3.33, 95% CI 2.91-3.98) and the change during that period (SD 1.73, 95% CI 0.74-2.80). The results revealed that the findings of the participants significantly varied around the average estimated residual depressive symptoms at the end of the 9-month follow-up and the average rate of change during follow-up, suggesting the inclusion of level 2 predictors to explain this variance.

For the models predicting SF-P, the inclusion of the time variable as a level 1 predictor did not significantly increase the fit of the fully unconditional model ($\chi^2=4.17$, $P=.24$). This
time-as-only predictor model showed an estimated value of 40.04 for the SF-P at the 9-month follow-up ($\gamma_{00}$=40.04, SE=0.80, 95% CI 38.47-41.61, $t_{200}$=50.19, $P<.001$). Furthermore, the change in the SF-P during follow-up approached significance ($\gamma_{12}$=1.33, SE=0.75, 95% CI $-1.14$ to 2.80, $t_{190}$=1.77, $P=.08$). The calculation of CIs showed significant random effects for both the estimated well-being at the end of follow-up (SD 8.88, 95% CI 7.35-10.55) and the rate of change during follow-up (SD 3.20, 95% CI 0.09-6.32). Thus, the findings of the participants significantly varied around the average estimated well-being at the end of follow-up and the average change during follow-up, suggesting the inclusion of level 2 predictors to explain this variance.

**Conditional Models: Alliance Main Effects**

The conditional model with the PHQ-9 as an outcome variable and the alliance subscales as level 2 predictors significantly improved the fit of the time-as-only predictor model ($\chi^2=26.71, P<.001$). This model showed a significant effect of the *tasks and goals* subscale on the estimated PHQ-9 value at the end of follow-up ($\gamma_{00}$=-1.74, SE=0.40, 95% CI $-2.52$ to $-0.96$, $t_{200}$=4.37, $P<.001$). A 1-unit greater score in the *tasks and goals* subscale was associated with a 1.74 lower score in the PHQ-9 at the end of follow-up. However, there was no significant effect of the *tasks and goals* subscale on PHQ-9 change during follow-up ($\gamma_{12}$=0.27, SE=0.39, 95% CI $-0.49$ to 1.03, $t_{197}=0.71$, $P=.48$). Additionally, the *bond* subscale did not have a significant effect on the estimated score of the PHQ-9 at the end of follow-up ($\gamma_{00}$=0.57, SE=0.32, 95% CI $-0.06$ to 1.20, $t_{198}=1.79$, $P=.07$) or the change in the PHQ-9 during follow-up ($\gamma_{11}$=0.54, SE=0.31, 95% CI $-0.07$ to 1.15, $t_{197}=1.75$, $P=.08$).

Furthermore, the conditional model with the SF-P as the outcome variable and the alliance subscales as level 2 predictors significantly improved the model fit as compared with the time-as-only predictor model ($\chi^2=20.59, P<.001$). This conditional model also showed a significant effect of the *tasks and goals* subscale on the estimated SF-P score at the end of follow-up ($\gamma_{00}$=3.10, SE=1.14, 95% CI 0.87-5.33, $t_{199}=2.72$, $P=.007$). A 1-unit greater *tasks and goals* score at posttreatment was associated with a 3.10-unit higher score in the SF-P at the end of the 9-month follow-up. There was no significant effect of the *tasks and goals* subscale on the development of the SF-P during follow-up ($\gamma_{11}$=-1.26, SE=1.10, 95% CI $-3.42$ to 0.90, $t_{188}$=-1.14, $P=.26$). Moreover, there was no significant effect of the *bond* subscale on the estimated score of the SF-P at the end of follow-up ($\gamma_{00}$=-0.74, SE=0.91, 95% CI $-2.52$ to 1.04, $t_{191}$=0.82, $P=.41$) or the evolution of the SF-P during follow-up ($\gamma_{11}$=-0.36, SE=0.89, 95% CI $-2.10$ to 1.38, $t_{191}$=0.41, $P=.68$).

**Conditional Models: Alliance Main Effects Controlling for Patient Satisfaction and Patient-Supporter Interaction**

The results of the conditional models estimating the alliance effects controlling for either patient satisfaction or patient-supporter interaction are presented in Multimedia Appendix 1. When running the same conditional models to predict PHQ-9 scores presented above on controlling for patient satisfaction with treatment, there was a significant improvement in the conditional model fit ($\chi^2=8.61, P=.01$). This model comparison test suggested the importance of controlling for patient satisfaction when estimating the alliance effects on the PHQ-9. The results of this model showed that there was still a significant effect of the *tasks and goals* subscale on the estimated PHQ-9 value at the end of follow-up ($\gamma_{00}$=1.78, SE=0.58, 95% CI $-2.92$ to $-0.64$, $t_{200}$=-3.09, $P=.002$). The other effects of the alliance were nonsignificant as in the previous models. Furthermore, the effect of patient satisfaction was not significant when predicting the estimated PHQ-9 scores at the 9-month follow-up ($\gamma_{00}$=0.09, SE=0.85, 95% CI $-1.58$ to 1.76, $t_{200}$=0.11, $P=.91$) but was significant when predicting the change produced in the PHQ-9 during follow-up ($\gamma_{11}$=2.00, SE=0.81, 95% CI 0.41-3.59, $t_{198}=2.48$, $P=.05$). When controlling for the alliance subscale effects, a 1-unit greater score in the ZUF-8 at posttreatment (ie, patient satisfaction with treatment) was associated with a 2-unit increase in the PHQ-9 score during the follow-up period.

However, when running a conditional model exploring alliance effects on the PHQ controlling for patient-supporter interaction indicators (ie, number of messages sent by the participant, number of messages sent by the supporter, and number of messages read by the participant), there was no significant improvement in the model fit ($\chi^2=0.56, P=.99$). This test suggested not to include participant-supporter interactions as covariates in conditional alliance models. Nevertheless, it is worth highlighting that the model controlling for participant-supporter interaction indicators still showed significant effects of the *tasks and goals* subscale on the estimated PHQ-9 value at the end of follow-up ($\gamma_{00}$=1.97, SE=0.44, 95% CI $-2.82$ to $-1.12$, $t_{191}$=-4.49, $P<.001$).

Furthermore, inclusion of patient satisfaction in the conditional models predicting SF-P did not significantly improve the model fit from the conditional models that included only alliance subscales ($\chi^2=0.39, P=.82$). This model comparison test again suggested not to include patient satisfaction when estimating alliance effects on the SF-P during follow-up, keeping as the final models the conditional models introduced in the section presented above (ie, conditional models with alliance-only main effects). As can be seen in Multimedia Appendix 1, the results of the model predicting the SF-P and controlling for patient satisfaction suggested no significant effects of either alliance subscales or patient satisfaction.

Additionally, the models controlling for participant-supporter interaction did not improve the conditional model fit when predicting the SF-P ($\chi^2=6.43, P=.38$). Nonetheless, the results of the models controlling for participant-supporter interaction still presented a significant effect of the *tasks and goals* subscale on the estimated SF-P value at the end of follow-up ($\gamma_{00}$=3.09, SE=1.30, 95% CI 0.58-5.61, $t_{198}$=2.38, $P=.02$).
Discussion

Responding to a general call for further studies clarifying the role of alliance in online interventions [1,9], particularly with psychometrically sound instruments [29], the aim of this study was to analyze the alliance-outcome association in a guided internet intervention for participants with moderate depression, using an adapted version of the WAI to measure the alliance in this type of approach. The results of the model showed significant effects of tasks and goals on the estimated scores of the PHQ-9 and SF-P at the end of the 9-month follow-up. These results suggest that when participants report a greater agreement with the therapeutic activities and goals proposed by the internet intervention at posttreatment, their residual depressive symptoms are lower and psychological well-being is higher at the end of follow-up. These findings are in line with the results of several studies showing the overall importance of an alliance for internet interventions [1] and the specific relevance of the alliance with an online program for treatment outcomes [18,25]. However, different from previous studies that analyzed overall alliance with internet interventions, according to suggestions from several authors [9,27,28], in this study, alliance was measured disaggregating the bond with trained supporters and the agreement with internet interventions regarding tasks and goals. Furthermore, in this study, the effects of the alliance were associated with residual depressive symptoms and patient well-being 9 months after treatment termination. However, the tasks and goals subscale did not exhibit a significant effect on the rate of change during the follow-up period.

Additionally, the results of this study did not show significant effects of the bond subscale on PHQ-9 or SF-P-estimated values at the end of follow-up or the rate of change during the follow-up period. These findings are in line with theories suggesting that in internet interventions, the agreement of tasks and goals with the intervention might be more relevant than the bond with trained supporters [9,27].

In conclusion, the results of this study point out the importance of attuning internet interventions with patients’ expectations and preferences in order to enhance their agreement with the tasks and goals of the treatment. Being responsive to patients’ needs has been presented as a fundamental process of change in face-to-face psychotherapy [44-46].

The results of this study further support this notion in internet interventions. Some online programs, such as Deprexis, use patient feedback to select specific content presented to patients [35]. However, this treatment personalization is only within modules to treat depression. Considering the high rates of comorbidities in patients with depression [47], one extension that could enhance the intervention is incorporation of modules that address other relevant symptomatologies in these patients (eg, anxiety) [27]. In the last years, there were several developments in this direction, tailoring internet interventions to the symptom profile of the patient and offering individually prescribed treatment modules accordingly [27,48-50]. The inclusion of these personalization strategies to account for possible and very likely comorbidity beyond depressive symptoms might enhance participant agreement with the tasks and goals of the program, because the intervention would further include meaningful activities to address relevant problems for the patients. Indeed, in a study comparing tailored and standardized disorder-specific internet interventions, participants who received the tailored condition rated the agreement of the tasks and goals with the program substantially and significantly higher (Ps<.001) as compared with those who received the standardized condition [27]. Future studies might need to further explore evidence-based responsiveness and treatment goals according to patient markers and analyze their associations with internet intervention processes, such as agreement on the tasks and goals of the intervention, and with acute as well as long-term outcomes.

Several limitations characterize this study. For instance, with only one assessment point for the alliance, differential effects of the general level of the alliance during treatment (ie, between-patient effects or trait-like components of alliance) and effects of the modifications of the alliance during the intervention (ie, within-patient effects or state-like components of alliance) could not be established [51,52]. Furthermore, as shown by Crits Christoph et al [53], a single measure of alliance might be less reliable than an aggregate of several measurements. The reason for assessing alliance only once at posttreatment was that contact with the supporting therapist was minimal and an adequate dose of interaction between the patient and the supporting therapist was necessary for reliable evaluation. However, this argument applies mainly to the bond subscale but not necessarily the tasks and goals agreement subscale with internet interventions (the component of the alliance that showed significant effects on long-term outcomes). Future studies would benefit from the analysis of the agreement of the tasks and goals with the intervention early in treatment and the use of repeated measures that would allow for a more fine-grained and sound analysis of the association between alliance and outcome in guided internet interventions. Additionally, although we measured alliance only at posttreatment to maximize contact between the participants and supporters before the assessment, their contact during the intervention might be too limited to fully capture the potential effects of the bond with the supporter. Future studies would need to further explore the effects of the therapeutic relationship or bond with the supporter in internet interventions where there is greater participant-supporter contact. Furthermore, the analyses of the study were conducted using a subsample of the EVIDENT randomized controlled trial (ie, patients with moderate depression who received Deprexis with email support). Further studies will need to explore whether the association between task and goal agreement and long-term outcomes can be generalized to other populations with different diagnoses (eg, anxiety disorders), different levels of severity (eg, mild or severe depression), other internet interventions, and other forms of therapist support (eg, phone support).

Despite these limitations, our study presents evidence supporting the importance of the agreement of the tasks and goals with the program in guided internet interventions for long-term outcomes. The results could inform the field to improve guided internet interventions by developing responsive strategies to adapt the
interventions to patients’ specific expectations and needs and thus enhance treatment outcomes.

Conflicts of Interest

JPK received funding for clinical trials (German Federal Ministry of Health, Servier), payments for presentations on internet interventions (Servier), and payments for workshops and books (Beltz, Elsevier, Hogrefe, and Springer) on psychotherapy for chronic depression and psychiatric emergencies. The remaining authors declare no conflicts of interest.

Multimedia Appendix 1

Correlations between the targeted variables of the study at posttreatment.

[DOCX File, 15 KB - jmir_v22i3e15824_app1.docx]

Multimedia Appendix 2
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Abstract

Background: Web-based interventions have been shown to be effective for the treatment of depression. However, interventions are often complex and include a variety of elements, making it difficult to identify the most effective component(s).

Objective: The aim of this pilot study was to shed light on mechanisms in the online treatment of depression by comparing a single-module, fully automated intervention for depression (internet-based behavioral activation [iBA]) to a nonoverlapping active control intervention and a nonactive control group.

Methods: We assessed 104 people with at least mild depressive symptoms (Patient Health Questionnaire-9, >4) via the internet at baseline (t0) and 2 weeks (t1) and 4 weeks (t2) later. After the t0 assessment, participants were randomly allocated to one of three groups: (1) iBA (n=37), (2) active control using a brief internet-based mindfulness intervention (iMBI, n=32), or (3) care as usual (CAU, n=35). The primary outcome was improvement in depressive symptoms, as measured using the Patient Health Questionnaire-9. Secondary parameters included changes in activity, dysfunctional attitudes, and quality of life.

Results: While groups did not differ regarding the change in depression from t0 to t1 (ηp²=.007, P=.746) or t0 to t2 (ηp²=.008, P=.735), iBA was associated with a larger decrease in dysfunctional attitudes from t0 to t2 in comparison to CAU (ηp²=.053, P=.04) and a larger increase in activity from t0 to t1 than the pooled control groups (ηp²=.060, P=.02). A change in depression from t0 to t2 was mediated by a change in activity from t0 to t1. At t1, 22% (6/27) of the participants in the iBA group and 12% (3/25) of the participants in the iMBI group indicated that they did not use the intervention.

Conclusions: Although we did not find support for the short-term efficacy of the single-module iBA regarding depression, long-term effects are still conceivable, potentially initiated by changes in secondary outcomes. Future studies should use a longer intervention and follow-up interval.

Trial Registration: DKRS (#DRKS00011562)

(J Med Internet Res 2020;22(3):e15312) doi:10.2196/15312
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Introduction

Major depressive disorder (MDD) is a disabling disorder that affects millions of people worldwide. Besides the traditional interventions of pharmacotherapy and face-to-face psychotherapy, psychological online interventions (POI) have been established to treat patients with MDD over the last 20 years. Evidence for the efficacy of POI in the treatment of depression is accumulating [1-4], with a recent meta-analysis reporting a pooled effect size of $g=-0.90$ for interventions using an online or mobile setting, in comparison to the use of a waitlist, for adults with a confirmed diagnosis of unipolar depression [5]. The effects are similar to face-to-face treatment [6]. For subthreshold depression, however, a meta-analysis by Zhou et al [7] only showed a small effect, with a standardized mean difference of $-0.28$.

POIs for depression vary substantially with regard to content; level of guidance/support (guided, unguided, or self-guided [8,9]); duration, with most interventions lasting between 4 and 12 weeks [5]; the degree to which patients can tailor or self-select specific intervention components; and the degree to which interventions focus on a single stand-alone technique or incorporate multiple therapeutic techniques (eg, cognitivebehavioral-based interventions for depression usually include psychoeducation, behavior monitoring, cognitive restructuring, and behavioral activation). These differences make it difficult to investigate the mechanisms of change and identify which techniques are the most important for change, as demonstrated for depression [10]. This is often due to the methodological characteristics in the general design of psychotherapeutic trials that can complicate analyses by focusing on the overall effect [11,12], obstructing the larger aim of expanding existing knowledge about change processes and further refining interventions.

Brief interventions reduced to their essentials are a potential alternative to investigate mechanisms of change. A first attempt to evaluate a focused single-module brief intervention for depression was made by Lüdtke et al [13]. However, cognitive restructuring and behavior activation were combined in one module, preventing a thorough investigation of the mechanisms of change.

Generally, cognitive restructuring and behavior activation are two standard interventions in cognitive behavioral therapy (CBT) for depression. Most commonly, treatment starts with interventions aimed at increasing the level of (positive) activities in patients by, for example, monitoring daily activities and mood, scheduling activities, and coping with problems. This “behavioral activation” (BA) has been adapted from behavior therapy for depression, which is also referred to as Lewinsohn’s model [14], and incorporated in CBT [15] to increase patients’ access to positive reinforcement through positive activities. For a more thorough history of BA, we would like to refer to Quigley and Dobson [16]. In 1996, Jacobson et al [17] showed that BA improved depression and dysfunctional beliefs similar to a complete CBT program, fueling the refinement of theory and practice in the use of BA as a stand-alone treatment. Refined BA models were subsequently introduced by Martell et al [18] and Lejuez et al [19], among others.

As a stand-alone intervention for depression, BA has been found similarly effective to CBT in face-to-face treatment. It is regarded as particularly cost-effective [20]. The Canadian Network for Mood and Anxiety Treatments even recommends BA as a first-line treatment for depression [21]. Still, as with other interventions, the mechanisms of actions are unclear for BA [22].

Regarding internet-delivered BA (iBA), a recent meta-analysis by Huguet et al [23] supports its effectiveness, although conclusions were compromised by the low quality of many of the studies. In this meta-analysis, iBA interventions lasted between 6 and 17 weeks. One of the studies [24] compared BA to physical activity and a waitlist control, and depression decreased more in the treatment groups than in the waitlist control group. There was no relationship between the number of modules used and the decrease in symptoms. Thus, it remains unclear how many modules or sessions of iBA are needed to achieve a response.

Another intervention that is often used in combination with CBT in depression is mindfulness (ie, mindfulness-based cognitive therapy [MBCT]). In face-to-face treatment, some evidence suggests the effectiveness of MBCT for depression [25]. When mindfulness-based interventions, not limited to MBCT, are administered online, meta-analyses have shown small to moderate effects with a Hedge $g$ between 0.29 [26] and 0.61 [27], representing a general decrease in depressive symptoms. However, the effects were not significant in the meta-analysis by Sevilla-Llewellyn-Jones et al [27] when only participants with depression were considered ($g=-0.69$, 95% CI $-1.694$ to $-0.313$, $P=.19$).

To the best of our knowledge, there is only one internet-delivered randomized controlled trial [28] that compared BA and a mindfulness-based intervention as an active control group. Smartphone-administered BA and mindfulness interventions were compared over a treatment period of 8 weeks. Overall, both interventions showed a similar effect on depression. However, whereas BA was more effective for participants with a higher severity of depression at baseline (ie, Patient Health Questionnaire-9 [PHQ-9] total score $\geq 10$ and a diagnosis of moderate major depression), mindfulness was more effective for those with lower symptom severity.

The aim of this study was to use a maximum-focused approach to assess the short-term effects of brief Web-based interventions and the potential mechanisms of change. We investigated a brief iBA module compared with an active control in the form of internet-delivered mindfulness (iMBI) and a nonactive control in the form of a waitlist with full access to care as usual (CAU). With regard to overlap in psychoeducation content and specific interventions such as the techniques and skills taught to the participants, we regarded the overlap between iBA and iMBI as minimal. We assessed participants at baseline ($t_0$) and then 2 weeks ($t_1$) and 4 weeks ($t_2$) later. The primary outcome was the improvement in depressive symptoms, as assessed with the PHQ-9, from $t_0$ to $t_2$. We chose the 4-week interval, instead of...
the 2-week interval, for the primary outcome to optimize the comparability of our results to other studies, which often use longer intervals of 8-9 weeks [5], and to investigate lasting change in depression. Secondary parameters included change from \(t_0\) to \(t_1\) in depressive symptoms, as measured with the PHQ-9; change in activity, as measured with the Behavioral Activation for Depression Scale (BADS); mindfulness, as measured with the Kentucky Inventory of Mindfulness Skills (KIMS); dysfunctional cognitive biases, as measured with the Dysfunctional Attitude Scale (DAS); and subjective quality of life, as measured with the World Health Organization Quality of Life (WHOQOL). We wanted to (1) pilot test the efficacy of the brief iBA module and (2) explore the mechanisms of change. Based on Ly et al [28], we expected a reduction in both the primary and secondary outcomes in favor of the experimental intervention (iBA), when compared with the active (iMBI) and nonactive (CAU) control groups. Moreover, we conducted mediation analyses to investigate the mechanisms of change. We expected that an improvement in depressive symptoms at \(t_2\) would be mediated by change in activation (BADS) between \(t_0\) and \(t_1\). To further explore the mechanisms of change, we also included change in mindfulness using the KIMS, which mediates changes in MBCT [29], and dysfunctional cognitive biases using the DAS, which has been generally been associated with change in depression [30], as mediators in the exploratory analyses.

Methods

Design

We performed a parallel randomized controlled trial. Participants were assessed using the online survey program EFS Survey developed by Questback (Oslo, Norway). Following the assessment at \(t_0\), participants were randomly allocated to iBA, which included CAU; iMBI, which also included CAU; or CAU only. CAU included full access to treatment as usual. Participants were reassessed after 2 weeks (\(t_1\)) and 4 weeks (\(t_2\)). All participants provided electronic informed consent. The trial was approved by the Ethics Committee of the German Psychological Association (LJ032018_and_102016) and was preregistered with the German Clinical Trials Register (DRKS; #DRKS00011562). Some changes were made after the trial was registered. The aim of the original study was to recruit treatment-seeking outpatients through medical staff at the hospital. As this led to very low participation, we decided to recruit through online advertisements instead. Therefore, depressive symptoms according to the PHQ-9 instead of a depressive disorder as diagnosed by a therapist/practitioner was used as an inclusion criterion.

Participants and Procedures

Recruitment took place between April 18, 2018, and May 27, 2018, via a Google AdWords campaign. The link to the study was also sent to participants from previous studies who had provided written consent to be contacted again via email. Inclusion criteria were depressive symptoms according to self-report (PHQ-9 total score ≥4 indicating mild depression), age between 18 and 65 years, internet access, internet literacy, sufficient German language skills, and informed consent, including the willingness to participate in 3 online assessments and a 2-week intervention. Exclusion criteria were lifetime psychotic or manic symptoms and suicidality as indicated by a score ≥2 on the Beck Depression Inventory II suicide item. In case of exclusion due to suicidal tendencies, help was provided in the form of emergency phone numbers and Web addresses of health services. Group allocation was performed by a person who did not possess any other information on the respective participant. Participants were randomized at \(t_0\) to one of the 3 groups, with an allocation ratio of 1:1:1 based on a fixed randomization plan conducted by a statistician. This has been referred to as centralized assignment [31]. After randomization, participants were informed about their allocation via email. This email gave participants assigned to the iBA and iMBI groups a link, code, and password to access the appropriate Web-based treatment. They could use the treatment at the times, pace, and frequency they chose to meet their needs. All participants in the intention-to-treat (ITT) group were sent a link for re-assessment at 2 and 4 weeks later. To increase the retention rate, participants were reminded every 2 days to complete the survey (up to 3 times in total). After completion of the 4-week assessment, all participants received the links, codes, and passwords to access both treatments.

In total, 1156 people accessed the survey (see Figure 1). The majority did not finish the baseline survey (n=1050), and the assessment was automatically terminated for 2 participants because they met exclusion criteria (n=2 suicidality; see exclusion criteria) leaving 104 participants for the ITT group.
Interventions

Both Web-based interventions were unguided. All information on how to use the interventions was provided within each program; we did not provide any additional information, including in the reminders. The interventions consisted of psychoeducational information as well as worksheets. Worksheets could be saved on the computer or printed for daily use. For iMBI, that also included audio files. Participants were also allowed to log into the module repeatedly to access clean worksheets or to reread the (psychoeducation) information provided.

Experimental Intervention: Internet-Based Behavioral Activation

iBA is a Web-based intervention that focuses on the development of behavioral activities. We used a version based on the German version of the manual by Martell et al [32]. The intervention starts with psychoeducation on the interplay between mood and behavior in depression. Then, participants learn how to monitor their mood and daily activities, sensibly plan activities in their daily schedule, and anticipate problems that may occur when they try to perform the planned activities. Most of the information is accompanied by worksheets that can be filled out and saved on a computer or printed for daily use. Depending on the individual’s reading rate and personal processing time, it takes about 60 minutes to become familiar with the information in the module. However, participants are advised to take their time and use the program daily, including completing the work sheets and performing the planned activities. For a screenshot of the intervention in a Web browser, see Figure 2.

Figure 1. Flowchart of participation in the study.
Active Control Group: Internet-Based Mindfulness

iMBI is a Web-based intervention introducing and teaching mindfulness practice. We used a version based on the German version of the mindfulness manual by Segal et al [33]. It starts with an introduction into the concept of mindfulness (eg, the “automatic pilot”) and an explanation of how mindfulness can help with depression. Then, participants independently carry out mindfulness exercises, starting with a short exercise on mindful listening. They use worksheets to detect situations in which they are not mindful (on automatic pilot), how to mindfully deal with disturbing thoughts and feelings (“thoughts are not facts”), and how to enhance self-care through mindfulness. In the module, a variety of audio files are provided to optimize mindfulness practice: breathing exercise (5:50 min), body scan (16:15 min), and inner smile (4:40 min). Depending on the reading rate and personal processing time, it takes about 60 minutes to read the content of the module and become familiar with the worksheets and exercises. Similar to the iBA intervention, participants are advised to use the exercises and worksheets in their daily life and to use the program repeatedly. In this study, to keep the practice time similar to that of the iBA group, participants were asked to practice only 1 of the 3 mindfulness exercises repeatedly over the following week.

Care as Usual Only

CAU included full access to treatment as usual provided by the German health care system. As an incentive, participants received both Web-based interventions (iBA and iMBI) for their personal use after finishing the 4-week assessment.

Measures

The primary outcome was improvement in depressive symptoms, as assessed with the PHQ-9, from $t_0$ to $t_2$. Secondary outcomes included changes from $t_0$ to $t_1$ in depressive symptoms (PHQ-9), activity (BADS), mindfulness (KIMS), dysfunctional
attitudes (DAS), and subjective quality of life (WHOQOL). Negative effects were assessed by calculating the reliable change index for clinically significant deterioration in the PHQ-9 from $t_0$ to $t_1$ [34].

**Primary Outcome**

The severity of depression was measured using the German version of the PHQ-9 [35]. The PHQ-9 represents the depression module of the PHQ-D and uses 9 items rated on a 4-point Likert scale. Good validity and reliability have been reported [36,37].

**Secondary Outcomes**

The German version of the BADS [38] was used to assess levels of behavioral activation. It includes 25 items summarized as a total score. Internal consistency and test-retest reliability are considered acceptable [39]. Dispositional mindfulness was assessed with the German version of the 20-item version of the KIMS [40]. The psychometric properties of the KIMS, including sensitivity of change, are considered good [41]. The German 18-item version of the DAS form B (DAS-18B) was used to assess dysfunctional beliefs. Items are rated on a 7-point Likert scale. Reliability and validity of the scale are good [42]. Quality of life was assessed with the global item of the German version of the WHOQOL-BREF [43].

**Data Analysis**

SPSS 25.0 (IBM Corp, Armonk, NY) software was used for all analyses. We conducted complete-cases (CC) as well as ITT analyses. CC analyses were based on data from participants who were assessed at all 3 assessment points. For ITT analyses, which included all randomized participants, missing data were imputed by multiple imputations based on the assumption that data were missing at random, conditional on information on treatment, sex, age, and all relevant outcomes across the 3 assessment time points. We created 100 imputed datasets.

To investigate efficacy, we conducted analyses of covariance (ANCOVA) with treatment (iBA, iMBI, CAU) as the independent factor, the baseline level of the respective outcome as the covariate, and the level of the outcome at $t_1$ and $t_2$ as the dependent variable. To follow up on group differences, control groups were pooled to compare the experimental iBA group with the control iMBI and CAU groups. For post-hoc tests at the individual group level, we used uncorrected $t$ tests. Effect sizes for ANCOVAs are reported according to Kinnear and Gray [44], with $\eta^2_p=.01$, $\eta^2_p=.06$, and $\eta^2_p=.14$ corresponding to small, medium, and large effects, respectively. We also calculated Cohen $d$ as an effect size for change in outcomes over time within each of the groups, with $|d|=.2$, $|d|=.5$, and $|d|=.8$ corresponding to small, medium, and large effects, respectively.

To investigate the mechanisms of change involved in the interventions, we conducted mediation analyses [45]. We coded iBA as 1 and pooled the control groups (iMBI and CAU) and coded them as 0, with the treatment effect referring to the effects of iBA above and beyond the pooled control groups. We computed standardized, residualized change scores for change in PHQ-9 from $t_0$ to $t_2$ and for change in mediators (BADS, KIMS, DAS) from $t_0$ to $t_1$ (see Figure 3). The mediation analyses were performed using the SPSS macro PROCESS developed by Hayes (version v3.1) [46] and met all the criteria defined by Kraemer et al [47] for the use of mediators within a randomized controlled trial. We bootstrapped the results 5000 times to correct for potential biases of nonnormality in the sample. For mediation analyses, we used a different strategy to impute missing data, that is, the expectation-maximization algorithm. This was necessary because multiple imputation data sets cannot be used in PROCESS, which requires a single data set. The mediation hypothesis is confirmed when the effect range (lower limit of the 95% CI [LLCI] to upper limit of the 95% CI [ULCI]) does not include zero.

**Results**

**Demographic Characteristics**

Table 1 shows the demographic characteristics of the 3 groups. The participants were mostly (80/104, 76.9%) female, were in their mid-forties on average, and had almost 12 years of formal education. Previous psychological treatment experiences, including internet interventions and use of self-help books, were high but similar between groups ($P > .40$). Randomization was successful, with no significant differences in the demographic characteristics between groups.

Figure 3. Differences between baseline ($t_0$) and the 2-week post-treatment ($t_1$) and the 4-week follow-up ($t_2$) assessments were calculated as standardized residualized change scores. Group was defined as experimental (internet-based behavioral activation) vs the pooled control groups (internet-based mindfulness intervention and care as usual). Mediators were measured using the Behavioral Activation for Depression Scale, Kentucky Inventory of Mindfulness Skills, and Dysfunctional Attitude Scale (German 18-item version of form B). Depressive symptoms were measured using the Patient Health Questionnaire-9.
Table 1. Baseline demographics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total sample (N=104)</th>
<th>CAU* (n=35)</th>
<th>iMBI* (n=32)</th>
<th>iBA* (n=37)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>46.21 (10.24)</td>
<td>47.80 (9.54)</td>
<td>44.91 (10.98)</td>
<td>44.19 (10.98)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>50.6 (76.9)</td>
<td>80 (76.9)</td>
<td>23 (66)</td>
<td>24 (23.1)</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>24 (23.1)</td>
<td>12 (34)</td>
<td>24 (23.1)</td>
</tr>
<tr>
<td><strong>Years of formal education, mean (SD)</strong></td>
<td>86.32 (95.14)</td>
<td>74.83 (66.96)</td>
<td>92.00 (122.12)</td>
<td>92.27 (93.07)</td>
</tr>
<tr>
<td><strong>Number of psychotherapy sessions, mean (SD)</strong></td>
<td>11.81 (1.44)</td>
<td>11.62 (1.50)</td>
<td>11.84 (1.37)</td>
<td>11.97 (1.46)</td>
</tr>
<tr>
<td><strong>Number of hospitalizations, mean (SD)</strong></td>
<td>1.03 (2.14)</td>
<td>1.40 (2.20)</td>
<td>0.84 (1.14)</td>
<td>1.26 (1.89)</td>
</tr>
<tr>
<td><strong>Number of self-help books, mean (SD)</strong></td>
<td>6.35 (6.83)</td>
<td>7.03 (6.77)</td>
<td>0.84 (1.11)</td>
<td>6.92 (5.70)</td>
</tr>
<tr>
<td><strong>Number of online interventions, mean (SD)</strong></td>
<td>1.19 (1.51)</td>
<td>1.00 (1.14)</td>
<td>0.84 (1.11)</td>
<td>1.02 (1.27)</td>
</tr>
</tbody>
</table>

iBA: internet-based behavioral activation.
iMBI: internet-based mindfulness intervention.
CAU: care as usual.

Adherence and Completion

At t1, 6 participants in the iBA group (6/27, 22%) and 3 participants in the iMBI group (3/25, 12%) indicated that they had not used the respective online module at all; due to technical difficulties, 2 participants in the iBA group and 2 participants in the iMBI group were not asked whether they used the respective intervention. In the ITT group (N=104), 88 participants (85%) completed the t1 assessment, and 79 (76%) completed the t2 assessment.

Outcome Analyses

The assessment values for all 3 assessment points for the CC group are displayed in Table 2. Regarding the primary outcome (PHQ-9), the proposed superiority of iBA was confirmed in neither the CC sample nor the ITT sample (Tables 3 and 4). In the iBA group, however, depression decreased with a medium effect from t0 to t2 (d=−0.53).

Table 2. Primary and secondary outcome measures in the complete-cases group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline (t0), mean (SD)</th>
<th>2-weeks post-treatment (t1), mean (SD)</th>
<th>4-week follow-up (t2), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAU* (n=35)</td>
<td></td>
<td>iBA (n=29)</td>
<td>iMBI (n=27)</td>
</tr>
<tr>
<td><strong>PHQ-9</strong></td>
<td>10.46 (4.32)</td>
<td>11.00 (4.27)</td>
<td>9.73 (5.46)</td>
</tr>
<tr>
<td><strong>BADS</strong></td>
<td>71.97 (18.91)</td>
<td>73.97 (20.12)</td>
<td>85.76 (22.90)</td>
</tr>
<tr>
<td><strong>KIMS</strong></td>
<td>117.68 (15.71)</td>
<td>114.97 (19.11)</td>
<td>119.97 (15.98)</td>
</tr>
<tr>
<td><strong>DAS-18B</strong></td>
<td>66.68 (19.65)</td>
<td>69.29 (18.41)</td>
<td>62.14 (14.97)</td>
</tr>
<tr>
<td><strong>WHOQOL</strong></td>
<td>3.08 (0.68)</td>
<td>2.91 (0.86)</td>
<td>2.94 (0.73)</td>
</tr>
</tbody>
</table>

iBA: internet-based behavioral activation.
iMBI: internet-based mindfulness intervention.
CAU: care as usual.
PHQ-9: Patient Health Questionnaire-9.
BADS: Behavioral Activation for Depression Scale.
KIMS: Kentucky Inventory of Mindfulness Skills.
DAS-18B: German 18-item version of the Dysfunctional Attitude Scale form B.
WHOQOL: World Health Organization Quality of Life Scale (global item).
| Table 3. Outcome analyses, including the effect sizes for and between-group differences in the outcome measures between the baseline (t₀) and 2-week post-treatment (t₁) assessments in the complete-cases group. |
|---|---|---|---|---|---|---|
| Effect size (d) | Between-group differences⁹ |
|   | iBAᵇ | iMBIᶜ | CAUᵈ | Statistic | Effect size (η₀²) | 90% CI | P value |
| PHQ-9ᵉ | 0.96 | 1.10 | 1.13 | F(2,84)=0.29 | 0.007 | 0.000-0.041 | .75 (81⁴) |
| BADSᶠ | 0.14 | 0.17 | 0.29 | F(2,84)=2.73 | 0.061 | 0.000-0.145 | .07ᵇ (90⁵) |
| KIMS | 0.25 | 0.39 | 0.34 | F(2,84)=3.00 | 0.067 | 0.000-0.152 | .06j (0.03⁵) |
| DAS-18B | 0.35 | 0.55 | 0.60 | F(2,84)=1.11 | 0.026 | 0.000-0.088 | .34 (14⁴) |
| WHOQOL | 0.34 | 0.55 | 0.60 | F(2,84)=0.56 | 0.013 | 0.000-0.061 | .57 (56⁴) |

⁹ Assessed using analyses of covariance (ANCOVA) with baseline scores as covariates and uncorrected t tests for post-hoc tests.

*b* iBA: internet-based behavioral activation.

ᶜ iMBI: internet-based mindfulness intervention.

ᵈ CAU: care as usual.

ᵉ PHQ-9: Patient Health Questionnaire-9.

⁷ Intention-to-treat analyses based on multiple imputation.

ᶠ BADS: Behavioral Activation for Depression Scale.

⁸ BA=iMBI.

⁹ KIMS: Kentucky Inventory of Mindfulness Skills.

ʲ iBA>CAU.

ᵏ DAS-18B: German 18-item version of the Dysfunctional Attitude Scale form B.

¹ WHOQOL: World Health Organization Quality of Life Scale (global item).

| Table 4. Outcome analyses, including the effect sizes for and between-group differences in the outcome measures between the baseline (t₀) and 4-week follow-up (t₂) assessments in the complete-cases group. |
|---|---|---|---|---|---|---|
| Effect size (d) | Between-group differences⁹ |
|   | iBAᵇ | iMBIᶜ | CAUᵈ | Statistic | Effect size (η₀²) | 90% CI | P value |
| PHQ-9ᵉ | 0.96 | 1.10 | 1.13 | F(2,84)=0.29 | 0.007 | 0.000-0.041 | .75 (81⁴) |
| BADSᶠ | 0.14 | 0.17 | 0.29 | F(2,84)=2.73 | 0.061 | 0.000-0.145 | .07ᵇ (90⁵) |
| KIMS | 0.25 | 0.39 | 0.34 | F(2,84)=3.00 | 0.067 | 0.000-0.152 | .06j (0.03⁵) |
| DAS-18B | 0.35 | 0.55 | 0.60 | F(2,84)=1.11 | 0.026 | 0.000-0.088 | .34 (14⁴) |
| WHOQOL | 0.34 | 0.55 | 0.60 | F(2,84)=0.56 | 0.013 | 0.000-0.061 | .57 (56⁴) |

⁹ Assessed using analyses of covariance (ANCOVA) with baseline scores as covariates and uncorrected t tests for post-hoc tests.

*b* iBA: internet-based behavioral activation.

ᶜ iMBI: internet-based mindfulness intervention.

ᵈ CAU: care as usual.

ᵉ PHQ-9: Patient Health Questionnaire-9.

⁷ Intention-to-treat analyses based on multiple imputation.

ᶠ BADS: Behavioral Activation for Depression Scale.

⁸ BA=iMBI.

⁹ KIMS: Kentucky Inventory of Mindfulness Skills.

ʲ iBA>CAU.

ᵏ DAS-18B: German 18-item version of the Dysfunctional Attitude Scale form B.

¹ WHOQOL: World Health Organization Quality of Life Scale (global item).

For secondary outcomes, a significant medium effect was found for improvement in dysfunctional attitudes (DAS-18B) from t₀ to t₂ (CC and ITT analyses). Improvement in the DAS-18B was larger in the iBA group than in the pooled control groups (η₀²=0.53, P=.04), which was explained by the larger decrease in dysfunctional attitudes (DAS-18B) in the iBA than in the CAU group in the single group comparisons. On trend level, the groups in the CC sample also differed in the improvements
in level of activation (BADS) and mindfulness skills (KIMS) from $t_0$ to $t_1$: the differences were significant in the ITT analyses. When the control groups were pooled, activity increased more in the iBA group than the pooled control groups ($\eta^2_p=0.060$, $P=0.02$), but the differences in KIMS were no longer significant ($P=0.11$). Single comparisons showed that the increase in KIMS was larger in the iBA than in the CAU group and that the level of activation (BADS) increased in the iBA group more than in the iMBI group. The groups did not differ in the change in quality of life (WHOQOL) over time.

Regarding changes in the secondary outcomes in the iBA group, the effects were large for increase in activity (BADS, $d$ between 0.96 and 0.98), and the decrease in dysfunctional attitudes reached a medium to large effect ($d$ between 0.37 and 0.87). See Tables 3 and 4 for more details.

The deterioration rates were similar between the groups ($\chi^2=1.47$, $P=0.48$), with a mean deterioration rate of 6.8%.

**Mediation**

Intercorrelations between all outcome parameters at all assessment points are shown in Table 5.
Table 5. Zero-order correlations for the primary and secondary outcomes at baseline (t₀), 2-week post-treatment (t₁), and 4-week follow-up (t₂).

<table>
<thead>
<tr>
<th></th>
<th>PHQ-9, t₀</th>
<th>DAS-18B, t₀</th>
<th>KIMS, t₀</th>
<th>BADS, t₀</th>
<th>PHQ-9, t₁</th>
<th>DAS-18B, t₁</th>
<th>KIMS, t₁</th>
<th>BADS, t₁</th>
<th>PHQ-9, t₂</th>
<th>DAS-18B, t₂</th>
<th>KIMS, t₂</th>
<th>BADS, t₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td><em>e</em></td>
<td>.15</td>
<td>-.23</td>
<td>-.53</td>
<td>.73</td>
<td>.17</td>
<td>-.25</td>
<td>-.46</td>
<td>.70</td>
<td>.15</td>
<td>-.30</td>
<td>-.35</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DAS-18B, t₀</td>
<td>—</td>
<td>—</td>
<td>-.57</td>
<td>-.33</td>
<td>.11</td>
<td>.80</td>
<td>-.54</td>
<td>-.22</td>
<td>.09</td>
<td>.82</td>
<td>-.50</td>
<td>-.28</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>KIMS, t₀</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.54</td>
<td>-.27</td>
<td>-.52</td>
<td>.85</td>
<td>.43</td>
<td>-.25</td>
<td>-.49</td>
<td>.83</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>BADS, t₀</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-9, t₁</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DAS-18B, t₁</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>KIMS, t₁</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>BADS, t₁</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-9, t₂</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DAS-18B, t₂</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>KIMS, t₂</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>BADS, t₂</td>
<td>r</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td><em>e</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.
From the 3 potential mediators (changes in BADS, KIMS, and DAS-18B) from \(t_0\) to \(t_1\), only the change in BADS acted as a mediator for the change in depression (PHQ-9) from \(t_0\) to \(t_2\). Change in BADS was the only significant mediator; the changes in KIMS and DAS-18B did not mediate the change in depression (see Table 6). For the change in depression as measured by BADS, the indirect effect was \(-0.20\) (SE 0.09, LLCI=-0.40, ULCI=-0.03), with a remaining nonsignificant direct effect of the treatment of 0.10 (SE 0.20, \(P=0.60\), LLCI=-0.29, ULCI=0.50).

Table 6. Mediation analysis: Effects of treatment (internet-based behavioral activation, coded as 1, vs the pooled control groups, coded as 0) on the mediators and the effects of the mediators (including treatment) on depression, as measured by the Patient Health Questionnaire-9 (PHQ-9).

<table>
<thead>
<tr>
<th>Mediators</th>
<th>Outcome</th>
<th>PHQ-9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAS-18B(^a)</td>
<td>beta</td>
<td>SE</td>
</tr>
<tr>
<td>KIMS(^b)</td>
<td>beta</td>
<td>SE</td>
</tr>
<tr>
<td>BADS(^c)</td>
<td>beta</td>
<td>SE</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>DAS-18B</td>
<td>(-0.40)</td>
<td>0.14</td>
</tr>
<tr>
<td>KIMS</td>
<td>(-0.41)</td>
<td>0.11</td>
</tr>
<tr>
<td>BADS</td>
<td>(-0.53)</td>
<td>0.41</td>
</tr>
<tr>
<td>Total</td>
<td>(-0.53)</td>
<td>0.41</td>
</tr>
</tbody>
</table>

When we recalculated the mediation analyses to only compare the iBA and iMBI groups with regard to potential mediators, only the indirect effect of the BADS was significant again (DAS-18B: \(\text{beta}=-0.02\), SE 0.05, LLCI=-0.14, ULCI=0.08; KIMS: \(\text{beta}=-0.01\), SE 0.04, LLCI=-0.07, ULCI=0.11; BADS: \(\text{beta}=-0.18\), SE 0.10, LLCI=-0.41, ULCI=0.002; Total: \(\text{beta}=-0.17\), SE 0.09, LLCI=-.36, ULCI=-0.01).

**Discussion**

The aim of this study was to pilot test the efficacy of iBA, a brief Web-based module using BA, in comparison to active (iMBI) and nonactive (CAU) control interventions and to explore the mechanisms of change.

**Primary Outcome**

Contrary to our expectation, the reduction in the primary outcome of depressive symptoms (PHQ-9) was similar between all the groups. Moreover, the response rate and effect size were smaller than in previous studies that showed BA is efficacious in both face-to-face [20] and online [23] interventions. In this study, the iBA group experienced a symptom decrease of 17% and a medium effect of \(d=-0.53\) from \(t_0\) to \(t_2\), compared with a 7% decrease and \(d=0.24\) in the iMBI group and a 16% decrease and \(d=0.53\) in the CAU group. Thus, reasons for the present null findings need to be discussed.

First, to assess the mechanisms of change, we introduced BA as a single-module, internet-based intervention (iBA). The recent meta-analysis by Huguet et al [23] showed efficacy for iBA; however, 3 of the 9 studies combined iBA with other interventions. Therefore, it is unclear whether the treatment effect was attributable to iBA or another active component. Moreover, not one but several BA sessions were used, covering periods between 6 and 17 weeks. Another important difference between our study and those in the meta-analysis of Huguet et al is we used an unguided, fully automated intervention, as opposed to guided interventions. To the best of our knowledge, Lüdtke et al [13] conducted the only study that used a single-module, unguided internet-based intervention for depression, but it combined behavior activation with cognitive restructuring and also found no effect on depressive symptoms. Although previous studies have shown an effect of unguided interventions on depression [9], the results of our study and that by Lüdtke et al may indicate that iBA cannot be learned without therapist contact or that a single-module approach is insufficient to cause change in proximal measures. Generally, there is some evidence for better effects in guided than in unguided POI. Thus, a guided therapy may potentially increase the effects of iBA [49]; however, similar effects have been found between guided and unguided POI [50]. Taken together, the current evidence is not sufficient to support decisions regarding whether more redundancy, the repetition of the same content in more sessions, or a more complex, longer intervention with additional content is needed to affect depression.

Second, with assessments at 2-week intervals, the intervention or assessment interval was relatively short in comparison to the

---

\(^a\)DAS-18B: German 18-item version of the Dysfunctional Attitude Scale form B.

\(^b\)KIMS: Kentucky Inventory of Mindfulness Skills.

\(^c\)BADS: Behavioral Activation for Depression Scale.

\(^d\)Not applicable.
intervals of 6 to 17 weeks used in other study designs [23]. To allow more accurate conclusions about the treatment mechanisms, we chose this maximum-focused, one-module approach with a short interval with the aim of measuring rapid effects at the beginning of the treatment, which have also been reported in other clinical trials on depression, particularly with the use of antidepressants [51–53].

Although adherence is generally considered challenging in POIs, with completion rates as low as 80% and drop-out rates as high as 37% [5]. Although this study had better adherence, with completion rates of 85% at t₁ and 76% at t₂ and drop-out rates of 22% in the iBA group and 12% in the iMBI group, the 2-week intervention period was potentially too short for participants to use the intervention properly and transfer what they learned into everyday life. Indeed, 9 participants indicated that they did not access the modules at all (6/27, 22% in the iBA group and 3/25, 12% in the iMBI group). Unfortunately, we were not able to track user engagement and had to rely on self-report. Finally, we do not know if or how participants in the iBA group put the positive activities into practice. It is possible that a significant increase in physical activity is necessary for iBA to be effective in depression, as indicated by findings of an anti-inflammatory effect of BA with exercise on depression [51]. Hypothetically, a longer intervention interval in combination with automated support, such as email reminders, for the intervention as well as exercises (ie, physical activity) are important to explore whether the present, single-module iBA intervention or the intervention period and usage needs to be modified. Moreover, it would be helpful to assess the effects of engagement by monitoring the activities performed, to what degree physical activity was included, and how often each participant logged into the website and engaged with the content.

Secondary Outcomes

Regarding the secondary outcomes, we found tentative support for the efficacy of the iBA. There was some support for the short-term superiority (ie, t₀ to t₁) of the iBA compared with the control groups based on the differences in behavior activation, as measured by the BADS, at trend level. This was further supported by the large effect sizes within the iBA group for change in activation ($d=0.96-0.98$). The post-hoc test showed that activation was greater with iBA than with iMBI. These differences, however, disappeared over the 4-week assessment interval. Surprisingly, the groups also differed at trend level with regard to change in mindfulness skills from t₀ to t₁, with a slightly higher improvement in the iBA group than in the iMBI group. However, the effect sizes were small and similar in the iBA and iMBI groups (d between 0.24 and 0.31). The changes in mindfulness, as assessed by the KIMS, in the iBA group may be considered surprising. However, Ly et al [28] also reported similar effects of BA and mindfulness in a measure of emotional acceptance/experiential avoidance.

Dysfunctional attitudes, as measured by the DAS-18B, decreased to a larger degree from t₀ to t₂ in the iBA group than in the control groups, particularly in comparison with the CAU group. This is in line with theoretical assumptions underlying CBT and results by Jacobsen et al [17] that show that change in activation leads to change in dysfunctional attitudes in depression. Because change in dysfunctional attitudes may also lead to change in depression in the long term, we consider that delayed effects on depressive symptoms in the iBA group are still plausible. However, due to the short study interval, we do not have any further follow-up data with which to verify this assumption.

Finally, we did not find group differences regarding an improvement in quality of life. This is unsurprising, considering the lack of difference in depression symptoms, which may be due to the short assessment interval.

Mechanisms of Change

Although no treatment effect was found on the primary outcome, it is not only considered valid but highly important to study treatment processes such as mechanisms of change [45]. As planned, we entered the 3 potential treatment mechanisms in the mediation analysis: behavior activation, mindfulness, and dysfunctional attitudes. The only significant mediator for the effect of the intervention on PHQ-9 was behavior activation (BADS), further underlining the importance of behavior activation in the treatment of depression.

At first glance, this disagrees with the findings by Forand et al [52], who also used an online sample and highlighted the role of attitude modification. However, the intervention interval was much longer in their study (8 weeks vs 2 weeks), and it is still possible that effects will emerge at a later point in time in our sample. Moreover, the researchers used the Competencies Cognitive Therapy Scale to measure dysfunctional attitudes, while we used the DAS-18B, and the scales may not correlate. Generally, our results correspond with theoretical assumptions and evidence suggesting a link between an increase in the BADS and decrease in depressive symptoms [22]. Still, we did not find the expected treatment effect of the experimental intervention (iBA). Findings of the mediation analyses may thus not allow conclusions about the mechanisms of iBA, but they may be relevant to a general understanding of change in depression. We measured several other potential mechanisms (DAS-18B and KIMS) and concurrently considered them in the mediation model. Importantly, and as expected, short-term changes in the DAS-18B and KIMS did not mediate the treatment effects in this study. However, other mechanisms of change (eg, change in rumination) may play an important role in the treatment of depression, but these were not investigated in this study in order to minimize the burden on participants.

Additional mechanisms of change should be assessed in future studies. The BA model extends to possible mechanisms such as reinforcement, mood, and avoidance behavior [22]. This suggests that the relationship between behavior activation and depression is mediated by an initial increase in positive reinforcement, as found with undergraduate students [53]. These aspects of the BA theory should be considered in future studies.

General Limitations

Some general limitations need to be considered. Most importantly, we did not verify the diagnostic criteria for major depression disorder in the sample. However, as the PHQ-9 has excellent psychometric properties and the cut-off of ≥4 is established in the literature, a change in the results is unlikely
if a structured interview were to be included. Also, depressive symptoms were rather mild in the current sample, with means between 10.46 and 12.50 at baseline, and fluctuating symptoms and spontaneous remission are frequent in depression, with the clinical consequence that guidelines on MDD suggest “watchful waiting” as the first-line management for mild depression [54,55]. Also, the two modules (iBA and iMBI) differed in content; iMBI included an audio file (mindfulness exercise). This may have produced additional and unnecessary variance between interventions and should be controlled for in future dismantling studies. Moreover, the current sample was quite experienced in psychological interventions for depression, and activating or mindfulness treatment elements may have already been experienced by the participants in previous therapies and thus might not have the same effects as in treatment-naïve patients with MDD (see Table 1). The increasing number of available online interventions for psychological disorders may affect potential treatment samples for POIs. Expectations of the efficacy of a POI may generally be low if the participant had not benefited from an intervention before or had relapsed again after an intervention, ultimately leading to the self-fulfilling prophecy that POIs do not help. This is also reflected by evidence showing that attitudes toward online interventions and expectations moderate treatment outcome [56,57]. In addition, more than 75% of the participants were female, potentially compromising the generalizability of the findings. However, as depression occurs twice as often in women than in men [58], it seems particularly necessary to evaluate interventions in women. Finally, due to recruitment difficulties with the initial study protocol involving the use of the program in an outpatient clinic to bridge waiting times, changes in the trial protocol with regard to recruitment sources were unavoidable, and this also needs to be considered.

Conclusion

To conclude, we did not find any evidence for the short-term efficacy of the iBA intervention on depression in treatment-experienced participants with mild to moderate levels of depressive symptoms. However, in comparison to the pooled control group, iBA was more effective with regard to the secondary outcomes, specifically an increase in activity over 2 weeks and a decrease in dysfunctional attitudes over 4 weeks. Furthermore, we found some support for short-term behavior activation being an important mediator for change in depression. Additional studies on brief interventions are needed to assess the mechanisms of change in POIs. It would also be helpful to test whether using longer intervention intervals, including automated support such as reminders to use the interventions or human support through a guided intervention enhances the treatment effects of iBA.
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Abstract

Background: Technological surrogate nursing (TSN) derives from the idea that nurse-caregiver substitutes can be created by technology to support chronic disease self-care.

Objective: This paper begins by arguing that TSN is a useful and viable approach to chronic disease self-care. The analysis then focuses on the empirical research question of testing and demonstrating the effectiveness and safety of prototype TSN supplied to patients with the typical complex chronic disease of coexisting type 2 diabetes and hypertension. At the policy level, it is shown that the data allow for a calibration of TSN technology augmentation, which can be readily applied to health care management.

Methods: A 24-week, parallel-group, randomized controlled trial (RCT) was designed and implemented among diabetic and hypertensive outpatients in two Hong Kong public hospitals. Participants were randomly assigned to an intervention group, supplied with a tablet-based TSN app prototype, or to a conventional self-managing control group. Primary indices—hemoglobin A₁c, systolic blood pressure, and diastolic blood pressure—and secondary indices were measured at baseline and at 8, 12, 16, and 24 weeks after initiation, after which the data were applied to test TSN effectiveness and safety.

Results: A total of 299 participating patients were randomized to the intervention group (n=151) or the control group (n=148). Statistically significant outcomes that directly indicated TSN effectiveness in terms of hemoglobin A₁c were found in both groups but not with regard to systolic and diastolic blood pressure. These findings also offered indirect empirical support for TSN safety. Statistically significant comparative changes in these primary indices were not observed between the groups but were suggestive of an operational calibration of TSN technology augmentation. Statistically significant changes in secondary indices were obtained in one or both groups, but not between the groups.

Conclusions: The RCT’s strong behavioral basis, as well as the importance of safety and effectiveness when complex chronic illness is proximately self-managed by layperson patients, prompted the formulation of the empirical joint hypothesis that TSN...
would improve patient self-care while satisfying the condition of patient self-safety. Statistical and decision analysis applied to the experimental outcomes offered support for this hypothesis. Policy relevance of the research is demonstrated by the derivation of a data-grounded operational calibration of TSN technology augmentation with ready application to health care management. **Trial Registration:** ClinicalTrials.gov NCT02799953; https://clinicaltrials.gov/ct2/show/NCT02799953

(J Med Internet Res 2020;22(3):e16769) doi:10.2196/16769
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**Introduction**

The management of chronic disease requires dedicated and joint efforts from health care professionals and patients. Current literature has emphasized the importance of empowering the latter in the direction of self-care [1-4]. Individuals with long-term conditions, such as diabetes and hypertension, are required to maintain proper levels of blood glucose (BG) and blood pressure (BP), follow medication instructions, and lead healthy lifestyles. However, continuing challenges over compliance, motivation, and organization have been noted in the literature [5-9]. Technology is increasingly being called upon to assist in such endeavors. In particular, electronic health (eHealth) protocols are suggested to facilitate patient-doctor-nurse communication, mutually informed decision making, access to health care resources, and the organization, interpretation, and dissemination of health data [10-17]. The ready availability of technology on the supply side prompts a question on the demand side: Would such interventions be accepted and used by chronically ill patients to the extent of significantly improving self-care? Unless this question is resolved endogenously and the success factors explicated, chronic disease management could turn out to be a costly and unrewarding task.

Earlier studies of technological support in chronic disease self-management have focused on single health conditions and have reported mixed results [18-21]. Following de Boer et al [22], we recognize that chronic disease is generally complex, with the coexistence of type 2 diabetes and hypertension being the common case. Additionally, it is recognized that individuals who are ill in this way would be best served by care that is given at just the right time, is available all the time, is up to date, and given with a response that is friendly and immediate. As resource limitations render this humanly impracticable, it can be asked whether substitutes produced by technology would encourage and empower chronically ill patients to self-provide the desired care. In answer, we submit that technology would effectively and safely support self-care on the part of chronically ill patients under the conditions of representative chronic disease and self-care. Safety is submitted to be that of coexisting type 2 diabetes and hypertension. The first efforts under our empirical research question are, therefore, directed toward testing the effectiveness of TSN when applied to self-care under the conditions of representative chronic disease and representative technology. Safety is submitted to be an equally important requirement in the self-management of complex chronic diseases, where health care responsibility is shared between health care professionals and patients, but proximate action is undertaken by the patients with limited and asymmetric layperson knowledge and medical expertise. Taking the above considerations into account, a randomized controlled trial (RCT) was designed and applied to parallel groups of patients with both diabetes and hypertension to enable the empirical analysis of the effectiveness along with the safety of a prototype eHealth TSN. The two fundamental requirements, together with the experiment’s strong behavioral basis, prompted the formulation of the joint hypothesis that TSN would improve patient self-care while satisfying the condition of patient self-safety. In the following sections, our experiment and its outcomes are presented and interpreted and empirical support offered for this joint hypothesis. In addition, policy relevance is demonstrated by the derivation from the data of an operational calibration of TSN technology augmentation with ready application to health care management, such as cost-benefit analysis.

The exposition is organized along the lines of the research question of this paper, in particular with regard to experimental methodology and outcomes interpretation and analysis.

**Methods**

**Trial Design and Participants**

We designed and implemented a 24-week, parallel-group RCT to test TSN effectiveness and safety among patients with coexisting type 2 diabetes and hypertension. Participants in the experiment were recruited from two diabetes outpatient clinics of two public hospitals in Hong Kong. The individuals were aged 18 years and over; had received a physician-confirmed diagnosis of type 2 diabetes and hypertension at least one month prior; were prescribed oral medication in consequence; were, by declaration, able to self-manage chronic conditions; and were able to read Chinese and speak Cantonese. Excluded from the study were individuals with visual, cognitive, or physical impairments or with unstable or life-threatening illnesses that precluded self-management.

The study was approved by the Hong Kong East Cluster Research Ethics Committee (reference: HKEC-2015-058). All participants provided written informed consent.

http://www.jmir.org/2020/3/e16769/
Recruitment and Follow-Up
Outpatients in the diabetes clinics were invited to an information session, where the trial was introduced and eligibility determined. Selected individuals were then visited at home, where the research protocols were explained, eligibility confirmed, and written informed consent obtained. Baseline BP and BG were measured under seated conditions after 5 minutes of sitting rest. BP measurements were made twice, 1 minute apart, by automated 2-in-1 BG and BP monitors; averages of the two readings were computed as examination values. BG levels in terms of hemoglobin A1c (HbA1c) were measured by applying point-of-care HbA1c analyzers. These data were applied to subsequent stratification and analysis. A questionnaire was administered to collect demographic and other health-related information. Participants were randomized to an intervention group (IG) or a control group (CG) as described in the following subsection. Follow-up home visits were made at 8, 12, 16, and 24 weeks postrandomization. HbA1c was measured at 12 and 24 weeks, while BP and other health-related data were recorded at 8, 16, and 24 weeks.

Randomization and Masking
Participants were stratified into four groups according to baseline HbA1c and systolic BP (SBP): (1) HbA1c ≤8.0% and SBP ≤159 mmHg, (2) HbA1c ≤8.0% and SBP >160 mmHg, (3) HbA1c >8.0% and SBP ≤159 mmHg, and (4) HbA1c >8.0% and SBP >160 mmHg. Parameter values were based on previous research [23,24]. Individuals in each subgroup were randomized by means of randomly permuted blocks of four and six with sequentially numbered, sealed opaque envelopes, all of which were implemented centrally by a research team member over the telephone. Participants and researchers were all blinded to the randomization; however, given the nature of the intervention, blinding was not possible postrandomization.

Prototype Technological Surrogate Nursing and Other Experimental Equipment
Participants randomized to the IG were supplied with prototype eHealth TSN developed by the research team with reference to clinician inputs, needs, and expectations in chronic disease self-care identified in usability evaluations [25,26] and other literature [27,28], as well as funding constraints. Running on a tablet computer, this protocol offered, within limits of its design and with due attention to safety, timely and interactive access to procedures and resources dedicated to the self-management of type 2 diabetes and hypertension. In particular, measurement and recording of BG and BP were enabled through Bluetooth-connected BG and BP monitors. These data, presented in structured tables and charts, were readily retrievable and reviewable. Authorized outside individuals (eg, caregivers and family members) were allowed access to the TSN platform through a secure Web portal. A module was available to provide text- and video-based learning resources pertaining to the causes and prevention of type 2 diabetes and hypertension, self-care, exercise, diet, health plans, and stress management. An audio function was programmable to emit action reminders at predetermined times. CG participants were supplied with BG and BP monitors of the same type, with logbooks as specified under conventional self-management protocols. Individuals in both groups were trained and encouraged to apply the tools in question to self-monitor and self-record BG and BP, and to adhere to other self-care activities recommended by primary care providers.

Outcome Measures
TSN effectiveness was measured, firstly, by indices representing the fundamental clinical manifestations under complex diabetes and hypertension: BG, as indicated by HbA1c, and BP, as indicated by SBP and diastolic BP (DBP) [23,24]. TSN effectiveness, at a level once-removed from the clinical level, was measured in terms of the following secondary indices:

1. Medication adherence, defined by the frequency of failure to follow medication during the past 2 months and evaluated by five items adapted from the Morisky Medication Adherence Scale [29]: 1 (never), 2 (rarely), 3 (sometimes), 4 (always), and 5 (all the time). Item scores were reversed during data analysis to allow higher scores to correspond to greater adherence.

2. General adherence to treatment, defined by whether the individual followed prescribed treatments during the past 2 months and evaluated by the five-item Medical Outcomes Study General Adherence Scale [30]: 1 (none of the time), 2 (a little of the time), 3 (some of the time), 4 (a good bit of the time), 5 (most of the time), and 6 (all of the time).

3. Adherence to disease-specific activities, defined by the frequency of performance of disease-specific activities during the past 2 months and evaluated using the 15-item Medical Outcomes Study Disease-Specific Adherence Scale [30]: 1 (none of the time), 2 (a little of the time), 3 (some of the time), 4 (a good bit of the time), 5 (most of the time), and 6 (all of the time).

4. Diabetes knowledge and hypertension knowledge assessed in terms of responses to 11 and 25 true or false questions, respectively [31].

5. Self-efficacy for coping with chronic disease, defined as confidence in performing self-management and assessed using five items adapted from a validated scale [32], with scores ranging from 1 (not at all confident) to 10 (totally confident).

Frequencies of self-monitoring of BG and BP were recorded as the number of times per week. As shown in the Discussion section, a method is suggested under which the primary and secondary indices would indirectly indicate the presence or absence of patient self-safety.

Statistical Analysis
According to a priori power calculations based on an assumed 10% loss to follow-up, a sample of 147 individuals per group would provide over 80% power (two-sided alpha= .05) to detect a between-group mean difference of 5 mmHg for SBP (SD 14.5), 4 mmHg for DBP (SD 10), and 0.5% for HbA1c (SD 1.25). Independent t tests and chi-square tests were applied to compare differences in baseline characteristics between the IG and the CG members. We applied both intention-to-treat (without imputation) analysis and per-protocol analysis, under linear mixed-modelling of mean changes in indices within and
between groups. Effects were classified according to time (ie, follow-ups versus baseline), treatment group (ie, IG versus CG), and group-by-time interaction. Self-monitoring frequency was compared between the two groups using the Mann-Whitney U test. Sensitivity analysis was introduced after adjusting for baseline variables.

**Figure 1.** Trial flowchart. CG: control group; IG: intervention group.

### Results

#### Study Characteristics

Between March and October 2016, 151 patients were randomized to the IG and 148 patients were randomized to the CG (see Figure 1 for the trial flowchart). As shown in Table 1, there were no statistically significant differences between the groups with regard to baseline characteristics, except for experience in the use of computer-based self-monitoring systems ($P=.02$).
Table 1. Baseline characteristics by study group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n=151)</th>
<th>Control group (n=148)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.9 (10.2)</td>
<td>63.7 (9.6)</td>
<td>.90</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Male</td>
<td>104 (68.9)</td>
<td>88 (59.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>47 (31.1)</td>
<td>60 (40.5)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>No schooling completed</td>
<td>0 (0)</td>
<td>4 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Some primary school</td>
<td>10 (6.6)</td>
<td>14 (9.4)</td>
<td></td>
</tr>
<tr>
<td>Completed primary school</td>
<td>25 (16.6)</td>
<td>21 (14.2)</td>
<td></td>
</tr>
<tr>
<td>Some secondary school</td>
<td>23 (15.2)</td>
<td>23 (15.5)</td>
<td></td>
</tr>
<tr>
<td>Completed secondary school</td>
<td>66 (43.7)</td>
<td>47 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Diploma, advanced diploma, associate degree, or the equivalent</td>
<td>10 (6.6)</td>
<td>21 (14.2)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>14 (9.3)</td>
<td>12 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>3 (2.0)</td>
<td>5 (3.4)</td>
<td></td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0 (0)</td>
<td>1 (0.7)</td>
<td></td>
</tr>
<tr>
<td>Habitation status, n (%)</td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Living alone</td>
<td>21 (13.9)</td>
<td>15 (10.1)</td>
<td></td>
</tr>
<tr>
<td>Living with family</td>
<td>129 (85.4)</td>
<td>132 (89.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.7)</td>
<td>1 (0.7)</td>
<td></td>
</tr>
<tr>
<td>Duration of diabetes (years), mean (SD)</td>
<td>15.6 (10.0)</td>
<td>16.6 (11.3)</td>
<td>.42</td>
</tr>
<tr>
<td>Duration of hypertension (years), mean (SD)</td>
<td>12.9 (8.7)</td>
<td>12.9 (9.9)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Experience using computers, tablets, or mobile phones, n (%)</td>
<td>117 (77.5)</td>
<td>116 (78.4)</td>
<td>.85</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>34 (22.5)</td>
<td>32 (21.6)</td>
<td></td>
</tr>
<tr>
<td>Time spent using a computer, tablet, or mobile phone (hours per day), mean (SD)</td>
<td>2.4 (3.1)</td>
<td>3.2 (4.1)</td>
<td>.06</td>
</tr>
<tr>
<td>Experience using computer-based self-management systems, n (%)</td>
<td>3 (2.0)</td>
<td>12 (8.1)</td>
<td>.02</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148 (98.0)</td>
<td>136 (91.9)</td>
<td></td>
</tr>
<tr>
<td>Experience with self-management support programs and training, n (%)</td>
<td>100 (66.2)</td>
<td>88 (59.5)</td>
<td>.23</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>51 (33.8)</td>
<td>60 (40.5)</td>
<td></td>
</tr>
<tr>
<td>Hemoglobin 1c (%), mean (SD)</td>
<td>8.02 (1.54)</td>
<td>7.99 (1.23)</td>
<td>.88</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>137.6 (17.7)</td>
<td>137.4 (15.4)</td>
<td>.92</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>76.2 (9.8)</td>
<td>74.7 (10.3)</td>
<td>.20</td>
</tr>
</tbody>
</table>

**Intention-to-Treat Analysis**

**Primary Outcomes**

Outcomes with direct reference to TSN effectiveness are displayed in Table 2. Mean changes in HbA1c were found to be statistically significant at all assessment times in both the IG and the CG (see Figure 2). Comparing HbA1c mean changes between the two groups, statistically significant outcomes were not observed. With regard to SBP and DBP, mean changes in each group were mixed in statistical significance (see Figure 3). Differences in SBP and DBP mean changes between the IG and the CG were not statistically significant. With regard to TSN patient safety, indirect implications of the above findings will be pursued below in the Discussion section.
Table 2. Results of intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Intervention group (n=151), mean (95% CI)</th>
<th>Control group (n=148), mean (95% CI)</th>
<th>Between-group difference with regard to change in outcome from baseline (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin A₁c (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.02 (7.80-8.23)</td>
<td>7.99 (7.77-8.21)</td>
<td>N/Aa</td>
<td></td>
</tr>
<tr>
<td>12 weeks</td>
<td>7.72 (7.50-7.94)b</td>
<td>7.65 (7.43-7.87)b</td>
<td>0.05 (−0.23 to 0.33)</td>
<td>.74</td>
</tr>
<tr>
<td>24 weeks</td>
<td>7.57 (7.35-7.79)b</td>
<td>7.64 (7.42-7.86)b</td>
<td>−0.09 (−0.37 to 0.19)</td>
<td>.52</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>137.6 (134.8-140.3)</td>
<td>137.4 (134.6-140.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>135.2 (132.3-138.0)</td>
<td>132.7 (129.9-135.6)b</td>
<td>2.25 (−1.87 to 6.37)</td>
<td>.28</td>
</tr>
<tr>
<td>16 weeks</td>
<td>135.9 (133.0-137.8)</td>
<td>134.8 (132.0-137.7)</td>
<td>0.84 (−3.26 to 4.93)</td>
<td>.69</td>
</tr>
<tr>
<td>24 weeks</td>
<td>138.1 (135.3-140.9)</td>
<td>134.6 (131.7-137.4)</td>
<td>3.38 (−0.68 to 7.44)</td>
<td>.10</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>76.2 (74.6-77.7)</td>
<td>74.7 (73.1-76.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>74.6 (73.0-76.2)b</td>
<td>73.4 (71.8-75.0)</td>
<td>−0.31 (−2.26 to 1.64)</td>
<td>.76</td>
</tr>
<tr>
<td>16 weeks</td>
<td>74.8 (73.3-76.4)</td>
<td>74.1 (72.5-75.7)</td>
<td>−0.80 (−2.74 to 1.14)</td>
<td>.42</td>
</tr>
<tr>
<td>24 weeks</td>
<td>76.1 (74.5-77.6)</td>
<td>74.2 (72.6-75.8)</td>
<td>0.33 (−1.59 to 2.25)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication adherence (score)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4.52 (4.45-4.59)</td>
<td>4.53 (4.46-4.60)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>4.64 (4.57-4.71)b</td>
<td>4.57 (4.50-4.64)</td>
<td>0.08 (−0.01 to 0.16)</td>
<td>.07</td>
</tr>
<tr>
<td>16 weeks</td>
<td>4.58 (4.51-4.65)b</td>
<td>4.53 (4.46-4.60)</td>
<td>0.06 (−0.02 to 0.14)</td>
<td>.14</td>
</tr>
<tr>
<td>24 weeks</td>
<td>4.58 (4.51-4.65)b</td>
<td>4.56 (4.49-4.63)</td>
<td>0.03 (−0.05 to 0.12)</td>
<td>.40</td>
</tr>
<tr>
<td>General adherence to treatment (score)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4.17 (4.03-4.32)</td>
<td>4.00 (3.86-4.15)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>4.15 (4.00-4.30)</td>
<td>3.95 (3.80-4.10)</td>
<td>0.03 (−0.16 to 0.22)</td>
<td>.78</td>
</tr>
<tr>
<td>16 weeks</td>
<td>4.17 (4.02-4.32)</td>
<td>4.03 (3.88-4.18)</td>
<td>−0.03 (−0.22 to 0.16)</td>
<td>.75</td>
</tr>
<tr>
<td>24 weeks</td>
<td>4.27 (4.12-4.42)</td>
<td>3.98 (3.83-4.13)</td>
<td>0.12 (−0.07 to 0.31)</td>
<td>.21</td>
</tr>
<tr>
<td>Adherence to disease-specific activities (score)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.51 (3.42-3.61)</td>
<td>3.51 (3.41-3.61)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>3.55 (3.45-3.65)</td>
<td>3.65 (3.55-3.75)b</td>
<td>−0.10 (−0.22 to 0.03)</td>
<td>.12</td>
</tr>
<tr>
<td>16 weeks</td>
<td>3.73 (3.63-3.83)b</td>
<td>3.66 (3.56-3.76)b</td>
<td>0.06 (−0.06 to 0.18)</td>
<td>.35</td>
</tr>
<tr>
<td>24 weeks</td>
<td>3.72 (3.62-3.82)b</td>
<td>3.63 (3.53-3.73)b</td>
<td>0.08 (−0.04 to 0.20)</td>
<td>.19</td>
</tr>
<tr>
<td><strong>Diabetes knowledge (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>78.5 (76.7-80.3)</td>
<td>79.1 (77.2-80.9)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>81.5 (79.7-83.4)b</td>
<td>82.6 (80.7-84.5)b</td>
<td>−0.53 (−3.21 to 2.15)</td>
<td>.70</td>
</tr>
<tr>
<td>16 weeks</td>
<td>84.2 (82.4-86.1)b</td>
<td>84.1 (82.2-86.0)b</td>
<td>0.65 (−2.01 to 3.31)</td>
<td>.63</td>
</tr>
<tr>
<td>24 weeks</td>
<td>84.4 (82.6-86.3)b</td>
<td>85.4 (83.5-87.2)b</td>
<td>−0.40 (−3.04 to 2.24)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Hypertension knowledge (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>72.4 (70.7-74.2)</td>
<td>70.9 (69.1-72.6)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>Intervention group (n=151), mean (95% CI)</td>
<td>Control group (n=148), mean (95% CI)</td>
<td>Between-group difference with regard to change in outcome from baseline (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>------------------</td>
<td>------------------------------------------</td>
<td>-------------------------------------</td>
<td>---------------------------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>8 weeks</td>
<td>73.2 (71.4-75.0)</td>
<td>73.6 (71.7-75.4)(^b)</td>
<td>−1.95 (−4.38 to 0.47)</td>
<td>.11</td>
</tr>
<tr>
<td>16 weeks</td>
<td>75.6 (73.8-77.4)(^b)</td>
<td>74.9 (73.1-76.7)(^b)</td>
<td>−0.82 (−3.22 to 1.59)</td>
<td>.50</td>
</tr>
<tr>
<td>24 weeks</td>
<td>76.7 (74.9-78.5)(^b)</td>
<td>76.2 (74.4-78.0)(^b)</td>
<td>−1.01 (−3.40 to 1.38)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Self-efficacy for coping with chronic disease (score)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>7.31 (7.09-7.53)</td>
<td>6.98 (6.75-7.21)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>8 weeks</td>
<td>7.38 (7.15-7.61)</td>
<td>7.17 (6.94-7.40)</td>
<td>−0.12 (−0.39 to 0.15)</td>
<td>.38</td>
</tr>
<tr>
<td>16 weeks</td>
<td>7.45 (7.22-7.68)</td>
<td>7.24 (7.02-7.47)(^b)</td>
<td>−0.12 (−0.39 to 0.14)</td>
<td>.36</td>
</tr>
<tr>
<td>24 weeks</td>
<td>7.49 (7.26-7.72)</td>
<td>7.24 (7.02-7.47)(^b)</td>
<td>−0.08 (−0.35 to 0.18)</td>
<td>.55</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

\(^b\)Significant difference from baseline.

**Figure 2.** Mean hemoglobin A\(_1c\) (HbA\(_1c\)) levels during the 24-week study period.
Secondary Outcomes

As shown in Table 2, statistically significant direct improvements in TSN effectiveness as measured by adherence to disease-specific activities, diabetes knowledge, and hypertension knowledge were observed in both the IG and the CG at 16 and 24 weeks. Mixed results were obtained for the shorter times. Improvements in medication adherence were significant in the IG at all follow-up points, and improvements in self-efficacy for coping with chronic diseases were significant for the CG at 16 and 24 weeks. Outcomes for general adherence to treatment were all statistically nonsignificant. Significant differences in the secondary indices were not observed between the groups at any follow-up points. Indirect implications of the above findings for TSN patient safety will be pursued in the Discussion section.

Per-Protocol and Sensitivity Analyses

Per-protocol analysis showed that in the IG, the statistically nonsignificant intention-to-treat outcomes for DBP (at 16 weeks) and for self-efficacy in coping with chronic disease (at 24 weeks) became significant, with the opposite change applying to medication adherence at 16 weeks and 24 weeks (see Multimedia Appendix 1). Sensitivity analysis showed that the results were unchanged after adjusting for baseline variables, with the exception that in the CG, the statistically nonsignificant change in self-efficacy in coping with chronic disease at 8 weeks became significant (see Multimedia Appendix 2).

Self-Monitoring Frequency

Over the 24-week study period, participants in both groups displayed similar mean frequencies (times per week) with regard to self-monitoring of BG (IG mean 4.67, SD 4.45, median 3.65; CG mean 4.47, SD 3.67, median 3.62; P=.94) and with regard to self-monitoring of BP (IG mean 5.26, SD 6.03, median 3.46; CG mean 4.07, SD 3.54, median 3.17; P=.16).

Discussion

Principal Findings

Statistically significant outcomes that directly indicate TSN effectiveness in terms of HbA1c were found for both the IG and the CG, but not with regard to SBP and DBP. Significant comparative changes in the three primary indices were not observed between the groups. Significant changes in secondary indices were obtained in one or both groups, but not between the groups.

Interpretation of Individual Outcomes

In line with its empirical orientation, this study is focused on measurement, outcome interpretation, and hypothesis testing. On the analytical level, it is sufficient for such purposes that the data were derived from the impact of TSN-supported or conventional self-management on diabetic and hypertensive patient behavior, which in turn was structured under the experimental design and manifested empirically by way of the primary and secondary indices. With regard to the interpretation of outcomes, the RCT’s strong behavioral basis prompts a reference to the axiom of rationality in economics and decision science. Under this axiom, individual behavior and changes therein are required to not consistently inflict self-harm [33]. In health care, the idea of no harm is embedded in a sine qua non, which requires that any treatment or situations must be safe for the individuals concerned. A similar sine qua non in the aviation industry is that of passenger safety.

The requirement of no harm is especially important in the self-management of complex chronic illnesses, such as diabetes and hypertension, where health care professionals and patients share the health care responsibility but proximate action is undertaken by patients with asymmetric and limited layperson knowledge of the interdependent medical manifestations and effects. In view of this action and knowledge asymmetry, no harm can be operationally interpreted to represent the minimum...
level of safety perceived to be acceptable by the rational patient with regard to their own health care–related activities. As this would be the case with every individual involved in every self-managed health care situation, no harm can be formalized linguistically to mean the lower bound of self-safety. Mathematically, no harm can, therefore, be understood to be the denoting description of the minimal element in a set of self-managed health situations ordered by the perception-based asymmetric binary relation \(*\leq\), read from right to left as “(perceived to be) more than or equally safe.”

To facilitate the interpretation of outcomes in terms of the health care sine qua non, a short mathematical discussion is presented [34]. The concepts introduced above can be operationalized in terms of a numerical mapping to represent the total or partial ordering \(*\leq\). A number of technical problems then arise, as follows: the existence of many levels of self-safety leads to the questions of defining its maximum commensurability between factors entering such a definition; the possibility that an upper limit cannot be meaningfully delineated so that, in defiance of practical experience, the set of health situations must be left open ended (ie, specified to be of countably infinite cardinality); differentiation between maximum safety and neighboring very safe situations; and the order-intransitivity that emerges when this distinction is not clearly established. Until problems of this nature are resolved, the domain of self-managed health situations would be incompletely defined and partially ordered. Numerical representation of the self-safety relation \(*\leq\) would require continuous real mapping over such a domain, which additionally must be monotonic and unique under linear transformation in any completely defined and ordered subdomain. The specification of a probability function and a random variable to represent patient self-safety under such circumstances would involve additional applications of measure theory.

Under the study’s empirical approach, these analytical difficulties can be mitigated by careful experimental design and data analysis. Reference to the formal description presented above suggests that the sine qua non of safety can be satisfied in the strong form, which involves the condition of at least no harm, or in the weak form, which involves the condition of no harm. To operationalize and test the empirical existence of the sine qua non in the case of chronic disease self-management, where the outcomes have an important dependence on layperson knowledge and action, it would be sufficient to demonstrate that its weak form requiring the singleton instance of no harm, or patient-perceived minimum safety, is supported by the data. The measurement problem would then be considerably less demanding than if the strong form of the sine qua non is involved; witness the case of health care quality assurance, where accommodation of the strong form would lead to incompletely resolved problems of cardinal measurement and numerical comparability of incremental safety over many situations [35].

An additional dimension to the measurement problem arises in the case of complex chronic diseases, such as diabetes and hypertension (ie, that illness is generally manifested in more than one form). Numerical representation of patient self-safety would, therefore, require reference to different health manifestations under a given complex chronic disease (eg, BG and BP in the case of diabetes and hypertension). As shown in the Methods section, BG and BP manifestations can properly be measured in terms of HbA1c, SBP, and DBP indices. Instead of adding complexity to the numerical representation of self-safety, availability of these index numbers suggests a method to reduce the difficulties by carefully interpreting the experimental design and experimental data.

To ease the exposition, we first present three supporting observations. First, because an index number is a mapping function from a set of data to a set of real numbers, the suggested method exploits the mathematical property that under a function, each element in its range—an index value in this case—is the image of a distinct element in the domain—a data point in this case. Second, since index functions are operational and, hence, mathematically constructible, it is possible to focus attention on one computed point in its range—an index value—and one point in its domain—a data point—so that a 1:1 relationship would follow ipso facto. Third, it was pointed out earlier that difficult analytical problems must be resolved before a random variable can be constructed to characterize self-safety under sampling. Though statistical tests applicable to such conditions are not yet available, a second-best approach can properly be sought to extract from the data the wherewithal to indicate whether the health care sine qua non is present in weak form.

A second-best method to exploit index number statistical results to indicate minimum patient self-safety can be conveniently explained by example. As reported in Table 2, results involving the HbA1c index were statistically significant in the IG at all assessment dates. TSN can then be concluded to have impacted positively on patient self-care. Positive impact on patient well-being follows immediately, especially as it has been shown that lowering HbA1c by 1% can translate to as much as a 40% reduction in the risk of microvascular complications and a 20% reduction in the risk of diabetes-related deaths [36]. Individuals reaping health benefits of this nature can properly be deemed to be at least unharmed; therefore, with regard to TSN, minimum patient self-safety would be assured upon indirect interpretation of the HbA1c index results. Similar reasoning would apply to the other statistically significant index number outcomes in the IG (see Table 2) (ie, DBP for 8 weeks; medication adherence for 8, 16, and 24 weeks; adherence to disease-specific activities for 16 and 24 weeks; diabetes knowledge for 8, 16, and 24 weeks; and hypertension knowledge for 16 and 24 weeks). Referring to the IG outcome for SBP at 24 weeks, it is suggested that since the incremental average in question was measured to be numerically positive and, hence, clinically negative, nonsignificance would instead become the statistical property of concern. Given that this was indeed found to be the case so that statistically significant evidence of self-harm was not forthcoming, it is proper to indirectly infer that TSN was accompanied by minimum patient self-safety in this instance.

The remaining index number outcomes in the IG, though statistically nonsignificant (see Table 2), are amenable to empirically necessary reasoning under the second-best method. To explain by example, we first refer to the CG data to draw an inference regarding patient self-safety on the following methodological grounds. Given that self-care was practiced
among the CG members following established health care procedures, it can be assumed *ipso facto* that, independent of effectiveness, the resulting outcomes would be at least not harmful and, hence, at least minimally safe. Average index data from the group can, therefore, be properly assumed to have been produced under the auspices of patient self-management characterized by at least *no harm*; hence, they can be sifted for necessary indications of minimum self-safety even in the absence of formal statistical analysis. Notice that the *consistent* condition of the underlying rationality axiom referred to above is accommodated by averaging in the index measurements.

Recall the idea, which was broached above, that index numbers measuring health manifestations such as BP can be exploited to reduce difficulties when measuring patient safety. Consider then how the SBP and DBP primary indices would perform under the suggested data gleaning—as shown earlier, HbA1c has been pre-empted into the group of indices appropriate for indirect interpretation. From Table 2, it is seen that in the CG, DBP at 8, 16, and 24 weeks showed hypertension improvements before statistical testing, so that the incremental index averages (ie, 1.26, 0.53, and 0.44, respectively) expressed clinically positive effects at these dates. By virtue of the fact that only CG data entered into these computations, at least *no harm*—and a *fortiori* *harm*—can be properly assumed to have accompanied the self-care that produced the effects in question. Combining these observations and the mathematical properties of functions noted earlier, it is argued that numerical representation of minimum patient self-safety can be attributed to the DBP index when applied to CG average incremental data. This is true in the sense that such a computation would provide the basis for a clinically meaningful index value to be assigned in order to functionally image a data point known to have been produced from a *no harm* situation. By implication, under the 1:1 linguistic relationship, this index value would also numerically represent the denoting minimum self-safety itself. It is thus possible, under this kind of *empirically necessary reasoning*, to interpret the DBP reading of 1.26 mmHg to be the numerical representation at 8 weeks of the minimum self-safety denoting a *no harm* situation embedded in the CG data at the same time. Similar reasoning suggests that the other DBP index values of 0.53 and 0.44 in the CG can be interpreted to numerically represent minimum self-safety at 16 weeks and 24 weeks, respectively. Repeating the argument, the SBP incremental index values of 4.65, 2.54, and 2.81 in Table 2 can be understood to functionally image *no harm* data points for the CG and, hence, to numerically represent the denoting minimum self-safety at 8, 16, and 24 weeks, respectively.

Empirically necessary indications of minimum patient self-safety obtained on the basis of CG data can be carried over to the IG by reference to the between-group comparative findings in Table 2; they can also be carried over by exploiting the fact that the individuals involved were originally part of a single cohort satisfying the same basic health criteria (see the Methods section). Given this shared origin and the random nature of patient assignment to the IG and the CG, behavior in the two groups can properly be assumed to derive from similar perceptions regarding safety when self-managing diabetes and hypertension. Returning to the result that differences in SBP and DBP outcomes between the groups were statistically nonsignificant and focusing on the clinically positive cases, we can now interpret the index averages in question to be empirically equivalent, pairwise. It is further noted that between the two groups, individual indices can be matched 1:1 with assessment date as the parameter. In Table 2, it is therefore seen that clinically positive incremental index averages for DBP at 8, 16, and 24 weeks in the CG can be matched with empirically equivalent, clinically positive incremental index averages for DBP at 8, 16, and 24 weeks in the IG. Understanding this exercise in terms of empirically necessary reasoning, indications of minimum patient self-safety obtained in the CG are thus carried over to the IG. Repeating the argument would show that clinically positive incremental index averages for SBP at 8 and 16 weeks in the CG can be matched with empirically equivalent clinically positive incremental index averages for SBP at 8 and 16 weeks in the IG, so a carryover can again be made. The 24-week IG reading for SBP was found to be clinically negative, so it cannot be matched with the clinically positive 24-week SBP reading in CG. Instead, as already shown, it was interpreted indirectly.

Therefore, it is observed that a second-best method, based on index numbers and applying indirect statistical interpretation or empirically necessary reasoning, can be found to extract support for the presence of minimum self-safety from the experimental data, even when formal statistical tests are not available. To the extent that the secondary index outcomes satisfy the method’s conditions, it would again apply. Similar to the previous argument, findings of statistically nonsignificant differences in secondary outcomes between the IG and the CG (see Table 2) would allow clinically positive incremental index averages to be identified and matched using assessment date as the parameter. It is seen from Table 2 that minimum self-safety would then be indicated in the cases of medication adherence, adherence to disease-specific activities, diabetes knowledge, hypertension knowledge, and self-efficacy for coping with chronic disease. Application to the remaining secondary outcome of general adherence to treatment is methodologically excluded.

General adherence to treatment covers a wider scope than the other secondary indices, which are all focused on diabetes and hypertension. The activities in question—dieting, exercise, and weight control—are important to self-management under other chronic conditions that may afflict the participants under study (eg, smoking, obesity, and chronic obstructive pulmonary disease) and that may be differently supported by technology or not at all. Asynchronous progress in these directions would impact the patient’s diabetic and hypertensive status in a distributed lag, which cannot be meaningfully compared with the single-dated effects measured under the other secondary indices. Therefore, it is proposed that until the research is properly extended, general adherence to treatment should be excluded from outcomes interpretation involving the other secondary indices, on methodological grounds of differences in scope, behavioral basis, and *ceteris paribus* specifications. Further interpretation of the BP-based outcomes is suggested if a maintained hypothesis implicit in the experimental design is recalled, that additional knowledge is a necessary condition.
for consistent changes in behavior. Referring to the statistically nonsignificant SBP and DBP outcomes and the statistically significant knowledge-related outcomes in Table 2, an anomaly would seem to emerge, which is that individuals learned more about hypertension and yet significant impact on BP control did not follow. A resolution is suggested by noting that because of diminishing returns on hypertension treatment [37], small changes in BP such as the ones observed are likely in the case of long-term patients. We also note the view that it is not difficult for the layperson to understand the rudimentary aspects of hypertension [38]. It is then additionally likely that the long-term patients entering each group already possessed working knowledge of hypertension. It follows that with little addition to hypertension knowledge, the behavior of long-term patients would be little affected, to the extent of producing statistically insignificant changes in already-low SBP and DBP measurements.

Effectiveness Along With Patient Safety Under Technological Surrogate Nursing

It was noted in the previous section that empirical analysis of TSN effectiveness and TSN self-safety should properly proceed in parallel. Under the health care sine qua non, the first question asked in practice is whether no harm would hold in an absolute sense inside the case with minimum reference to outside situations. This suggests that the real-world evaluation of TSN effectiveness should also be approached from an absolute perspective, under which the RCT outcomes are interpreted in the capacity of empirical analysis subject to strong other-things-being-equal conditions. This procedure is in line with common scientific practice, under which research is generally evaluated along two headings depending on ceteris paribus conditions: absolutely or relatively. Safety is similarly important as effectiveness in chronic disease self-management due to layperson-patient involvement. In addition, the experimental data were measured in terms of independent indices under clinically delineated conditions; hence, they are, mersuration-wise, consistent with the absoluteness required by the health care sine qua non. Consequently, it is methodologically permissible for TSN self-safety to formally appear together with TSN effectiveness to be empirically tested under a joint hypothesis. We, therefore, propose the following: other things being equal, TSN would improve self-care among chronically ill diabetic and hypertensive patients while satisfying the sine qua non of patient self-safety.

It has been shown that 13 statistically significant primary and secondary outcomes supported the empirical existence of direct positive incremental impact of TSN on patient self-care and indirect positive incremental impact on patient self-safety. In addition, 10 primary and secondary outcomes offered empirically necessary indications of accompanying minimum patient self-safety. It was shown that minimum patient self-safety yielded sufficient empirical support for the health care sine qua non. It was also shown that the first (ie, absolute outcomes evaluation) heading noted above covered the primary indices HbA1c (2 cases) and DBP (1 case), as well as the secondary indices medication adherence (3 cases), adherence to disease-specific activities (2 cases), diabetes knowledge (3 cases), and hypertension knowledge (2 cases). In addition, it was shown that the outcomes under the second (ie, relative outcomes evaluation) heading covered the primary indices SBP (3 cases) and DBP (2 cases), as well as the secondary indices adherence to disease-specific activities (1 case), hypertension knowledge (1 case), and self-efficacy for coping with chronic disease (3 cases). This listing is seen to be exhaustive, given that the number of possible outcomes forthcoming in the IG sum to the same total of 23 (see Table 2), with one secondary index being excluded on methodological grounds. Therefore, it is submitted that the IG data offer statistically significant and empirically necessary support to the joint hypothesis presented above.

Comparative Findings and Calibration of Technological Surrogate Nursing Technology Augmentation

Under the second scientific approach of relative evaluation, the key statistical finding is that, as compared between the IG and the CG, there was no difference in effectiveness of self-care (see Table 2). Self-safety was demonstrated to be empirically equivalent between the groups and so would play a neutral role in the present argument. As a matter of research methodology, a null result of this nature can properly claim a place in the literature [39]. As discussed in the Methods section, since dedicated technological support was absent in the RCT’s CG, it is further suggested that the result’s empirical implications are not exhausted but can be usefully pursued under the quae situm of adding technology to self-care. If the RCT is interpreted as a thought experiment, we can understand the comparative data to reflect the as-if effects of adding technology to diabetes and hypertension self-management, which, up to then, did not make use of it. Thought experiments and as-if reasoning, which were famously exploited by Einstein, would be familiar to physicists [40]. Health care is generally asymmetrical, as witnessed by the near-impossibility of recreating the patient’s initial state by reversing treatment. In this case, however, individuals receiving prototype TSN improved in self-care and, yet, individuals without it were not worse off. The apparent anomaly is resolved under the thought experiment by suggesting that the technology in question is so elementary that adding it to standard (ie, control) practice did not produce empirically significant effects. The following question then emerges: Would further addition of technology to the TSN prototype (ie, technology augmentation) increase effectiveness?

Analysis under this question can proceed operationally with support from the comparative data. First, it is suggested that the prototype technology represents the lowest meaningful level in TSN design. The IG data were, therefore, obtained under such a technological condition. Second, we recall the seminal Michelson-Morley experiment and its consequences for calibration in physics [40]. An experimentally grounded base level is, therefore, proposed by analogy, with reference to which technology augmentation in TSN can be operationally calibrated in two dimensions: its degree in any given case being measured by engineering index comparison with the base technology, and its effectiveness being measured against base-outcomes indices.
For example, a flexible internet-based, tethered or mobile, TSN platform with artificial intelligence (AI) capabilities can be determined to be m-times more advanced than the base (ie, prototype) version; this is in terms of an index of information technology and computational requirements and its effectiveness measured incrementally under an index covering the base outcomes. Applying the calibration over a properly chosen range of cases would yield a numerical representation of TSN technology augmentation in terms of a ranking of technology and a ranking of effectiveness. Since expert knowledge can be relied on to supply engineering indices for incremental comparison, the first ranking is cardinal and monotonic with origin determined by base technology. Given that the second ranking is constructed from incremental magnitudes, it is naturally cardinal with origin determined by base effectiveness. However, since patient acceptance is involved, this ranking may or may not be monotonic; it is possible for individuals to feel overloaded with technology, in which case incrementally negative effects leading to local nonmonotonicity would emerge.

The suggested calibration is operational, simple (ie, only two constructs), and empirically grounded. It can readily be introduced into health care management, such as TSN cost-benefit analysis. Following the principle of bounded rationality [33], decision complexity would be reduced by eliminating nonmeaningful alternatives through the extraction of a monotonic subordering from the effectiveness ranking; decision complexity would be further reduced by delineation of benefits with reference to this subordering and of costs with reference to the parallel-technology ranking. The solution to the cost-benefit analysis would then determine optimal TSN and optimal choice of technology; since the latter may or may not be determined to be at the most advanced level, the question of whether introducing more technology into health care would be rational in an already technology-loaded society can be resolved under clearly specified conditions.

**Suggestions for Paradigm Development**

The data suggest a potentially important implication for the treatment of complex chronic disease and, hence, for TSN paradigm development: the emergence of differential effects. It is noted that in each experimental group, the same individuals receiving the same medication and the same self-care were involved when measuring HbA₁c, SBP, and DBP. Changes in these indices can, therefore, be validly compared within the group. Note, the influence of baseline values is excluded under incremental measurement. If the patterns revealed by pairwise comparison, the first ranking is cardinal and monotonic with origin determined by base technology. Given that the second ranking is constructed from incremental magnitudes, it is naturally cardinal with origin determined by base effectiveness. However, since patient acceptance is involved, this ranking may or may not be monotonic; it is possible for individuals to feel overloaded with technology, in which case incrementally negative effects leading to local nonmonotonicity would emerge.

The suggested calibration is operational, simple (ie, only two constructs), and empirically grounded. It can readily be introduced into health care management, such as TSN cost-benefit analysis. Following the principle of bounded rationality [33], decision complexity would be reduced by eliminating nonmeaningful alternatives through the extraction of a monotonic subordering from the effectiveness ranking; decision complexity would be further reduced by delineation of benefits with reference to this subordering and of costs with reference to the parallel-technology ranking. The solution to the cost-benefit analysis would then determine optimal TSN and optimal choice of technology; since the latter may or may not be determined to be at the most advanced level, the question of whether introducing more technology into health care would be rational in an already technology-loaded society can be resolved under clearly specified conditions.

**Suggestions for Paradigm Development**

The data suggest a potentially important implication for the treatment of complex chronic disease and, hence, for TSN paradigm development: the emergence of differential effects. It is noted that in each experimental group, the same individuals receiving the same medication and the same self-care were involved when measuring HbA₁c, SBP, and DBP. Changes in these indices can, therefore, be validly compared within the group. Note, the influence of baseline values is excluded under incremental measurement. If the patterns revealed by pairwise comparison, the first ranking is cardinal and monotonic with origin determined by base technology. Given that the second ranking is constructed from incremental magnitudes, it is naturally cardinal with origin determined by base effectiveness. However, since patient acceptance is involved, this ranking may or may not be monotonic; it is possible for individuals to feel overloaded with technology, in which case incrementally negative effects leading to local nonmonotonicity would emerge.

The suggested calibration is operational, simple (ie, only two constructs), and empirically grounded. It can readily be introduced into health care management, such as TSN cost-benefit analysis. Following the principle of bounded rationality [33], decision complexity would be reduced by eliminating nonmeaningful alternatives through the extraction of a monotonic subordering from the effectiveness ranking; decision complexity would be further reduced by delineation of benefits with reference to this subordering and of costs with reference to the parallel-technology ranking. The solution to the cost-benefit analysis would then determine optimal TSN and optimal choice of technology; since the latter may or may not be determined to be at the most advanced level, the question of whether introducing more technology into health care would be rational in an already technology-loaded society can be resolved under clearly specified conditions.

The increasing and increasingly successful applications of AI to health care point to a potentially fruitful direction for TSN paradigm development [41-44]. Referring to the classic cybernetic observation that the individual represents a spatially and temporally local pocket of decreasing entropy (ie, increasing organization), and that disease impacts negatively on this status [45], the human-machine team [46] of diabetic and hypertensive patients and prototype TSN presented in this paper can be interpreted to be an eHealth system constructed to slow down the latter process. Formally, this system can be imagined to contain a second-order, cybernetic, human subsystem in communication and interaction with a first-order, cybernetic, machine subsystem. The eHealth systems dedicated to different patient groups would be embedded in a larger system constructed to manage complex chronic diabetes and hypertension.

A suggestion for paradigm development follows immediately, under which the prototype TSN would be upgraded to a second-order, cybernetic subsystem by the introduction of more advanced monitoring and feedback mechanisms; more importantly, the TSN would be upgraded by the introduction of the AI necessary to converse, as well as interact, with its chronically ill human partner, to remember and analyze the results, to learn, and to persuade in an intelligent and friendly manner. The incremental information and knowledge acquired thereby can then be applied to enhance TSN user experience and safety, increase compliance, and induce behavioral change toward more ordered (ie, lower entropy) and healthier living on the part of the patient [47,48]. In particular, deep-learning AI can first be exploited to search the available health and social data and help construct a TSN protocol to mimic the perceptions and behaviors of a typical individual with chronic diabetes and hypertension. This protocol would be integrated with the TSN platform’s caregiving and patient-safety functions and would be connected to the relevant cloud-based databases to ensure continuous updating and enrichment. With the addition of AI-supported speech capabilities, the enhanced TSN would be readily able to converse with chronically ill individuals and establish empathy while supporting self-management. A feedback channel can then be created and maintained to assist in the provision of immediate self-care guidance and initiate learning on the part of the TSN to enable future guidance and to change the patient’s behavior and goals toward healthier living. In comparison with the prototype technology’s third-party audio reminder function, which is described in the Prototype Technological Surrogate Nursing and Other Experimental Equipment subsection, an individual with irregular insulin administration habits would be more inclined to accept admonishment, persuasion, and corrective guidance from a “fellow diabetic” AI-enhanced TSN.

The above endeavors in paradigm development would fall, in part, under the ambit of technology augmentation. Given the absence of AI elements in the prototype technology and, hence, consistent applicability of base-level measurements to AI-based technology augmentation, the calibration presented in the previous section can be introduced to assist cost-benefit analysis
in order to determine the best TSN in such cases. In addition to evaluating AI-enhanced TSN human-machine teams in the standard directions, the decision maker can seek to apply the cybernetic condition of team optimality [49] to guard against failure of value alignment between the subsystems [46].

Of interest to the business side is an approach to paradigm development suggested by consumer and especially patient acceptance of internet technology [50-54]. Paradigm development based on technology Augmentation and its commercialization involve costly and difficult-to-reverse investment; therefore, it can be asked whether—by free-riding on this kind of consumer acceptance and with only nominal and, hence, readily reversible commitment to new technology—TSN can quickly and cheaply gain demand-side impact among chronically ill individuals. Such a question would be of interest to the health care business manager, such as suggesting informal paradigm development focused on marketing, benefits from free-riding on user experience with “old” but still-extant technology, and the capturing of economic rent implicit in knowledge-based external effects. Consider the following example: since shopping and banking are as much a part of everyday life as health care, consumer acceptance of internet e-shopping and e-banking [50,55] can be exploited in a marketing exercise of this type. By free-riding on well-established experience and familiarity with Technology Acceptance Model characteristics, such as usefulness, ease of use, and reliability, TSN can be advertised in these directions under health-oriented descriptions at lower cost-benefit ratios as compared to a de novo effort. Advertisements can suggest that TSN is easily programmable to unfailingly remind the chronically ill patient to take medication on time and in correct dosages. Additional free-riding would be possible by coupling TSN at behaviorally aware junctures to e-shopping or e-banking.

For example, AI-generated friendly reminders to “watch the diet” can appear on monitors of the devices used by chronically ill individuals to access e-shops or e-banks. In this way, familiarity of use in one direction would breed familiarity of use and, hence, more patient compliance in the other.

**Study Limitations**

This study has several limitations. First, individuals recruited to the RCT were long-term patients with stably controlled conditions, on average. Therefore, our results may not be generalizable to higher-risk cases. Second, for reasons due to funding, the follow-up period was relatively short for the impact of TSN on chronic disease self-management to be more fully revealed. Finally, due to confidentiality concerns on the part of some patients, data regarding drug usage before and after the study were not collected.

**Conclusions**

Our research offers empirical support to the joint hypothesis that TSN would improve patient self-care while satisfying the *sine qua non* of patient self-safety. Practical utility is demonstrated by the derivation of an operational calibration of technology Augmentation with applicability to health care management such as cost-benefit analysis. On a broader level, our findings suggest increased and wider use of technological surrogates in chronic disease management and help clarify the important question of whether introducing more technology in health care would be rational in an already technology-loaded society. Paradigm development in TSN is especially proposed with regard to multitasked technology augmentation aimed at inducing behavioral change along the lines of greater patient response in increasingly complex disease environments, AI enhancement, and synergy with internet technology and innovation.
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Abstract

Background: Individuals with newly diagnosed cancer may experience impaired health in several aspects and often have a large need for information and support. About 30% will experience symptoms of anxiety and depression, with varying needs of knowledge and support. Despite this, many of these patients lack appropriate support. Internet-based support programs may offer a supplement to standard care services, but must be carefully explored from a user perspective.

Objective: The purpose of this study was to explore the participants’ perceptions of the relevance and benefits of an internet-based stepped care program (iCAN-DO) targeting individuals with cancer and concurrent symptoms of anxiety and depression.

Methods: We performed a qualitative study with an inductive approach, in which we used semistructured questions to interview 15 individuals using iCAN-DO. We analyzed the interviews using content analysis.

Results: The analysis found 17 subcategories regarding the stepped care intervention, resulting in 4 categories. Participants described the need for information as large and looked upon finding information almost as a survival strategy when receiving the cancer diagnosis. iCAN-DO was seen as a useful, reliable source of information and support. It was used as a complement to standard care and as a means to inform next of kin. Increased knowledge was a foundation for continued processing of participants’ own feelings. The optimal time to gain access to iCAN-DO would have been when being informed of the diagnosis. The most common denominator was feeling acknowledged and supported, but with a desire for further adaptation of the system to each individual’s own situation and needs.

Conclusions: Users saw the internet-based stepped care program as safe and reliable and used it as a complement to standard care. Similar interventions may gain from more personalized contents, being integrated into standard care, or using symptom tracking to adjust the contents. Offering this type of program close to diagnosis may provide benefits to users.

Trial Registration: ClinicalTrials.gov NCT-01630681; https://clinicaltrials.gov/ct2/show/NCT01630681

(J Med Internet Res 2020;22(3):e16547) doi:10.2196/16547
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Introduction

Background
At the time of a cancer diagnosis and along the disease trajectory, individuals often have large information needs and may strive to get a fuller picture of what has befallen them and what awaits them [1]. The period around diagnosis is often described as frightening, with both new knowledge and support being needed to make the situation more predictable and manageable. Common reactions are shock and denial, followed by anger and symptoms of anxiety or depression [2]. Anxiety and depression may be part of the initial reaction and subside with time, but may also be persistent [3-5]. Targeted psychosocial interventions, especially those involving psychoeducation, may be helpful [6], as they aim to normalize, confirm, and explain feelings and symptoms, providing the individual with an explanatory model. Nevertheless, it is becoming increasingly common for people with cancer to be cared for as outpatients [7], thus spending more time at home during the period of illness. This may be perceived as positive, but it also leads to more limited possibilities of support from health professionals. One way of reaching people, regardless of the route of care delivery, is through electronic health (eHealth) interventions, including internet-based interactive health communication applications (IHCA)s. An IHCA may be described as a set of components that offer information, support, and behavior change interventions. Further, internet-based IHCA>s can provide relevant, quality-assured information and support when the individual feels ready for it or has time to access a computer or mobile device. IHCA>s for people with cancer provide a way of offering support that may improve, for example, distress levels, social support, symptoms of fatigue, and health literacy [8,9].

The Uppsala University Psychosocial Care Program
The Uppsala University Psychosocial Care Program (U-CARE) [10] is a strategic research venture, in the fields of caring science, psychology, and computer science, supported by the Swedish government. Studies within U-CARE concern the psychosocial consequences of somatic diseases and the support that the affected individuals may need.

The U-CARE Portal
All interventions and the collection of patient-reported data in U-CARE take place via the U-CARE Portal, developed within U-CARE. The U-CARE Portal is an internet-based infrastructure that enables delivery of care such as self-care programs and psychological treatment within clinical studies and is not tethered to personal health records.

Objective
Using qualitative methods as part of the evaluation of complex interventions is increasingly common in order to gain further knowledge of aspects important to participants. The qualitative exploration may help explain the findings of the trial and aid understanding of the processes needed for change and implementation [11]. Since it can be difficult to predict how the intervention may work, as well as what users need and want, the qualitative exploration is an important measure to ensure that the intervention serves its purpose [12,13]. The aim of this study was to explore the participants’ perceptions of the relevance and benefits of iCAN-DO.

Methods

U-CARE AdultCan
We recruited the informants in this study from AdultCan [14], a randomized controlled trial (RCT) (NCT-01630681) within U-CARE, targeting individuals with newly diagnosed breast cancer, colorectal cancer, or prostate cancer and with symptoms of anxiety or depression, or both. AdultCan aimed to investigate the effects of an internet-based IHCA (iCAN-DO), including a stepped care intervention for symptoms of anxiety and depression. iCAN-DO was developed in collaboration between the research group, staff in clinical cancer care, and individuals with lived experience of cancer. The main purpose of this collaboration, described in detail in a previous article [15], was to target iCAN-DO to the needs of individuals with cancer and concurrent symptoms of anxiety and depression. iCAN-DO is 1 intervention comprising 2 steps (Table 1): interactive support (step 1) based on psychoeducation and assumptions from Orem’s self-care deficit nursing theory [16], social cognitive theory, and additional internet-delivered cognitive behavioral therapy (iCBT, step 2) for individuals with persistent symptoms of anxiety and depression despite the support provided in step 1. Individuals with newly diagnosed cancer were approached in a clinical setting and, after providing informed consent, were screened using the Hospital Anxiety and Depression Scale [17]. Participants with a score greater than 7 on either of the 2 subscales (indicating symptoms of anxiety or depression) were randomly assigned to iCAN-DO or standard care.
Table 1. Content and features of the internet-based stepped care in the iCAN-DO application, aimed at individuals with cancer and concurrent symptoms of anxiety and depression.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Who and when?</th>
<th>What?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Interactive support guided by a nurse. All communication was in the form of written messages via the U-CARE Portal.</td>
<td>Available for all participants in the intervention group from randomization. Duration 24 months.</td>
<td>The main feature of step 1 was a library containing psychoeducational information and self-care strategies in 16 modules concerning common problems surrounding cancer, such as anxiety, depression, pain, and sleeping issues. Information was delivered in texts, audiovisual presentations, slideshows, and video clips. Some information was directed at all users and some was directed at those with a specific diagnosis, but all contents were visible to all users. In addition to the library, there was a peer-support section and a frequently-asked-questions section. There was also a feature called “Ask an expert,” where users could pose questions to a nurse and read others’ anonymized questions with answers. The nurses were presented in brief, with photos.</td>
</tr>
<tr>
<td>2</td>
<td>iCBT(^a) guided by a psychologist. All communication was in the form of written messages via the U-CARE Portal.</td>
<td>Offered only to participants with persistent symptoms of anxiety or depression, or both (&gt;7 on either Hospital Anxiety and Depression Scale subscale) after using step 1. Duration 10 weeks.</td>
<td>Step 2 of the intervention provided a 10-week iCBT treatment program. The treatment contained 15 modules that comprised written texts, audiovisual presentations, and video clips. After completing an introductory module, all participants were free to choose the most relevant modules to work with over the course of 10 weeks. Each module included psychoeducational material, exercises, and assignments and spanned 2 to 4 weeks. Participants were guided by and received weekly feedback from a psychologist who monitored their work and answered any questions they had. A brief presentation of the psychologist, with a photo, was available in iCAN-DO.</td>
</tr>
</tbody>
</table>

\(^a\)iCBT: internet-delivered cognitive behavioral therapy.

Study Design
This was a qualitative, descriptive study using semistructured interviews and was conducted alongside the AdultCan RCT.

Informants
Data from the RCT showed that most participants (105/124) used step 1, whereas only a few of those who were offered step 2 in addition to step 1 underwent or were interested in undergoing iCBT (7/82). Thus, through a purposeful selection we strived to include all participants who had used both step 1 and 2, as well as participants who had declined step 2. Since the amount of data necessary to answer the research question was dependent on the quality of data [18], we did not predefine the number of participants at the start of the study, but instead assessed the material for variation and consistencies in statements before ending data collection. We approached 20 individuals, of whom 2 declined to participate and 3 could not be reached. We interviewed 15 informants (Table 2) in 2016-2017. All had had access to iCAN-DO for at least seven months (since step 2 was offered at 1, 4, and 7 months). The informants’ general online activities varied, but all used the internet daily, and 2 informants described themselves as very inexperienced computer users.
Table 2. Informants’ characteristics (at time of diagnosis) (N=15).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (minimum-maximum)</td>
<td>59 (37-69)</td>
</tr>
<tr>
<td><strong>Sex, n (%), and diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>10 (70) (breast cancer)</td>
</tr>
<tr>
<td>Male</td>
<td>5 (30) (1 colorectal cancer, 4 prostate cancer)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or partner, living with someone</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Married or partner, living alone</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Single</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary or middle school</td>
<td>3 (20)</td>
</tr>
<tr>
<td>High school</td>
<td>1 (7)</td>
</tr>
<tr>
<td>University ≤3 years</td>
<td>6 (40)</td>
</tr>
<tr>
<td>University &gt;3 years</td>
<td>5 (30)</td>
</tr>
<tr>
<td><strong>Working situation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>10 (70)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (26)</td>
</tr>
<tr>
<td>Early retirement</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>General online activity outside iCAN-DO interactive health communication application, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily, no social media</td>
<td>4 (26)</td>
</tr>
<tr>
<td>Daily, active on social media, lurking</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Daily, active on social media, participating</td>
<td>4 (26)</td>
</tr>
<tr>
<td><strong>Activity in step 1 (interactive support), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Opening material (all sections) &gt;20 times</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Opening material (some sections) &gt;20 times</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Opening material (some sections) &lt;10 times</td>
<td>2 (13)</td>
</tr>
<tr>
<td><strong>Step 2 (internet-delivered cognitive behavioral therapy), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Yes</td>
<td>6 (40)</td>
</tr>
</tbody>
</table>

*aLibrary, peer support, frequently asked questions, or ask an expert.*

**Procedure**

Potential informants were sent a letter regarding the study and informed that the first author would call them within a few days to provide more information and ask them about their willingness to participate. If they did not want to get this phone call, they could email or call the principal investigator for AdultCan (no one used that option). If an informant consented to participate, a time and place for the interview were determined.

**Ethics**

All procedures were conducted in accordance with the ethical standards of the institutional and regional research committee and with the 1964 Declaration of Helsinki and its later amendments or comparable ethical standards. All informants were treated with confidentiality and had time to consider their participation after receiving written and verbal information. All provided informed consent before the interviews were conducted. The study was approved by the Swedish Ethics Review Authority (no. 2012/003/9).

**Data Collection**

**Questionnaires and Log Data**

We retrieved information on informants’ characteristics and activity in iCAN-DO from self-reported questionnaires and logs in the portal. We retrieved information about online activity beyond iCAN-DO at the time of the interviews.
Interviews

The first author (AH) conducted all the interviews. AH is a registered specialist nurse with experience in palliative cancer care. AH has been involved in parts of the development of the stepped care intervention, but has no overall responsibility in the program. AH strived to get as close to the users’ experiences as possible to gain knowledge to facilitate further development of iCAN-DO. The interviews were tape recorded and an interview guide with open-ended questions was used. The first question in the interview guide was “Can you tell me about your experiences of using iCAN-DO?”, then all parts of the system were listed as follow-up questions to ensure coverage, such as “Can you tell me about your experiences of using the library?” Follow-up questions were based on each informant’s responses and used to get deeper descriptions of experiences important to the aim of the study [19]. Specifying and probing questions were used, such as “How did that feel?” “How did you use that?” or “Was there any part that you found helpful/problematic here?”, as well as interpreting questions such as “Do you mean by that...?” One test interview was performed to explore the design and understanding of questions. Each interview was performed in a place chosen by the informant (e.g., at home, at their workplace, or at the hospital) and lasted between 45 and 120 minutes. Informants could choose to log in to iCAN-DO during the interview.

Data Analysis

AH transcribed the interviews verbatim and used inductive content analysis according to Graneheim and Lundman [18] to analyze the manifest content of the interviews. The text was read several times and each interview was divided into meaning units and condensed (reduced while preserving the core). Each condensed meaning unit was then labelled with a code to describe the key message. Codes with similar content were allocated to subcategories and categories (Table 3 shows an example). The analysis was then discussed and assessed within the group of authors several times before reaching the final categories. The main purpose of this validation by the coauthors was to determine that data were labelled and sorted in a way that corresponded not only to the research question, but also to what the informants conveyed in the interviews. The excerpts presented in the paper were translated by AH and Linnea Holmén at Calyptic.

Table 3. Steps in the content analysis illustrated by a sample meaning unit.

<table>
<thead>
<tr>
<th>Meaning unit</th>
<th>Condensed meaning unit</th>
<th>Code</th>
<th>Subcategory</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>And then I could also show it to my husband, read this, and that was also good because we both got the same information.</td>
<td>I could show it to my husband, read this, that was good because we both got the same information.</td>
<td>My husband and I could get the same information.</td>
<td>iCAN-DO as a source of information for others</td>
<td>A complement to standard care</td>
</tr>
</tbody>
</table>

Results

Content Categories

The analysis resulted in 4 categories in the stepped care intervention: (1) gaining knowledge and support but wanting more personalization, (2) a feeling of safety that was needed earlier, (3) own situation, preferences, and timing determine the use of peer support, and (4) a complement to standard care (Table 4). We clarify the context or subject in quotes below in brackets and indicate the 17 subcategories in italic text.
Table 4. Categories and subcategories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaining knowledge and support but wanting more</td>
<td>• The importance of information and support</td>
</tr>
<tr>
<td>personalization</td>
<td>• Confirmation, recognition, and being taken seriously</td>
</tr>
<tr>
<td></td>
<td>• A wish for more specifically tailored contents</td>
</tr>
<tr>
<td></td>
<td>• Positive, supportive contacts with the psychologist</td>
</tr>
<tr>
<td></td>
<td>• Turning down the offer of iCBT</td>
</tr>
<tr>
<td></td>
<td>• Limitations of iCBT</td>
</tr>
<tr>
<td>A feeling of safety that was needed earlier</td>
<td>• Reliable and safe to trust</td>
</tr>
<tr>
<td></td>
<td>• Wanted to have access to step 1 earlier</td>
</tr>
<tr>
<td></td>
<td>• Seeking information online started early</td>
</tr>
<tr>
<td>Own situation, preferences, and timing determine the</td>
<td>• Not interested in peer support at all, besides lurking</td>
</tr>
<tr>
<td>use of peer support</td>
<td>• Higher presence of health care professionals in the forum</td>
</tr>
<tr>
<td></td>
<td>• Facebook provided a better environment for online peer support</td>
</tr>
<tr>
<td>A complement to standard care</td>
<td>• Information given at the hospital was insufficient</td>
</tr>
<tr>
<td></td>
<td>• iCAN-DO as a source of information for others</td>
</tr>
<tr>
<td></td>
<td>• Standard care did not offer any support for emotional problems</td>
</tr>
<tr>
<td></td>
<td>• Fit into everyday life</td>
</tr>
</tbody>
</table>

*iCBT: internet-delivered cognitive behavioral therapy.

Gaining Knowledge and Support But Wanting More Personalization

Informants used iCAN-DO to gain understanding of what was going on, both physically and emotionally. The informants described the importance of information and support and talked about information gathering and increased knowledge as a way of coping with their new situation. Some of the informants, who had used both steps 1 and 2, discussed how the 2 steps complemented each other.

The first thing you need is information, a foundation knowing that this is correct information that I can trust, this is how it works. Then you need different tools based on that, like for example CBT [cognitive behavioral therapy]. But this thing, the information, it’s the core to understanding the disease. It has to start with that, in order for you to, like, move on. [Female, breast cancer]

These modules [step 2] suit me rather well. I have worked with several of them and this first part that is more about self-care [step 1] also suits me quite well....I had pretty big problems with pain, so those parts were important to me; I could get help with that both in iCBT and in the information section [step 1]. [Male, colorectal cancer]

The content in step 1 was perceived as helpful, calming, and confirmatory. Informants described confirmation, recognition, and being taken seriously as factors that could mitigate troublesome thoughts and feelings. Several informants expressed a wish to have access to as much information as possible, even if the information was unpleasant. Symptoms of the disease and side effects of treatment had an impact on daily life and participants considered it a relief to recognize descriptions of their own symptoms or side effects in step 1. This could be achieved through studying information in the library, asking questions, or reading questions from others in the frequently asked questions section. The important thing was to get confirmation that the experiences were well known and real.

Nothing that I read made me sad. It was more like gaining freedom, when reading the answers to questions, for example...to be able to read that this is normal, this is a known side effect, it’s nothing new. And I have been able to use that knowledge many times later on: calm down, this is a common experience. [Female, breast cancer]

The possibility of posing questions in step 1 was seen as providing a sense of security and of being taken seriously. The feedback to questions was described as educating and encouraging, although the function would have been more valuable if the nurse who answered questions had access to medical records to provide more specific answers. Furthermore, participants suggested that such a function would be suitable for regular health care.

It’s fantastic, I have gotten such good answers all the time. I must say that “Ask an expert” is the best thing [in step 1] because it feels like someone takes me seriously, someone is giving me a scientifically based answer in words that I can understand. You never have time for those things at the clinic. [Female, breast cancer]

I wish that you didn’t have to be put on hold on the phone to make appointments to get advice [in regular health care]. I think that “Ask an expert” should be developed further, as a part of regular health care. You should be able to ask your questions online like this, I think. [Male, prostate cancer]

Participants expressed a wish for more specifically tailored contents regarding diagnosis, age, the person’s sex, treatment, and symptoms regarding parts of step 1. For example, feeling
much younger than other users could create a sense of loneliness. One informant explained that she chose a Facebook forum instead of the forum addressing women with breast cancer in step 1, as she had a need to talk to those with exactly the same diagnosis, prognosis, and treatment.

I can’t identify with a man who has colorectal cancer, for example. We don’t have a lot in common. Not with those who have just breast cancer either. I want to talk to women who have exactly my type of breast cancer [human epidermal growth factor receptor 2-positive]. We discuss things based on our diagnosis and situation, because it is different, like survival and side effects of medicines and how we feel ahead of the surgery, things like that.... [Female, breast cancer]

The informants who underwent the iCBT program (step 2) in addition to step 1 experienced positive, supportive contacts with the psychologist and materials that were useful for managing symptoms. The feedback was described as encouraging and genuine and was also a trigger to log in and participate further. Undergoing iCBT was described as demanding, but worth putting effort into. Informants felt that they got help and that, while symptoms such as pain, anxiety, or insomnia would still be present, iCBT gave them tools to manage the situation.

My anxiety was relieved, absolutely; it felt like...when working with the [cognitive behavioral therapy] program...going from constant anxiety, I could use what I had learned. I’d think, that’s right, now I’ll do this...and then the anxiety faded. Then it might come back, but then I can use what I have learned again. I now have the tools. I still think that way. [Female, breast cancer]

A feeling of sufficient support from relatives and friends was a reason for turning down the offer of iCBT provided in step 2. A fear of “making it worse” by focusing on the negative feelings was also mentioned as a reason, as were past experiences affecting confidence in the method or already having a professional contact. Among the informants who participated in step 2, experiences of its helpfulness varied and several limitations of iCBT were described. A common reflection was that the time limit set for therapy (10 weeks) was too short in an already strained situation. Choosing among modules was sometimes difficult and a feeling of “needing them all” was experienced as stressful. The division into modules could also be perceived as difficult, as all the symptoms interacted. Symptoms and needs were described as dynamic and changing during the period of illness. Informants understood the purpose of the set time frame and modules, but still found it hard to deal with. One informant described choosing to work with self-help apps instead, because then time was not a problem.

When I realized that I was supposed to finish all that in those weeks I felt, “no”...because that’s a very intense schedule, oh I felt such pressure. I just felt I wouldn’t manage, so I didn’t finish it. Since I got my diagnosis, my sensitivity to stress has been, well...I can’t take any stress, zero. [Female, breast cancer]

Some experienced the online delivery of the treatment and interaction with the psychologist by written messages as positive because they felt that they could form the level of relationship they needed. The use of written communication was described as a kind of processing in itself and as a way to get a grip on one’s own thoughts. One informant stated that cognitive behavioral therapy in a real-life context would not be as appealing. Communicating with the psychologist in writing could also be experienced as limiting and seen as an obstacle by some, who felt that the psychologist was absent and uncaring. A video meeting at some point during treatment was one suggested facilitator. Informants further suggested that the contacts with the psychologist should be visible in medical records, to facilitate continued work with a psychologist in a real-life context.

It was almost fascinating that it worked so well, but also a bit strange that someone that you never meet knows so much about your life...it’s strange and astounding...it was a new kind of relationship that I have never experienced before. [Female, breast cancer]

It wasn’t at all the relationship I wanted; this was faceless. I felt like the line of text that I got from the psychologist had probably been sent to 10 other people that day. Like...it wasn’t about me. [Female, breast cancer]

A Feeling of Safety That Was Needed Earlier

The information and self-care advice provided in step 1 was perceived as reliable and safe to trust. Informants highlighted it as positive that they could be sure there were no hidden agendas or profits involved, as that was something perceived to make other online information difficult to evaluate. Evaluating information on the internet could be strenuous and time consuming. Informants described looking for confirmation in step 1, using it to judge whether something they had been told or read elsewhere was accurate. Another aspect of security was that of knowing that there was easily available and reliable information in step 1, in case it was needed in the future, even if it was not actively used at the time. Having access to information was experienced as a privilege.

Because there is such a wealth of information on the internet, I think it has been good to have information from an official page, so to speak; it felt good. It toned down the whole thing a bit. There are horrible stories on the internet about the side effects of the treatment. On various forums on the internet, medical knowledge is questioned.... So, therefore, I stopped searching the internet. I haven’t used the internet all that much; it’s mostly the portal I’ve used. [Female, breast cancer]

Many of the informants described that they would have wanted to have access to step 1 earlier, preferably when informed of the diagnosis. That occasion had been followed by large information needs, and informants looked for information that could give them a sense of control. Seeking information online started early in close proximity to gaining knowledge about the diagnosis during the medical investigation, or even before. Many had already searched for information online when gaining access to step 1 and some had bad experiences from such online information. The informants who reported that they used online...
forums for support described that they had already found forums elsewhere when they got access to the portal. Informants also described how their information needs would vary over time, and it was seen as important to have access over a period of time, as the material could be used at different times during the illness, depending on individual information needs.

You should get access at once, at the point when your world falls apart, because that’s the time when you need the answers. To me, it didn’t matter that the doctor said that I would most likely get well, I still needed to read the facts myself and I needed to do that right away. [Female, breast cancer]

Sometimes you may not get full insight into your own situation at once, it takes time...and then you should have access to this when the right time comes...it takes time, it comes later...and I am the kind of person who...I don’t want to bother others, some can argue for themselves but no, I can’t, since I’m not like that. So for me, it’s actually better that it is available like this. [Male, prostate cancer]

**Own Situation, Preferences, and Timing Determine the Use of Peer Support**

When asked about the section containing peer support, most of the informants said they were not interested in peer support at all, besides lurking. This could have several different causes, such as preferring professional support or peer support face-to-face, not being the “social type,” feeling that peer support was just opinions often not based on facts, or fearing that discussions would degenerate into being nonsupportive. Others said that they might have used peer support more if they did not have family and friends to talk to. Some of those describing themselves as not interested declared that they sometimes read forums, both in step 1 and elsewhere online, but that they would never write something themselves. Some would consider active participation if health professionals were more involved, and a higher presence of health care professionals in the forum in step 1 was suggested. Some informants found peer support in general to be highly important and helpful but expressed that Facebook provided a better environment for online peer support. The informants had already found Facebook groups when they got access to step 1 and described both positive and negative experiences from this. They also stated that the forum in step 1 could not compete with the Web environment, easy access, and high specificity and activity in Facebook groups. However, some informants described a lack of moderators and a nonsupportive environment in Facebook groups.

Well, I didn’t look in here so often, I think it’s because I have a lot of people around me to talk to. If I was alone it would have been different, because you need to have something...but since I can choose, I’d rather sit down and talk to someone. [Male, prostate cancer]

**A Complement to Standard Care**

Informants described step 1 as a complement to standard health care in several ways. It was useful in the cases when information given at the hospital was insufficient, for example, that it was brief or difficult to understand. Being in a state of shock when getting the news of the diagnosis also made the information at the hospital hard to remember, and there was a need for repetition in step 1. Informants were relieved to see that the information given in the hospital was consistent with the information in step 1. The information could also be used to prepare for hospital visits. All informants stated that factual information and self-care advice were highly appropriate to provide in a Web-based form, but some stressed that they preferred emotional support in a real-life context.

You should have a system like this with the opportunity to get in touch with a person in health care. It doesn’t have to be a physician, but a person connected to the clinic, because you feel a lot of anxiety in between medical examinations and such. [Male, prostate cancer]

I booked an extra meeting with the physician because I was so scared about the radiation, and, sure, I got answers from the physician, but then I could get it confirmed through the material here, and the information here was consistent with what he said. That fact made me feel safer. [Female, breast cancer]

Informants further described both step 1 and step 2 in iCAN-DO as a source of information for others. Relatives were described as being left out and it could be burdensome to manage their worries and questions. Informants described how relatives could have trouble trusting information from informants and that it was an advantage to be able to read the same information together.

Well, I let her read all this. She thinks it’s good, and good that I have something to do as well. We also discussed things with the material as a starting point: I think it’s good. Some of the material describes...well, relations and such. This is something that we must handle, between us, with those close to us. [Male, colorectal cancer]

I felt a confirmation, a sense of security regarding the disease, and I felt that I could trust what was said. Since it was published here in writing, then I could also show it to my husband, “read this,” and that was also good. We both got the same information. [Female, breast cancer]

When talking about both steps in iCAN-DO, several informants mentioned that standard care did not offer any support for emotional problems, and some said that even if they thought that they could get support from a counselor, they did not know whether it would be helpful, or did not want to burden health care services. The fact that iCAN-DO included emotional, practical, and bodily issues was noted by some informants who described standard health care as separating the body from the emotions, even if emotions emanated from a bodily problem.

No, this doesn’t exist in regular health care and sometimes when I was in the portal I felt at least I am not completely alone, there are others whose situations are like mine. I also saw those who felt even worse than I did...I don’t see it like...well, this was
not a complement, this was the only, the one support that I got. [Female, breast cancer]

It was important to be able to read this [in the step 1 library] at my own pace, but I also wanted to pose my questions to a real person. When I got the relapse, I told the physician that it felt quite stressful and the answer I got was, well, there are counselors...and I think that is so...well, it’s the worst thing I know! You can’t divide yourself up like that...a lot of worry is connected to the body. [Female, breast cancer]

Further, it was difficult to fit standard health care into everyday life. Informants stated that life did not stop or slow down when they got ill: their work had to be done, families had to be taken care of, and so on. Working informants experienced a lot of stress, and they appreciated being able to use the stepped care intervention when it fit into everyday life. Both working informants and those who were retired or on sick leave described difficulties in getting in touch with regular health care services during office hours and having limited time to get questions answered by regular health care providers. iCAN-DO was a possibility to get support and answers close to when a need for it occurred and when the informants had time. Informants also talked about features in relation to standard health care and some suggested possible implementations.

You are not bound to a set time—you can do it anytime you wish in the evening, for example—that’s the biggest gain...if you have time in the middle of the night, you can sit down then. [Male, colorectal cancer]

It should be easy, because you can’t call the clinic all the time, and they may not be able to answer when you call...it’s hard to get in touch, so it was here in the library I found the answers and that was good. [Female, breast cancer]

Discussion

Principal Findings

Participants experienced iCAN-DO as a useful and reliable source of information and support and used it as a complement to standard care. They described the need for information as being large and looked upon the gathering of information almost as a survival strategy when cancer was newly diagnosed. To be able to understand and handle the entire situation, informants expressed a need for increased knowledge, a result that corresponds well with the theoretical basis of the intervention, where psychoeducation is a prominent feature. They suggested that knowledge was the foundation for continued processing, implying that the stepped care model in iCAN-DO would be suitable. In addition, informants often talked about the stepped care intervention in relation to standard health care, where they often felt that they were not seen as whole individuals, but rather as a set of separate symptoms.

The overall picture was that standard health care did not seem to suit their needs, leaving them with a lot of unanswered questions and a lack of emotional support focused on their cancer type and its treatment. The high, often unmet needs for information and psychosocial support among individuals with cancer is well known [20]. Before gaining access to step 1, informants sought answers on the internet, an action previously described as the first choice in the absence of contact with health care professionals [21,22]. Here iCAN-DO seemed to fill a void, providing easy access to information that could be trusted. It is essentially positive that individuals look for information that can facilitate the handling of disease, but the quality of this information could be better ensured if integrated as a natural part of routine care, which informants also suggested. Most informants described lurking (nonactive participation) in forums, both in iCAN-DO and elsewhere online, and this is by far the most common behavior in internet forums, including those regarding behavior change and health [23]. By reading about other people’s experiences, the lurker may learn and benefit on a personal level, but still a forum needs active participants to stay alive and healthy. Informants in this study suggested that they would be encouraged to participate by more active participation from health care providers, and this is in line with a literature review [24] suggesting that moderators should create opportunities for delurking by providing new forum members with supportive, encouraging information, as well as highlighting the value of contribution. Such attitudes could be further developed within iCAN-DO forums.

The need for information and support is the highest at the time of diagnosis [20], and the timing of the intervention was also highlighted by most informants, who would have wanted access to step 1 immediately at the time of diagnosis. Information seeking was sometimes described as having started in the early investigation phase. During the development of iCAN-DO, the clinical staff and those with lived experience of cancer agreed that it was best not to approach prescriptive study participants immediately at the time of diagnosis. This was decided because shock and denial might be present [2] and the question posed would be regarding participating in the AdultCan RCT, with no promises of additional psychosocial support. Also, the time of diagnosis and start of treatment imply an intensive period with diagnostic procedures, loads of information about the treatment, and possible inclusion in clinical trials. Thus, we regarded the time of diagnosis as inappropriate for inclusion in AdultCan. However, the findings of this study suggest that when implementing evaluated internet-based support in routine clinical care, the time of diagnosis could be a suitable occasion for introduction.

iCBT was fitting and helpful for some, but not all. For some, the ability to handle symptoms seemed to increase, while others seemed to require the face-to-face presence and guidance of a psychologist. The burden and strain of the illness and treatment itself seemed to negatively affect the possibilities of engaging in a fixed, time-limited therapy like iCBT. Adjustments to a set time frame during iCBT have previously been described as inefficient [25], suggesting that iCBT treatment should be agreed upon and adapted to the individual at the initial stage.

Besides the specific burden of illness and treatment, participants’ perseverance may be affected by the fact that they did not actively seek support. Individuals undergoing iCBT both in trials and in clinical settings are often recruited via the internet and by self-referral [26,27]. Since our sample consisted of individuals with a recent diagnosis of cancer, recruited in a
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clinical setting, the program would likely have gained from being more adaptable to the individual situation. A previous evaluation of a similar iCBT intervention for individuals who had myocardial infarction [28] suggested that individuals’ technical skills, personal preferences, and life context must be considered, and other results suggested that individuals with comorbidity benefit more from a tailored iCBT program than from one-size-fits-all protocols [29]. Another study on the feasibility of iCBT for individuals with a new diagnosis of cancer [30] reported that some of the 13 informants interviewed found it difficult to complete the program. Further, participants in that study appreciated the flexibility and private nature of the iCBT program that was provided but suggested that they wanted supplementary content about the side effects of treatment. This might further support the stepped care approach in iCAN-DO, which offered information and self-care strategies for side effects in step 1, in addition to iCBT. Again, support for this group may be more relevant if aiming to address the totality of their situation following the cancer rather than focusing on individual symptoms.

Informants appreciated the possibility to ask an expert in step 1 but stated that it would have been even more useful if the nurse had access to medical records, and they also wanted the psychologist’s treatment to be visible in the medical records. This suggests that the intervention would have gained from being integrated into standard care. There were thoughts of a system tethered to electronic health records in the development stage, but unfortunately the lack of interoperability and lengthy legal processes would most likely have delayed the project for years. Thus, further development and cooperation between stakeholders is much needed. These needs and possible solutions have recently been described in depth by Signorelli et al [31], who also suggest that the integration of electronic health records can increase personalization.

Further, the informants used iCAN-DO to inform next of kin, who were described as being left out. Earlier investigations have shown that next of kin are at risk of developing symptoms of anxiety or depression [32] and, as eHealth resources have shown the ability to decrease both perceived burden and negative mood symptoms among next of kin [33], we plan to include information and support specifically directed at them in our forthcoming projects.

Despite positive experiences of iCAN-DO, the common denominator was the desire for individual tailoring to one’s own situation and needs. Informants suggested that the intervention should target them more specifically, not only on the basis of having cancer and concurrent symptoms of anxiety or depression. The results suggest that, for example, diagnosis, type of treatment, symptoms, age, and the person’s sex could be taken in consideration when tailoring the support. We based the design of iCAN-DO on an evidence-based triad [15] of clinical expertise, best scientific evidence, and patient involvement. In retrospect, we could have aimed at a more heterogeneous group of individuals with lived experience of cancer. As Bandura described, attempting to tailor health communications is no guarantee of a positive outcome, since the benefits depend on the value of the tailored factors [34]. Future interventions could probably gain from being integrated into standard care, as it may be easier to achieve more relevant personalization there than in a separate research context. Further, some previous studies have used tracking of symptoms as a means to tailor the content by, for example, suggesting material to the user [35-37]. In addition to these possible adjustments, the delivery mode and design of the program and its included features must be considered in regard to the entire user experience. We have analyzed these aspects of iCAN-DO separately (HI, unpublished data, 2020).

**Methodological Considerations**

The purposeful sample strategy aiming to include participants who used both step 1 and step 2 and participants who had declined step 2 resulted in a predominance of female informants with breast cancer. This reflects the total sample in the AdultCan RCT, in which this group was the largest, followed by those with a diagnosis of prostate or colorectal cancer. Informants still varied in other aspects such as general online activity, level of education, and age. The informants in this study had access to a specified internet-based stepped care intervention and may therefore be considered a “specific sample” according to Malterud et al [38]. Their description of sample sizes in qualitative studies suggested that a smaller sample size is sufficient when the anticipated specificity in informants’ experiences is high. Thus, when we had interviewed 15 informants, we assessed the material and, as statements seemed to be both varied and consistent, we terminated data collection. However, we interviewed only 2 informants with a low activity level in iCAN-DO, since they had difficulties discussing the topics covered in the interview guide, which might have caused them some discomfort. The purpose of the interview guide was to provide dependability and stability over time and under varying conditions [19], thus strengthening credibility. The low-activity users could be interviewed separately, using a different research question, to further explore possible customizations of the program.

Regarding transferability, both the content of iCAN-DO and the sample of informants were specific, but the needs for information and support may be similar in individuals in other diagnostic groups. Also, we have strived to describe iCAN-DO and the surrounding conditions in a way that allows those interested to determine whether results are usable in another context, such as when developing an internet-based support program. Issues of confirmability must be taken into consideration in that informants might have been affected by the fact that someone working within the project conducted the interviews. Even though the interviewer assured informants that she was focused on program development, they might have expressed their opinions in more positive terms than they would have if someone completely independent had conducted the interviews. However, an independent interviewer might have affected the quality of the dialogue due to a lack of knowledge about the contents and features of iCAN-DO. Further, regarding confirmability, the analysis described in the Methods section was conducted mainly by the first author but then assessed and discussed within the group of coauthors at several occasions during the process. The group of authors consisted of individuals with expertise in nursing, psychology, and physiotherapy,
although 1 of the coauthors contributing to analysis had nothing to do with iCAN-DO.

**Conclusion**

iCAN-DO was experienced as a safe and reliable source of information and support, but informants highlighted the importance of individualized information, support, and delivery in both step 1 and step 2. Further, internet-based support should be offered close to the time of diagnosis and would gain from being integrated into standard care. Future trials should focus on how to personalize and integrate internet-based information and support into clinical everyday life and, meanwhile, the clinic should assist patients by guiding them to evidence-based, reliable sources on the internet.
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Abstract

Background: Individuals in stressful work environments often experience mental health issues, such as depression. Reducing depression rates is difficult because of persistently stressful work environments and inadequate time or resources to access traditional mental health care services. Mobile health (mHealth) interventions provide an opportunity to deliver real-time interventions in the real world. In addition, the delivery times of interventions can be based on real-time data collected with a mobile device. To date, data and analyses informing the timing of delivery of mHealth interventions are generally lacking.

Objective: This study aimed to investigate when to provide mHealth interventions to individuals in stressful work environments to improve their behavior and mental health. The mHealth interventions targeted 3 categories of behavior: mood, activity, and sleep. The interventions aimed to improve 3 different outcomes: weekly mood (assessed through a daily survey), weekly step count, and weekly sleep time. We explored when these interventions were most effective, based on previous mood, step, and sleep scores.

Methods: We conducted a 6-month micro-randomized trial on 1565 medical interns. Medical internship, during the first year of physician residency training, is highly stressful, resulting in depression rates several folds higher than those of the general population. Every week, interns were randomly assigned to receive push notifications related to a particular category (mood, activity, sleep, or no notifications). Every day, we collected interns’ daily mood valence, sleep, and step data. We assessed the causal effect moderation by the previous week’s mood, steps, and sleep. Specifically, we examined changes in the effect of notifications containing mood, activity, and sleep messages based on the previous week’s mood, step, and sleep scores. Moderation was assessed with a weighted and centered least-squares estimator.

Results: We found that the previous week’s mood negatively moderated the effect of notifications on the current week’s mood with an estimated moderation of −0.052 (P=.001). That is, notifications had a better impact on mood when the studied interns had a low mood in the previous week. Similarly, we found that the previous week’s step count negatively moderated the effect of activity notifications on the current week’s step count, with an estimated moderation of −0.039 (P=.01) and that the previous week’s sleep negatively moderated the effect of sleep notifications on the current week’s sleep with an estimated moderation of −0.075 (P<.001). For all three of these moderators, we estimated that the treatment effect was positive (beneficial) when the moderator was low, and negative (harmful) when the moderator was high.
Conclusions: These findings suggest that an individual’s current state meaningfully influences their receptivity to mHealth interventions for mental health. Timing interventions to match an individual’s state may be critical to maximizing the efficacy of interventions.

Trial Registration: ClinicalTrials.gov NCT03972293; http://clinicaltrials.gov/ct2/show/NCT03972293

(J Med Internet Res 2020;22(3):e15033) doi:10.2196/15033
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Introduction

Background

According to the World Health Organization, depression is the leading cause of disease-associated disability in the world [1]. In the United States, the burden of depression, including suicide, has continued to grow [2]. In populations at high risk, prevention of depression may be an effective strategy. The US National Academy of Medicine has highlighted the need to develop, evaluate, and implement prevention interventions for depression and other mental, emotional, and behavioral disorders [3].

Prevention interventions for depression are critical for individuals in stressful work environments because these environments can lead to increased rates of depression [4]. However, individuals in these work environments may have inadequate time or resources to access traditional mental health care services. High stress can also make individuals less receptive to interventions and behavior change [5,6].

Unlike other recent advances, mobile technology has the potential to transform the delivery and timing of depression prevention interventions to meet the needs of highly stressed individuals. In contrast to more intensive treatments (such as therapeutic appointments), mobile health (mHealth) interventions (such as push notifications) can be delivered at low burden, which may be critical given the individuals’ high stress workloads. Mobile devices hold the power to deliver just-in-time adaptive interventions (JITAIs) [7] to individuals during times when they are able to receive and respond to them. Mobile devices also collect objective measurements of an individual’s context and behavior with minimal burden (eg, step counts, sleep duration). These data may, in turn, be used to determine when to deliver interventions, and evaluate intervention efficacy, without bothering the individuals.

When initially designing a JITAIs, these states of opportunity [7]—times when individuals are receptive to positive behavior change—are not known. Timing is critical because poorly timed interventions can lead to loss of engagement with the intervention [8]. Timing interventions is also particularly important for individuals in stressful work environments because poorly timed interventions could cause disengagement and treatment fatigue [9].

Current behavioral theories lack the granularity and adaptivity necessary to inform the timing of the delivery of mHealth interventions [10,11]. Many theoretical models are nondynamic—they only consider treatment adaptation based on baseline characteristics, such as sex and depression history [12]. Timing and adapting treatments based on real-time variables is essential for developing high-quality JITAIs [7].

This study follows a data-driven approach to inform the dynamic timing of intervention delivery. Experimentation and data collection were used to provide empirical evidence for determining states of opportunity—the data illustrate when interventions cause positive behavior change in individuals and when they do not.

There have been other empirical studies showing the promise of JITAIs to improve mental health [13]. Those studies are either focused on feasibility and acceptability of the JITAIs [14-17] or use a randomized controlled trial (RCT) to demonstrate the impact of the JITAIs on a distal outcome [18-20]. They do not focus on the timing of intervention delivery. In two studies [21,22], the authors demonstrated the benefits of timing mHealth intervention delivery based on real-time variables. In that work, the timing of intervention delivery is specified before the study. In contrast, because we did not know a priori how to time our interventions, our work used empirical evidence to learn how to dynamically time intervention delivery.

In statistical terms, we formulated the task of empirically learning how to dynamically time interventions as discovering time-varying moderators of causal treatment effects [23]. Time-varying moderators are moderators because they change—or moderate—the efficacy of subsequent treatments and are time-varying because the moderators’ values vary throughout the study (such as daily mood). For example, if push notifications containing sleep messages cause a larger increase in sleep when individuals had little sleep in the previous night compared with when individuals had high sleep, then the previous night’s sleep moderates the effect of sleep notifications.

Discovering time-varying moderators informs treatment timing because treatment delivery can now be based on the observed values of these moderators. In the example, it may be better to send sleep notifications only after individuals have insufficient sleep. Note that time-varying moderators should have meaningful variability to allow the possibility of sending different interventions at different times.

We assessed time-varying moderators of mHealth interventions targeting 3 categories: mood, activity, and sleep. Stressful work environments can lead to sleep deprivation and physical inactivity [24-26], two behaviors directly associated with depression [24,27,28]. To prevent depression among individuals experiencing high stress, it is critical to develop high-quality interventions that can help them maintain and improve their...
mood, either through targeting mood directly or by indirectly improving activity and sleep [24,28].

Our study population comprised medical interns. Medical internship, the first year of physician residency training, is highly stressful, causing the depression rates of interns to be several folds higher than those of the general population [29]. Focusing on physician training, a rare situation in which a dramatic increase in stress can be anticipated, provides an ideal experimental model to develop interventions for maintaining mental wellness during life and work stressors.

Our study, the 2018 Intern Health Study (IHS) [30], was a 6-month-long mHealth cohort study that tracked medical interns using phones and wearables. During the internship year, we conducted a micro-randomized trial (MRT) [23]. Standard single–time point RCTs only inform moderation by baseline variables [31] and do not permit the discovery of time-varying moderators. The MRT was advantageous because it allowed us to discover time-varying moderators of causal treatment effects [23].

During each week in the 6-month study, an intern was randomized to 1 of 4 possible treatments: a week of mood notifications, activity notifications, sleep notifications, or no notifications. The outcomes were average daily self-reported mood valence (measured through a one-question survey), average daily steps (as a proxy for activity), and average daily sleep duration, where averages were 7-day averages of data collected during the week of treatment. The strongest moderators were hypothesized to be the previous week’s average daily mood, steps, and sleep, as these were the strongest predictors of the outcomes (based on previous years’ IHS data [30]). We were only interested in a subset of combinations of outcomes, treatments, and moderators.

**Study Aims**

Here, we have highlighted the primary and secondary aims of this paper. Below, the effect (for which we are assessing moderation) corresponds to how a week of a certain notification category causally changes an outcome compared with weeks of no notifications.

The moderator aims listed below were not the only aims of the 2018 IHS. Analyses of main effects analyses were conducted before the analysis of moderator effects (see Additional Analyses in Multimedia Appendix 1). This paper has focused on moderator analyses as those were the most interesting findings.

**Primary Aim**

Our primary aim focused on discovering how an intern’s previous mood moderates the effect of notifications in general. Specifically, we examined the following: Is the effect of a week of notifications (of any category) on the average daily mood moderated by the previous week’s mood? Here, Outcome=mood; Treatment=any (mood, activity, or sleep); and Moderator=mood.

**Exploratory Subaim**

If we do find that mood moderates the effect of notifications, generally, we will assess if this moderation is consistent across all intervention categories. Specifically, we will examine the following: Is the effect of each category of notification on the average daily mood moderated by the previous week’s mood? Here, Outcome=mood; Treatment=mood, activity, and sleep separately; and Moderator=mood.

**Secondary Aim 1**

Secondary aim 1 focused on discovering how an intern’s previous activity moderates the effect of notifications containing activity messages. Specifically, we examined the following: Is the effect of a week of activity notifications on the average daily step count moderated by the previous week’s step count? Here, Outcome=steps; Treatment=activity, and Moderator=steps.

**Secondary Aim 2**

Secondary aim 2 focused on discovering how an intern’s previous sleep moderates the effect of notifications containing sleep messages. Specifically, we examined the following: Is the effect of a week of sleep notifications on the average daily sleep moderated by the previous week’s sleep? Here, Outcome=sleep; Treatment=sleep; and Moderator=sleep.

**Methods**

**The Study App**

Study participants were provided a Fitbit Charge 2 [32] to collect sleep and activity data, and a mobile app was downloaded to the intern’s phone. The app can conduct ecological momentary assessments (EMAs) [33], aggregate and visualize data, and deliver push notifications. The app was designed for iOS using Apple ResearchKit [34].

As the primary aim of the study was focused on understanding the effects of interventions on the mental health of interns, we employed a daily EMA to measure mood valence (see Figure 1, Mood EMA). Daily mood is one of the 2 cardinal symptoms of depression [35]. This daily mood EMA is used widely to track the mood in patients with depression [36]. There are more widely used measurements of mental health other than mood valence (such as the Patient Health Questionnaire-9, PHQ-9 [37]). However, these questionnaires are more time-intensive and their assessment may cause higher nonresponse rates. Participants are prompted to enter their daily mood every day at a user-specified time between 5 PM and 10 PM.

In addition to collecting EMA data, the app aggregates and displays visual summaries of interns’ historical data, including step and sleep counts (collected through the Fitbit) and mood EMA data (Figure 1, App Dashboard). The data are integrated with the app using Fitbit’s publicly available application programming interface [38]. Displaying historical trends to the intern helps them self-monitor their mood, activity, and sleep trajectories and could potentially lead to positive reactive behavior change [39]. These displays are a type of pull intervention, that is, interventions that are available at all times but only accessed upon user request. The pull component was available to all participants, and assessing its effects was not the focus of this study.

The IHS app also delivers push interventions, that is, interventions delivered without user prompting. Evaluating and
improving the delivery timing of the push notification intervention was the focus of this study.

**Figure 1.** Screenshots of the app dashboard, mood ecological momentary assessment, and lock screen notifications.

**Push Notification Intervention**

As applied to mHealth, theoretically, behavior change comprises an individual’s motivation and ability to change, combined with a trigger to elicit change [40]. Push notifications are such a trigger, potentially providing motivational messages for change (eg, to spark change), strategies for change (eg, to facilitate change), and/or reminders to engage with the app (eg, to signal change) [40]. Importantly, research supports the potential of push notifications for behavior change [41,42].

Push notifications are particularly advantageous for medical interns because they are delivered as needed with minimal burden to the user [42-44]. However, poorly timed push notifications can lead to loss of engagement and treatment fatigue [9,45], demonstrating the importance of evaluating and improving the delivery timing of the push notifications.

<table>
<thead>
<tr>
<th>Notification groups</th>
<th>Life insight</th>
<th>Tip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood</td>
<td>Your mood has ranges from 7 to 9 over the past 2 weeks. The average intern’s daily mood goes down by 7.5% after intern year begins.</td>
<td>Treat yourself to your favorite meal. You’ve earned it!</td>
</tr>
<tr>
<td>Activity</td>
<td>Prior to beginning internship, you averaged 117 to 17,169 steps per day. How does that compare with your current daily step count?</td>
<td>Exercising releases endorphins which may improve mood. Staying fit and healthy can help increase your energy level.</td>
</tr>
<tr>
<td>Sleep</td>
<td>The average nightly sleep duration for an intern is 6 hours 42 minutes. Your average since starting internship is 7 hours 47 minutes.</td>
<td>Try to get 6 to 8 hours of sleep each night if possible. Notice how even small increases in sleep may help you to function at peak capacity &amp; better manage the stresses of internship.</td>
</tr>
</tbody>
</table>

**The Intern Health Study Micro-Randomized Trial Design**

To discover time-varying moderators for informing the timing of notification delivery, we conducted an MRT. The MRT design is shown in **Figure 2**. The MRT design and protocol were approved by the University of Michigan Institutional Review Board (Protocol #HUM00033029).

The main randomization was the weekly randomization to a specific notification category (mood, activity, sleep) or to no notification. Thus, we were able to compare how a week of a

---

Table 1. Examples of 6 different groups of notifications.

Tip
- Your mood has ranges from 7 to 9 over the past 2 weeks. The average intern’s daily mood goes down by 7.5% after intern year begins.
- Prior to beginning internship, you averaged 117 to 17,169 steps per day. How does that compare with your current daily step count?
- The average nightly sleep duration for an intern is 6 hours 42 minutes. Your average since starting internship is 7 hours 47 minutes.

Life insight
- Treat yourself to your favorite meal. You’ve earned it!
- Exercising releases endorphins which may improve mood. Staying fit and healthy can help increase your energy level.
- Try to get 6 to 8 hours of sleep each night if possible. Notice how even small increases in sleep may help you to function at peak capacity & better manage the stresses of internship.

---
certain notification category changed intern behavior when compared with a week of no notifications.

The randomization—and the ensuing analysis of effects—occurred at the weekly level for two reasons. First, the notifications are not intended to change the interns’ behavior in the next few hours, but over the next few days. Randomizing and analyzing effects at the weekly level, as opposed to a daily or minute level, permitted the discovery of longer-term effects. Second, as interns are quite busy, their behavior may not change significantly after receiving a single notification. Instead, interns received several notifications related to the same category and had a consistent reminder about improving that category.

Given a week when a user was randomized to receiving notifications, every day they were further randomized (with 50% probability) to receive a notification on that day. Hence, for a mood notification week, the user received, on average, 3.5 mood notifications that week. The purpose of this randomization was to balance delivering enough notifications to be noticeable and cause behavior change but not too often that it leads to treatment fatigue [9]. Treatment fatigue is pervasive in mHealth [7] and for individuals with heavy workloads [9]. Additional Analyses in Multimedia Appendix 1 contains a summary of how many notifications users received in a given week.

Another way to prevent treatment fatigue is through increased variability in notifications and the order in which they are received [52]. For each notification category, the notifications alternated between life insights and tips. In addition, given a type and category, each notification was drawn randomly, without replacement, from a corresponding bucket of notifications. The bucket refilled once it was completely emptied. Alternating between life insights and tips increased the day-to-day variability of the notification framing. Drawing notifications without replacement ensured that users were not receiving repeats of the same notification. Under this scheme, on average, a user did not receive a repeat notification for 16 weeks. Weekly and daily notification randomization and notification delivery were implemented using the Firebase Cloud Messaging platform [53].

Figure 2. Randomization scheme of the Intern Health Study micro-randomized trial.

Participants

Medical doctors starting their year-long internship in the summer of 2018 were eligible to participate in the study. Interns were onboarded before the start of their internship (between April 2018 and June 2018), in which they were instructed to download the study app, were provided Fitbits, completed a baseline survey, and were able to begin entering mood scores. Baseline and follow-up surveys were administered through the app using Qualtrics survey software [54]. Data collection began when an intern enrolled in the study and continued until the end of the trial. Collecting data before the start of the internship provided baseline measurements of mood, step counts, and sleep, which are valuable control variables in the analysis. The weekly randomizations and notification delivery began on June 30, 2018, 1 day before the start of interns’ clinical duties. Interns were rerandomized every 7 days thereafter. During the study, notifications were sent at 3 PM, mood EMAs were collected daily between 5 PM and 10 PM, and sleep and step data were collected every minute. Data were transferred directly from the subjects’ phones to a secure, Health Insurance Portability and Accountability Act–compliant server managed by the University of Michigan Health Information and Technology Services. The interns received notifications for 6 months (26 weeks), and the trial ended on December 28, 2018.

Statistical Analysis

Overview

To analyze the primary and secondary aims, we performed a moderator analysis for each of the outcomes, treatments, and moderators specified in Study Aims. More details on the methods can be found in Further Details on the Statistical Methods in Multimedia Appendix 1.

In the analysis, there were 4 sets of variables:
1. The treatment outcome variable of interest, $Y_t$.
2. The treatment indicator, $Z_t$. For now, $Z_t$ is a binary indicator, where $Z_t=1$ implies it is a notification week (of any category) and $Z_t=0$ is a no-notification week. The case with multicategorical treatments—mood, activity, and sleep notifications—will be described under the secondary aims.
3. The moderator, $M_t$, corresponding to the causal effect
moderator of interest.
4. The last set of variables, $X_t$, are the control variables. The
control variables are variables measured before each weekly
randomization (eg, baseline data and previous weeks’ data)
and are included in the model to reduce variation in the
outcome, $Y_t$.

The outcomes, treatment, and moderators correspond exactly
to the outcomes, treatments, and moderators described in Study
Aims. As interns were randomized to different treatments each
week, the outcomes, treatments, moderators, and control
variables were aggregated at the weekly level and were indexed
by time, $t$, corresponding to each week of the study ($t=1, \ldots, 26$).

To perform the moderator analysis, we used a linear model with
an interaction term. The outcome of interest (such as average
daily mood), $Y_t$, was regressed on $X_t$, $M_t$, $Z_t$ and the interaction
between $M_t$ and $Z_t$, giving the model the following form:

$$E(Y_t|X_t,M_t,Z_t) = a_0X_t + a_1M_t + b_0Z_t + b_1Z_tM_t$$

The moderation effect of interest is the coefficient $b_1$ for the
interaction of $Z_t$ and $M_t$. This coefficient is interpreted as the
change in treatment effect of treatment $Z_t$ on $Y_t$ per unit change
in $M_t$. A positive value for $b_1$ indicates that the treatment works
better after weeks when $M_t$ is high, whereas a negative value
indicates that the treatment works better after time points when
$M_t$ is low.

For the primary and secondary aims, to evaluate if the moderator
effect is statistically significant, we performed a hypothesis test
comparing the coefficient $b_1$ to 0, with a 0.05 type I error rate.
We reported the estimate of $b_1$, the standard error, and $P$ value
of this test. Though estimating and testing the moderation effect
is useful, it does not demonstrate whether the notifications had
a positive or negative effect on the outcome. Hence, in addition
to a hypothesis test, we also plotted the estimated treatment
effect at various values of the moderator. We did this by using
both the estimate of the slope, $b_1$, and intercept, $b_0$, of the
moderation effect. The plots also included histograms of the
moderator to illustrate the distribution of treatment effects.

**Estimation Techniques**

To estimate the coefficients, we used a multicategorical extension of the weighted and centered least-squares estimator
described in Boruvka et al [55]. The estimation method provides
asymptotically unbiased estimates of the causal effect
moderation of interest. The method also protects against
potential misspecification of terms not interacted with treatment
($a_0X_t + a_1M_t$). The method assesses the uncertainty of the
coefficient estimates using robust standard error estimation—the
sandwich estimator [56]—to account for correlation between outcomes over time. The method was implemented in R using the
package geepack [57]. The code is available on the first
author’s website.

**Missing Data**

Missing data occurred throughout the trial because of interns
not completing the self-reported mood survey or not wearing
Fitbits. Multiple imputation [58], a robust method for dealing
with missing data, was used to impute missing data at the daily
level. Due to the complexity of the trial design and data
structure, our imputation method combines imputation methods
for longitudinal data [59] and sequentially randomized trials
[60]. Results were aggregated across 20 imputed datasets using
Rubin’s rules [58,61]. We also assessed the sensitivity of the
conclusions to the imputation method. See Missing Data and
Sensitivity Analyses in Multimedia Appendix 1 for further
details on the missingness and sensitivity analysis results.

**Primary Aim**

The primary aim assessed the previous week’s average daily
self-reported mood valence as a moderator of the effect of
notifications on the average daily self-reported mood valence.
For this analysis, the interpretation, $b_1$, was the change in
treatment effect (for delivering a week of notifications compared
with a week of no notifications) on the average daily mood when
the previous week’s average daily mood increased by 1.

**Secondary Aim 1**

The first secondary aim assessed the previous week’s average
daily step count as a moderator of the effect of activity
notifications on the average daily step count. For this aim, the
treatment variable ($Z_t$) and corresponding coefficients ($b_0$ and
$b_1$) were no longer binary because there were 4 possible
notification categories. See Further Details on the Statistical
Methods in Multimedia Appendix 1 for further details on the
multicategorical treatment model. The focus of inference for
secondary aim 1 was on the first dimension of the moderation
effect, $b_{11}$, which corresponds to the comparison between
activity notification weeks and no-notification weeks. In
addition, to reduce right skew and decrease outliers, the outcome
and moderator used average daily square root step count. After
the square root transformation, the average daily step counts
more closely resembled a Gaussian distribution.

The interpretation, $b_{11}$, was the change in treatment effect (for
delivering a week of activity notifications compared with a week
of no notifications) on the average daily square root step count
when the previous week’s average daily square root step count
increased by 1. Hypothesis testing was performed on $b_{11}$
and plots were made using estimates of $b_{01}$ and $b_{11}$.

**Secondary Aim 2**

Secondary aim 2 assessed the previous week’s average daily
sleep count as a moderator of the effect of sleep notifications
on the average daily sleep count. Similar to secondary aim 1,
the treatment here was no longer binary, and we encoded the
treatment vector the same way as secondary aim 1. For this
analysis, the focus of inference was on the second dimension,
$b_{12}$, which compared sleep notification weeks with no-notification weeks. Again, to reduce right skew and decrease
outliers, the outcome and moderator used average daily square root sleep minutes.

The interpretation, $b_{12}$, was the change in treatment effect (for
delivering a week of sleep notifications compared with a week
of no notifications) on average daily square root sleep minutes.
when the previous week’s average daily square root sleep minutes increased by 1. Hypothesis testing was performed on \( b_{12} \), and plots were made using estimates of \( b_{02} \) and \( b_{12} \).

**Exploratory Subaim**

The exploratory aim assessed the previous week’s mood as a moderator of the effect of each notification category on the average daily mood. For the exploratory aim, the outcome and moderator were the same as the primary aim, except that the treatment was separated into 4 treatment categories (as in the secondary aims). As this aim was only exploratory, we did not calculate \( P \) values. Instead, for each notification category, we plotted the estimated treatment effect at various values of the moderator. This required making 3 separate lines using each dimension, with estimates of \( b_{0i} \) providing the intercept and estimates of \( b_{1i} \) providing the slope.

**Results**

**Participants**

Participants were recruited through emails, which were sent to future interns from 47 different recruitment institutions between April 1 and June 25, 2018. The recruitment institutions comprised both medical schools, where emails were sent to all graduates, and residency locations, where emails were sent to all incoming interns. A total of 5233 future interns received the initial email inviting them to participate in the study. In all, 40.78% (2134/5233) of interns downloaded the study app, completed the consent form, and filled out the baseline survey sometime before June 25, 2018. The study app and study participation were restricted to interns using an iPhone, the phone brand used by most interns. A total of 2134 interns received a Fitbit Charge 2. Of the 2134 interns, 1565 (73.34%) were randomly selected to participate in the MRT (see Additional Analyses in Multimedia Appendix 1 for an explanation of this initial randomization). These 1565 interns were randomized according to Figure 2. Interns were incentivized to participate in the study by receiving the Fitbit wearable and up to US $125, distributed 5 times throughout the year (US $25 each time) based on continued participation.

Of the 1565 interns in the MRT, 875 (55.91%) were female, and 774 (49.45%) had previously experienced an episode of depression. The interns represented 321 different residency locations and 42 specialties. The study interns’ baseline information closely resembled the known characteristics of the general medical intern population [29]. Throughout the trial, we measured intern mood valence, steps, and nightly sleep. Summaries of the weekly averages of those data can be found in Table 2.

Missing data occurred throughout the study. Figure 3 displays the percentage of interns with at least one nonmissing sleep, step, or mood observation for each week in the study. See Missing Data and Sensitivity Analyses in Multimedia Appendix 1 for further details on the missingness and sensitivity analyses.

Table 2. Summary statistics of daily mood, activity, and sleep during the study, averaged over each week of the study. These are the primary outcomes and moderators used in the analyses of all study aims.

<table>
<thead>
<tr>
<th>Daily measure</th>
<th>First quartile</th>
<th>Median</th>
<th>Mean (SD)</th>
<th>Third quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average daily mood</td>
<td>6.50</td>
<td>7.33</td>
<td>7.21 (1.43)</td>
<td>8.00</td>
</tr>
<tr>
<td>Average daily step count</td>
<td>6193</td>
<td>7983</td>
<td>8274 (3285)</td>
<td>10,050</td>
</tr>
<tr>
<td>Average daily hours of sleep</td>
<td>6.02</td>
<td>6.65</td>
<td>6.54 (1.25)</td>
<td>7.25</td>
</tr>
</tbody>
</table>

Figure 3. Percentage of interns with at least one nonmissing sleep, step, or mood observation for each week in the study.
Main Findings

Primary Aim

We conclude that the previous week’s average daily self-reported mood valence is a statistically significant negative moderator of the effect of notifications on the average daily self-reported mood valence. The estimate for the moderation is $-0.052$ (SE $0.014$; 95% CI $-0.081$ to $-0.023$; $P = .001$).

Figure 4 plots the estimated treatment effect at various values of the moderator. Figure 4 shows that the effect of notifications (compared with no notifications) was positive for weeks when the previous mood was low, but negative for weeks when the previous mood was high. For example, when the previous week’s average daily mood was 3, we estimated that a week of notifications increased an intern’s average daily mood by 0.19 (effect size=0.14). However, when the previous week’s average daily mood was 9, we estimated that a week of notifications decreased an intern’s average daily mood by 0.12 (effect size=0.08).

Figure 4. Estimated treatment effects (compared with no notifications) of notifications on average daily mood, at various values of previous week’s mood. The x-axis also contains a scaled histogram of previous week’s average mood.

Exploratory Subaim

For each notification category, we plotted the estimated treatment effect at various values of the moderator. Essentially, we broke apart the moderation effect in Figure 4 into 3 categories of notifications. The result is shown in Figure 5. We included the line for general notifications from Figure 4 for reference. Figure 5 demonstrates that the moderation by the previous week’s average daily mood was similar for all 3 notification categories.

When the previous week’s average daily mood was 3, we estimated that a week of mood, activity, and sleep notifications increased an intern’s average daily mood by 0.19, 0.16, and 0.23 (effect sizes=0.13, 0.11, and 0.16), respectively. When the previous week’s average daily mood was 9, we estimated that a week of mood, activity, and sleep notifications decreased an intern’s average daily mood by 0.12, 0.14, and 0.09 (effect sizes=-0.08, -0.10, and -0.06), respectively.
Secondary Aim 1

We conclude that the previous week’s average daily step count is a statistically significant negative moderator of the effect of activity notifications on average daily steps. The estimate for the moderation is $-0.039$ (SE 0.015; 95% CI $-0.069$ to $-0.008$; $P=0.01$).

Figure 6 plots the estimated treatment effect at various values of the moderator. In Figure 6, for interpretability, we retransformed the moderation effect back from the analysis scale (square root) to the original scale. We see from Figure 6 that the effect of activity notifications (compared with no notifications) was positive for weeks when previous steps were low, but negative for weeks when previous steps were high. For example, when the previous week’s average daily step count was 5625, we estimated that a week of activity notifications increased an intern’s average daily step count by 165 steps (effect size=0.05). However, when the previous week’s average daily step count was 12,100, we estimated that a week of activity notifications decreased an intern’s average daily step count by 60 steps (effect size=−0.02).

Figure 5. Estimated treatment effects (compared with no notifications) of different notification categories on average daily mood, at various values of previous week’s mood. The x-axis also contains a scaled histogram of previous week’s average mood.

Figure 6. Estimated treatment effects (compared with no notifications) of activity notifications on average daily steps, at various values of previous week’s step counts. The x-axis also contains a scaled histogram of previous week’s average daily step count.
Secondary Aim 2

We conclude that the previous week’s average daily sleep is a statistically significant negative moderator of the effect of sleep notifications on average daily sleep. The estimate for the moderation is $-0.075$ (SE 0.018; 95% CI $-0.111$ to $-0.038$; $P < .001$).

Figure 7 plots the estimated treatment effect at various values of the moderator. Again, we retransformed the moderation effect back from the analysis scale (square root) to the original scale. In addition, for interpretability, the x-axis is on the hourly scale, whereas the y-axis is on the minute scale. We see from Figure 7 that the effect of sleep notifications (compared with no notifications) was positive for weeks when previous sleep was low, but negative for weeks when previous sleep was high. For example, when the previous week’s average daily sleep was 5 hours, we estimated that a week of sleep notifications increased an intern’s average daily sleep by 8 min (effect size=0.11). However, when the previous week’s average daily sleep was 8 hours, we estimated that a week of sleep notifications decreased an intern’s average daily sleep by 5 min (effect size $-0.07$).

Figure 7. Estimated treatment effects (compared with no notifications) of sleep notifications on average daily sleep minutes, at various values of previous week’s hourly sleep. The x-axis also contains a scaled histogram of previous week’s average daily sleep count.

Additional Analyses

The Additional Analyses section of Multimedia Appendix 1 contains detailed results on other analyses, including an analysis of nonmoderated main effects, changes in effects over time, the effects of life insights and tips, the effects on long-term PHQ-9 scores, and an analysis of baseline moderators. There is evidence of a negative effect of (general) notifications on mood. There is also evidence of a positive effect of activity notifications on step count and a positive effect of sleep notifications on sleep duration. All of these effect sizes, however, are small. There is no strong evidence that these effects change over time. There is minor evidence that tips perform better than life insights in improving step count and sleep duration. We did not see any effects on long-term mental health outcomes. We saw some evidence of nonlinear moderation for the primary and secondary aims. The nonlinear moderator analysis suggested that when the moderators are high, the treatment effect on sleep hours and step count is close to 0 (as opposed to negative). Finally, we found that baseline variables, such as gender and depression history, were weak moderators of notification effects, demonstrating the value of personalizing intervention delivery on real-time data.

Discussion

Principal Findings

Through this MRT of an mHealth push notification intervention, we found that the effects of notifications were negatively moderated by the subject’s previous measurement of the outcome of interest. Specifically, we found that previous mood negatively moderated the effect of notifications on mood, previous step count negatively moderated the effect of activity notifications on step count, and previous sleep duration negatively moderated the effect of sleep notifications on sleep duration.

Comparison With Other Studies

A few previous studies explored using real-time variables to determine the timing of mHealth interventions for mental health. These studies postulated that messages would be most effective when self-reported mood was outside the typical range [21], or when self-reported stress or negative affect was high [22]. The studies found that such timing does improve efficacy. Our work differs from these studies because we did not assume, beforehand, that interventions would be most effective during a predetermined time. Instead, we used the MRT design to learn
opportune times to send interventions, based on real-time objective and self-reported data.

Outside of mental health, there have been studies that have sought to learn opportune times to send interventions. Much of that work is focused on assessing in-the-moment interruptibility, namely times when a user is open to interruption and willing to engage with a notification. For example, in one study [62], the authors found that phone usage, time of day, and location were strong predictors of a user’s willingness to engage with content provided via a push notification. Another study [63] found that location, affect, current activity, time of day, day of week, and current stress are significant predictors of a user’s willingness to respond to an EMA prompt. Another study [64] used an MRT to causally demonstrate that notifications (which ask users to self-monitor) are more effective when sent mid-day and on weekends. Our study differs from this work. In our study, the outcome was not focused on short-term engagement with the notification but rather longer-term behavior change, such as improved weekly mood, activity, or sleep.

Most standardized effect sizes within this paper fell within the 0.05 to 0.15 range. According to the suggested definitions of small and large [65], the effect sizes for our interventions are small. However, these definitions of small and large may not directly apply to the causal effects assessed in MRTs [66]. As MRTs are a relatively new trial design, there are currently no accepted definitions of large and small [66]. For the 3 MRTs with published effect sizes, the effects sizes were 0.074 [67], 0.2 [66], and 0.1 [66]. The effect sizes within this paper are similar in magnitude to these other works.

Implications
Our principal findings demonstrate that the study interns’ current state meaningfully influences their receptivity to mHealth interventions for mental health. Effective mHealth interventions for individuals in stressful work environments must consider timing notification delivery based on recent real-time data. Delivering notifications when previous measurements of mood, sleep, and activity are low—when improvement is needed—benefits mood and behavior. However, delivering notifications when those variables are high, negatively impacts mood and behavior.

mHealth interventions aiming to increase mood, activity, and sleep can be improved based on these findings. An improved mHealth intervention for increasing mood would deliver notifications (of any type) only when the user’s previous week’s average daily mood is below 7 and sends nothing when previous mood is at or above 7. Similarly, for activity, an improved intervention would deliver activity notifications only when the user’s previous week’s average activity is below 10,614 steps and delivers nothing otherwise. For sleep, an improved intervention would deliver sleep notifications only when the user’s previous week’s average daily sleep duration is below 6.9 hours. These improved interventions are based upon our single trial, with small effect sizes. There is potential for larger effects through further intervention optimization and using different intervention groups in conjunction with each other. Consistent with the multiphase optimization strategy (MOST) framework [68,69], these suggested interventions should be further refined and evaluated in additional studies and confirmatory trials before being used broadly.

Study Strengths
Through the MRT design and repeatedly randomizing interns throughout the trial, we were able to assess causal effect moderation by time-varying measurements. Our large sample size (1565 interns) allowed us to detect the moderators of interest. The relatively long duration of the study (6 months) demonstrated that our conclusions are valid beyond the first few weeks and months of the study (we analyzed how treatment effects vary over time in the Additional Analyses of Multimedia Appendix 1). Our study focused on medical interns, which provided a unique opportunity to assess the efficacy of mHealth interventions on wellness during life and work stressors. There were also advantages of our analytic approach. First, the use of the multicategorical extension of the weighted and centered least-squares estimator allowed us to unbiasedly assess the causal effect moderation. Second, our imputation method allowed us to cope with missing data without requiring strong assumptions.

Limitations
The primary outcome for the study, mood valence, was self-reported. Self-reported outcomes may be less reliable and valid compared with objective measurements [70,71]. In addition, because of user nonresponse, missing data is a common issue with self-reported outcomes collected over an extended period [59]. In future studies, developing and using a passively collected objective measurement of depression could be beneficial for improving objectivity and reducing missing data.

The main findings of the IHS MRT are partially sensitive to the imputation method used for overcoming missing data (see Missing Data and Sensitivity Analyses in Multimedia Appendix 1). The conclusions of the primary aim and secondary aim 2 are not sensitive. The conclusion of secondary aim 1 (the negative moderation of the activity notification effect by previous step count), however, is sensitive to the imputation method.

The results of the IHS MRT may not extrapolate to other populations because medical interns are different from the general population in the average education level and socioeconomic status. Within the population of medical interns, sampling bias may still exist as the study’s interns self-selected into the study, as opposed to being randomly sampled. This self-selection bias may cause the study interns to be different from the general population of interns. For example, because they were motivated to participate in the study, they may also be motivated to change their behavior. Although it is difficult to show self-selection unbiasedness, the bias may be mitigated because a large percentage of interns agreed to participate in the study (40.78%), and the study interns’ baseline information closely resembles that of the general medical intern population [29].

Daily work schedules were not reliably measured in this study. Previous studies [63,64] have found that mHealth message effectiveness varies between weekdays and weekends,
suggestions that future studies should assess work schedule as a potential moderator.

Measurements of app engagement could provide further insights into how these notifications are promoting behavior change. For example, after receiving a notification, users may have an increased rate of opening the app and viewing their historical data displays. Unfortunately, the app does not currently collect data on app access and app clicks. It also does not measure a user’s interactions with the notification messages. Including these capabilities in future versions of the app would be useful.

We did not have message tailoring in this study. Currently, the message framing and wording was the same, no matter the intern’s current behavior. The messages (see Table 1) are framed toward improving mood, sleep, and activity. This framing may be frustrating to an intern who already has a high mood or sufficient sleep or activity. Tailoring the wording of the messages [72,73] could potentially eliminate the negative effect of messages when previous mood, sleep, or activity is high (eg, providing a reminder message as opposed to an unnecessary ability-focused message).

There were also a couple technological errors that occurred throughout the trial. There were 8 days (of the 182 total days) when, because of server issues, no notifications were sent to any subject. In addition, the weekly randomization to a notification category occurred without replacement, as opposed to with replacement as originally intended.

Future Iterations of the Intern Health Study

The IHS is an annual study that continues each year with a new cohort of interns [30]. Consistent with the MOST framework [68,69], this provides multiple trial phases to continually update, optimize, and test interventions and provides confirmation of findings from previous cohorts. Starting in the fall of 2019, we will run another study to test new hypotheses with improved interventions. Using the results and conclusions drawn from this study, in 2019, we plan to introduce tailored messages that are tailored based on an intern’s previous mood, activity, and sleep [72,73]. For people with high previous measurements, the messages will be framed toward maintenance of healthy behavior, not improvement. The cutoffs that define high and low scores will be based on data collected from the 2018 study. We also plan to improve the missing data protocol and incentive structure to reduce the frequency of missing data. We will collect work schedule information to compare message efficacy between work days and days off. Finally, in addition to providing notifications on the phone lock screen, we will also show the notifications within the app to give interns more opportunities to read them.

Conclusions

Overall, our study demonstrates the importance of real-time moderators for the development of high-quality mHealth interventions, especially for individuals in stressful work environments. There were times when the notifications were beneficial and times when the notifications were harmful to the study participants. Developers of mHealth interventions are encouraged to think deeply about the delivery of interventions and how real-time variables can be used to inform the timing of intervention delivery. The MRT design allowed us to discover real-time moderators and may be useful for other app developers also aiming to learn when to deliver notification messages.

In addition to the research aims for future iterations of the IHS, assessing the value of mHealth interventions and delivery timing in other highly stressed populations is beneficial for understanding the generality of these results. Future MRTs should also examine the efficacy of mHealth content (eg, content focused on motivation, ability, or triggers) incorporated into other app features for behavior change. In this regard, developing mHealth intervention features beyond push notifications (eg, integrating ability-focused mindfulness exercises) could provide a greater overall benefit.
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Abstract

Background: Complete diagnosis and therapy of seasonal allergic rhinoconjunctivitis require evidence that exposure to the sensitizing pollen triggers allergic symptoms. Electronic clinical diaries, by recording disease severity scores and pollen exposure, can demonstrate this association. However, patients who spontaneously download an e-diary app show very low adherence to their recording.

Objective: The objective of our study was to assess adherence of patients with seasonal allergic rhinitis to symptom recording via e-diary explicitly prescribed by an allergist within a blended care approach.

Methods: The @IT-2020 project is investigating the diagnostic synergy of mobile health and molecular allergology in patients with seasonal allergic rhinitis. In the pilot phase of the study, we recruited Italian children (Rome, Italy) and adults (Pordenone, Italy) with seasonal allergic rhinitis and instructed them to record their symptoms, medication intake, and general conditions daily through a mobile app (Allergy.Monitor) during the relevant pollen season.

Results: Overall, we recruited 101 Italian children (Rome) and 93 adults (Pordenone) with seasonal allergic rhinitis. Adherence to device use slowly declined during monitoring in 3 phases: phase A: first week, ≥1267/1358, 90%; phase B: second to sixth week, 4992/5884, 80% to 90%; and phase C: seventh week onward, 2063/2606, 70% to 80%. At the individual level, the adherence assessed in the second and third weeks of recording predicted with enough confidence (Rome: Spearman ρ=0.75; P<.001; Pordenone: p=0.81; P<.001) the overall patient adherence to recording and was inversely related to postponed reporting (ρ=−0.55; P<.001; in both centers). Recording adherence was significantly higher during the peak grass pollen season in Rome, but not in Pordenone.

Conclusions: Adherence to daily recording in an e-diary, prescribed and motivated by an allergist in a blended care setting, was very high. This observation supports the use of e-diaries in addition to face-to-face visits for diagnosis and treatment of seasonal allergic rhinitis and deserves further investigation in real-life contexts.
Introduction

Background

Seasonal allergic rhinoconjunctivitis (SAR) affects patients exposed to pollens to which they are sensitized. The etiological diagnosis and therapy of SAR require a demonstration that exposure to the sensitizing pollen triggers allergic symptoms [1]. Objectively, this link is established by a positive outcome to nasal allergen provocation tests [2] or allergen exposure in pollen chambers [3]. Unfortunately, both these tests are costly and time consuming and are mostly used in clinical trials [4]. In clinical daily life, a causality between pollen exposure and symptoms is often assessed by a careful retrospective clinical history [5]. However, recall biases make the diagnosis based on retrospective data somewhat imprecise, especially in patients apparently sensitized to multiple pollens that share the same pollenization periods [6], which is a frequent setting in Mediterranean countries [7].

This diagnostic problem can be partially solved through a prospective clinical history, based on the patient’s daily recording of symptoms and medication intake in a clinical diary [8]. Indeed, the trajectories of daily symptom scores or a combined symptom and medication score (CSMS) are free from recall bias and can be matched with daily concentration counts, obtained in parallel, of the potentially eliciting pollen sources [9,10]. While traditional and time-consuming clinical diaries on paper records are rarely used, electronic clinical diaries (e-diaries) have become increasingly prevalent [11,12]. E-diaries are apps consisting of short questionnaires filled in daily by the patient, usually on his or her mobile phone or tablet computer [11-13]. Recording e-diaries is easy and quick, and the software automatically provides daily scores, time trajectories, and descriptive reports [8,10-16].

Several e-diaries are available for pollen allergies in European countries, and some of them have also been used in trials or observational studies [8,10,12,14-19]. In most of the study settings, the app was directly downloaded by the patients, with no or only occasional intervention by their allergist [14-17]. The observational studies were characterized by large population size (more than 9000 participants) and big datasets (112,054 registered visual analog scale [VAS] data) [14], balanced by a poor mean adherence (<10%) to daily recording [14,15].

Objective

We hypothesized that the patients’ adherence to recording of e-diaries would be significantly increased if the rationale and the use of the e-diary were personally explained by an allergist to the patient (blended approach). To test this hypothesis, we examined the rate and cofactors of adherence to recording of an e-diary among Italian patients with SAR participating in the @IT-2020 project, a study of combined molecular diagnostics and mobile health for allergen immunotherapy in patients with SAR.

Methods

@IT-2020 Project

The pilot study of the @IT-2020 project was carried out in 2 Italian centers differing significantly in terms of environmental setting and patient characteristics.

Climate and Study Area

Pordenone, Italy, is a city with about 50,000 inhabitants, which extends over an area of 38 km² [20]. Pordenone is 600 km north of Rome and the territory is located in northeastern Italy, about 50 km from the Adriatic Sea, in the Po-Veneto plain south of the Carnic Pre-Alps, in the continental biogeographical region [21]. It has a mean annual temperature of 13.1°C and mean rainfall of 1292 mm [22].

Rome, Italy, has 3 million inhabitants in an area of almost 1300 km² [20] and is 20 km from the Tyrrhenian Sea. Rome is located in the Mediterranean biogeographical region [21] with mean annual temperature of 15.7°C and mean rainfall of 798 mm (Rome Monte Mario) [22].

Study Population

Between November 2016 and February 2017, we recruited 101 children aged 10 to 18 years at Ospedale Sandro Pertini in Rome and 93 adults aged over 18 years at Ospedale Santa Maria degli Angeli in Pordenone. Criteria for eligibility were (1) being followed up for at least one year for allergic rhinoconjunctivitis (objectively confirmed by skin prick tests or in vitro immunoglobulin E tests, or both) due to outdoor allergens (pollen or spores), (2) residing within 30 km of the aerobiological station of the study center, (3) having no intention to change residence in the 6 months after recruitment, and (4) being able to use a mobile phone (by the patient or the patient’s parents). Exclusion criteria were (1) previous allergen immunotherapy for any outdoor allergen, and (2) any other severe nonatopic chronic disease. All participants (in the case of children, their parents or guardians) provided informed written consent to the clinical investigations.

Study Design

Recruited patients underwent a first clinical assessment (T0), including clinical questionnaires, during which they were instructed on the use of the AllergyMonitor (Technology Project and Software [TPS] Production, Rome, Italy) mobile app to monitor their symptoms and medication intake during the following study period. According to the timing of retrospective symptoms and skin prick test results, participants were assigned an individual monitoring period during the suspected high season of the putative eliciting pollen. During this period, participants were asked to monitor their eye, nose, and lung symptoms, as well as their effect on daily activities and daily medication intake, and report them via AllergyMonitor. After the monitoring period, all participants underwent a second
clinical assessment (T1), including a repetition of the initial clinical questionnaires focused on the past pollen season, internationally validated by the International Study of Asthma and Allergies in Childhood [23], the Allergic Rhinitis and its Impact on Asthma (ARIA) initiative [24,25], and the Global Initiative for Asthma [26]. The study design and procedures had been approved by the ethics committee of each participating center.

**Skin Prick Tests**

Skin prick tests were performed using a standard panel of commercial extracts (ALK-Abelló, Milan, Italy) of outdoor and indoor aeroallergens (*Alternaria*, Bermuda grass, birch, cat dander, cypress, dog dander, hazel, house dust mite, mugwort, olive tree, plane tree, ragweed, Russian thistle, timothy grass, and pellitory-of-the-wall). Histamine 0.1 mg/mL and glycerol solution were used as positive and negative controls, respectively. Morrow Brown needles were used to prick the skin and the wheal reactions were read after 15 minutes. A wheal equal to or greater than 3 mm after subtraction of the negative control was regarded as positive.

**Pollen Counts and Pollen Periods**

The pollen count data, acquired from March 1 to September 30, 2016, were provided by the pollen stations of Rome (Tor Vergata University) and Pordenone (Agenzia Regionale per la Protezione dell’Ambiente del Friuli Venezia Giulia). Pollen was collected using a VPPS 2000 pollen sampler (Lanzoni srl, Bologna, Italy), and data were acquired as reported in Standard UNI CEN/TS 16868:2015 [27]. Pollen periods were determined (1) according to the 2017 European Academy of Allergy and Clinical Immunology (EAACI) position paper on pollen exposure times [28] (EAACI criteria), and (2) by adapting these criteria to the pollen situation in Italy (local criteria).

**Allergy.Monitor**

Allergy.Monitor is a mobile app designed for daily reporting of symptoms and medication intake related to allergic rhinitis or asthma. In this study, medical doctors, on the basis of clinical history, defined a time frame (prescription period; Figure 1) for each patient, in which he or she was encouraged to fill in a daily questionnaire regarding his or her symptoms and medication intake. The system offers a bidirectional interaction between physician and patient via email, chat, and text messaging. Patients not entering their data for 2 consecutive days received an automatic alert message on their mobile phone or by email; after 4 days without reporting, the alert was followed by a phone call from the physician or nurse. The patient could insert data referring to 1 day only on the same day or on the following one (postponed reporting). For each participant, adherence to prescription was calculated as the number of actual reporting days / prescription period ×100; adherence was calculated as the number of actual reporting days / reporting period ×100; and postponed reporting was calculated as the number of postponed reporting days / actual reporting days ×100.

**Symptom and Medication Scores**

We used the following symptom and medication scores in this study: Rhinoconjunctivitis Total Symptom Score (RTSS; score 0-18) [29]; CSMS (score 0-6) [30]; and VAS (score 0-10) [31]. RTSS and CSMS were calculated automatically by the Allergy.Monitor app, for every reporting day, on the basis of 4 questions on nasal symptoms (sneezing, rhinorrhea, nasal pruritus, nasal congestion), 2 on ocular symptoms (itchy eyes, watery eyes), and 3 questions on medication intake...
(antihistaminic drugs, local corticosteroids, systemic corticosteroids). The severity of each of the symptoms was also measured by the patient using 4 different emoticons, each representing a distinct severity grade (no symptoms, mild, moderate, or severe). Overall severity was also measured by a VAS in response to the question “How do you feel in relation to your allergic symptoms today?”

Statistics
We summarized data as numbers (n) and frequencies (%) if they were categorical and as mean or median and standard deviation or interquartile range if quantitative. We examined all described analyses for each of the study centers (Rome and Pordenone). We evaluated the prevalence of atopic sensitization (skin prick test ≥ 3 mm) to airborne allergens. For every pollen period considered, we calculated adherence values (see above for definition) for each participant and compared their means using a nonparametric Friedman test for repeated measures. We adjusted the P of multiple comparison by the Bonferroni correction. We studied adherence trends over time considering the time (in days) that had passed since the first day of the reporting period. We used the Spearman rank correlation coefficient to investigate the relationship between total adherence (%), postponed reporting (%), and adherence achieved between the seventh and the 21st reporting day (%). Mean CSMS scores by time were computed for the local whole season.

We considered P<.05 to be statistically significant. Statistical analyses were performed with R version 3.2.3 (R Foundation).

Results

Study Population
Overall, 101 children (Rome) and 93 adults (Pordenone) with mean (SD) ages of 13.7 (SD 2.8) and 34.3 (14.4), respectively, met the inclusion criteria (Table 1). Male sex was slightly more frequent in both populations: 62.4% (63/101) for Rome and 56% (52/93) for Pordenone. At T0, according to the ARIA questionnaire, the population in Pordenone was characterized by a higher prevalence of moderate to severe (intermittent and persistent) allergic rhinitis than in Rome (90/93, 97% vs 51/101, 50.5%, respectively). At T1, this difference was less evident (64/75, 85% vs 68/91, 75%). The prevalence of allergic asthma was similar in both groups (Rome: 28/101, 27.7%; Pordenone: 24/93, 26%), whereas the Rome population seemed to be more affected by oral allergy syndrome, urticaria, atopic dermatitis, and anaphylaxis (Table 1). Grass pollen was the most relevant allergen in both study populations. Positive skin prick test reactions to olive tree and cypress were more frequent in Rome, while sensitization to birch was more prevalent in Pordenone. Sensitization to indoor allergens was equally prevalent in both populations.
Table 1. Characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Rome (n=101)</th>
<th>Pordenone (n=93)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males, n (%)</td>
<td>63 (62.4)</td>
<td>52 (56)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>13.7 (2.8)</td>
<td>34.3 (14)</td>
</tr>
<tr>
<td>Allergic rhinitis, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at onset (years), median (IQR&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>6 (4-8)</td>
<td>15 (8-22)</td>
</tr>
<tr>
<td>ARIA&lt;sup&gt;b&lt;/sup&gt; classification at T0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild intermittent</td>
<td>19 (18.8)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Mild persistent</td>
<td>31 (30.7)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Moderate to severe intermittent</td>
<td>11 (10.9)</td>
<td>17 (18)</td>
</tr>
<tr>
<td>Moderate to severe persistent</td>
<td>40 (39.6)</td>
<td>73 (79)</td>
</tr>
<tr>
<td>ARIA classification at T1&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild intermittent</td>
<td>6 (7)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Mild persistent</td>
<td>17 (19)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>Moderate to severe intermittent</td>
<td>4 (4)</td>
<td>13 (17)</td>
</tr>
<tr>
<td>Moderate to severe persistent</td>
<td>64 (70)</td>
<td>51 (68)</td>
</tr>
<tr>
<td>Other allergic comorbidities, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allergic asthma</td>
<td>28 (27.7)</td>
<td>24 (26)</td>
</tr>
<tr>
<td>Oral allergic syndrome</td>
<td>32 (32.3)</td>
<td>23 (25)</td>
</tr>
<tr>
<td>Urticaria or angioedema</td>
<td>19 (19.2)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Atopic dermatitis</td>
<td>28 (28.3)</td>
<td>11 (12)</td>
</tr>
<tr>
<td>Gastrointestinal disorders</td>
<td>4 (4.0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Anaphylaxis episode</td>
<td>10 (10.1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (5.1)</td>
<td>2 (2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.

<sup>b</sup>ARIA: Allergic Rhinitis and its Impact on Asthma.

<sup>c</sup>Study population at T1: Rome, n=91; Pordenone, n=75.

**Pollen Periods**

The graphical representation of grass pollen counts (grains/m<sup>3</sup>) highlighted differences between the 2 cities. The maximum grass pollen count in Rome (199 grains/m<sup>3</sup>) was higher than in Pordenone (145 grains/m<sup>3</sup>), and the grass pollination period was longer in Rome. Grass pollen periods in 2016 differed significantly if calculated according to EAACI criteria or local criteria (Table 2). While we used EAACI criteria for their reproducibility and standardization, the application of locally adapted criteria resulted in shorter and less fragmented periods.
Table 2. Grass pollen period criteria and duration, by study center.

<table>
<thead>
<tr>
<th>Pollen period</th>
<th>Criteria</th>
<th>Rome (n=101)</th>
<th>Pordenone (n=93)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No. of time intervals</td>
<td>Cumulative duration (days), n</td>
</tr>
<tr>
<td>EAACI whole season</td>
<td>5 days (out of 7 consecutive days) each with ≥3 pollen grains/m$^3$ and with a sum of ≥30 pollen grains/m$^3$</td>
<td>2</td>
<td>132</td>
</tr>
<tr>
<td>Local whole season</td>
<td>5 days (out of 7 consecutive days) each with ≥10 pollen grains/m$^3$ and with a sum of ≥100 pollen grains/m$^3$</td>
<td>1</td>
<td>97</td>
</tr>
<tr>
<td>EAACI peak season</td>
<td>3 consecutive days, each with ≥50 pollen grains/m$^3$</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>Local peak season</td>
<td>3 days (out of 5 consecutive days) each with ≥50 pollen grains/m$^3$</td>
<td>1</td>
<td>55</td>
</tr>
<tr>
<td>EAACI high days</td>
<td>Days with at least 50 pollen grains/m$^3$</td>
<td>18</td>
<td>45</td>
</tr>
</tbody>
</table>

*aSee Figure 1 for specifications of time periods.

*European Academy of Allergy and Clinical Immunology (EAACI) criteria [28].

*Adaptation of EAACI criteria to the local scenario.

**Adherence to E-Diary Recording**

The mean prescription period was longer in Rome than in Pordenone (76.2, 95% CI 70.4-82.0 vs 53.9, 95% CI 50.1-57.7 days, respectively). The pattern was similar for the mean reporting period (Rome: 70.6, 95% CI 64.9-74.4 vs Pordenone: 48.2, 95% CI 44.6-51.7 days) (Figure 2). Mean adherence levels were 85.7% (SD 13.9) in Pordenone and 82.3% (SD 13.7) in Rome. The analysis of mean adherence values by reporting day showed a similar trend for both participating study centers. In Rome, the adherence trend by reporting day displayed 3 different phases: phase A, a first phase of 6 days with an adherence 93.1% (564/606); phase B, a second phase of approximately 40 days, during which the adherence fluctuated around 83.6% (2834/3388); and phase C, a final phase of slowly declining adherence, oscillating around 78.55% (1952/2485). Pordenone’s adherence trend by reporting day followed the same evolution for phases A and B. Due to a shorter pollen season and mean prescribed period, we did not investigate phase C in Pordenone (Figure 2).

Interestingly, the total adherence was directly proportional to the adherence assessed between the seventh and 21st reporting days (Spearman $\rho$=0.75; $P$<.001 and $\rho$=0.81; $P$<.001 for Rome and Pordenone, respectively) (Figure 3) and inversely related, although with less intensity, to postponed reporting ($\rho$=−0.55; $P$<.001 for both Rome and Pordenone) (Figure 4). In both
populations, the mean RTSS, evaluating symptoms of the eyes and nose, showed a parallel trend with the mean VAS scores assessing the general disease-related impairment. Also, the CSMS followed a similar trend but with less distinct variance (Figure 5).

Mean adherence values differed only slightly in Rome during the different pollen periods (Figure 6, part A). By contrast, adherence values were significantly higher in Pordenone during the peak pollen season and the high day (Figure 6, part B).

Figure 3. Correlation between adherence achieved between the seventh and the 21st reporting days and total reporting period adherence, by study center: (A) Rome (n=101); (B) Pordenone (n=93).

Figure 4. Correlation between postponed reporting (%) and total reporting period adherence (%) by study center: (A) Rome (n=101); (B) Pordenone (n=93).
Figure 5. Mean visual analog scale (VAS) score, Rhinoconjunctivitis Total Symptom Score (RTSS), and combined symptom and medication score (CSMS) by time considering the local whole season of grass pollen in (A) Rome (n=101) and (B) Pordenone (n=93; see Figure 2 and Table 2 for definitions).
Figure 6. Mean (95% CI) adherence to recording of the e-diary during the pollen season in children affected by seasonal allergic rhinitis in (A) Rome and (B) Pordenone. Adherence was calculated for each patient considering the total reporting period and according to whole, peak, and high days of pollen periods defined by the European Academy of Allergy and Clinical Immunology (EAACI) and local criteria. See Figure 1 and Table 2 for criteria. "a" indicates that nonparametric Friedman test for repeated measures was applied and only statistically significant $P$ values of multiple comparisons, adjusted by Bonferroni correction, are highlighted.

Discussion

Principal Findings

In this bicenter study, we investigated the adherence of Italian patients with SAR to symptom and medication monitoring via an e-diary prescribed by their doctor in the context of an observational study. We found that adherence to recording was (1) very high (>80%) in the first 7 weeks of monitoring, (2) predicted by the adherence in the first 3 weeks of the monitoring period, (3) inversely associated with the frequency of delayed e-diary compilation, and (4) higher during the peak pollen season.

The trajectories of the mean adherence to recording were highly similar in both study populations, notwithstanding their differences in geographical location (northern vs central Italy) and age (adults vs children). Moreover, we observed only a few patients with very low adherence to e-diary recording, that is, failing to register their symptoms during more than 60% of days within their monitoring period (not shown).

This level of adherence is at great variance from levels published in previous studies on e-diaries in patients with allergic rhinitis who had not been specifically instructed and advised by a doctor to use an app. With this approach, the Mobile Airways Sentinel Network observational pilot study among 2871 allergic users from 15 countries reported an adherence to symptom recording of only 9.5% after 14 days of recording [14]. A follow-up project among 9122 users from 22 countries showed that only 16.4% of the users were still recording their symptoms after 14 days [15].

Digital technologies have been shown to be a very useful tool for the assessment of real-life data among big patient groups [14-17]. While the patient-initiated use of an e-diary app may be very helpful in highly motivated patients looking for self-management opportunities, it seems that this scenario applies to only a minority of the users spontaneously downloading, installing, and using an e-diary app for allergic rhinitis [14,15]. However, our results showed that in a blended care approach combining face-to-face visits with internet-based support technologies, patients are keen and able to correctly use an e-diary when contacted and instructed to do so by their allergist. It has to be underlined, though, that our patients were participating in an observational clinical study and we do not know whether their high adherence would have been also maintained in the context of routine clinical practice. This hypothesis deserves to be tested in a real-life or surveillance study.

The adherence to e-diary recording of the patients in Rome was slightly, but significantly, higher during the grass pollen peak season, when allergic symptoms were also more severe. This observation may be easily explained by increased awareness and motivation linked to symptom severity. This outcome should be taken into account when considering the use of e-diaries outside the pollen season or in patients with very mild symptoms. With regard to monitoring scores, we demonstrated that the overall VAS score reliably reflected the results of the RTSS and CSMS, which confirms the usefulness of VASs for digital symptom assessment as previously shown in other studies [31,32].

Of great relevance is, in our opinion, that the overall adherence of a patient to e-diary recording over a period of 2 or more months can already be predicted with enough confidence in the second and third weeks of monitoring. Patients at risk of poor adherence could therefore be identified and receive supplementary information and education, thus facilitating a higher compliance.
Limitations

First, our study population consisted of Italian patients only, so that our results now require further evaluation in different cultural contexts. To this end, we are examining the outcomes of a similar study performed in 7 Western European and Mediterranean countries. Second, we cannot comment on possible outcome improvements, as the study did not include any control group. Third, we limited our monitoring period to a maximum of 90 days; we do not know whether the patients’ adherence to recording would have remained high enough beyond this time frame. Fourth, our results and proposal cannot be applied to SAR patients not using a mobile phone. Fifth, we did not evaluate potential adverse effects of the use of an e-diary, such as excessive attention to disease or even facilitation of anxiety and obsessive disturbances.

Conclusion

Our study showed that adherence to the daily symptom and medication monitoring via an e-diary was maintained at a high level up to 2 months by SAR patients properly informed and educated by their allergist. This outcome underlines the strength of a blended care approach and needs now to be confirmed in a real-life clinical allergy setting. Our results contribute to reinforce positive expectations for a proper use of mHealth technology in monitoring patients with SAR for diagnostic and therapeutic purposes.
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Abstract

Background: SMS text messaging is an inexpensive, private, and scalable technology-mediated assessment mode that can alleviate many barriers faced by the safety net population to receive depression screening. Some existing studies suggest that technology-mediated assessment encourages self-disclosure of sensitive health information such as depressive symptoms while other studies show the opposite effect.

Objective: This study aimed to evaluate the validity of using SMS text messaging to screen depression and related conditions, including anxiety and functional disability, in a low-income, culturally diverse safety net primary care population.

Methods: This study used a randomized design with 4 study groups that permuted the order of SMS text messaging and the gold standard interview (INTW) assessment. The participants for this study were recruited from the participants of the prior Diabetes-Depression Care-management Adoption Trial (DCAT). Depression was screened by using the 2-item and 8-item Patient Health Questionnaire (PHQ-2 and PHQ-8, respectively). Anxiety was screened by using the 2-item Generalized Anxiety Disorder scale (GAD-2), and functional disability was assessed by using the Sheehan Disability Scale (SDS). Participants chose to take up the assessment in English or Spanish. Internal consistency and test-retest reliability were evaluated by using Cronbach alpha and intraclass correlation coefficient (ICC), respectively. Concordance was evaluated by using an ICC, a kappa statistic, an area under the receiver operating characteristic curve (AUROC), sensitivity, and specificity. A regression analysis was conducted to examine the association between the participant characteristics and the differences in the scores between the SMS text messaging and INTW assessment modes.

Results: Overall, 206 participants (average age 57.1 [SD 9.18] years; females: 119/206, 57.8%) were enrolled. All measurements except the SMS text messaging–assessed PHQ-2 showed Cronbach alpha values ≥.70, indicating acceptable to good internal consistency. All measurements except the INTW-assessed SDS had ICC values ≥.75, indicating good to excellent test-retest reliability. For concordance, the PHQ-8 had an ICC of 0.73 and AUROC of 0.93, indicating good concordance. The kappa statistic, sensitivity, and specificity for major depression (PHQ-8 ≥8) were 0.43, 0.60, and 0.86, respectively. The concordance of the shorter PHQ-2, GAD-2, and SDS scales was poor to fair. The regression analysis revealed that a higher level of personal depression stigma was associated with reporting higher SMS text messaging–assessed PHQ-8 and GAD-2 scores than the INTW-assessed scores. The analysis also determined that the differences in the scores were associated with marital status and personality traits.

Conclusions: Depression screening conducted using the longer PHQ-8 scale via SMS text messaging demonstrated good internal consistency, test-retest reliability, and concordance with the gold standard INTW assessment mode. However, care must be taken when deploying shorter scales via SMS text messaging. Further regression analysis supported that a technology-mediated
assessment, such as SMS text messaging, may create a private space with less pressure from the personal depression stigma and therefore encourage self-disclosure of depressive symptoms.

**Trial Registration:** ClinicalTrials.gov NCT01781013; https://clinicaltrials.gov/ct2/show/NCT01781013

**International Registered Report Identifier (IRRID):** RR2-10.2196/12392
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depression; diabetes mellitus; comorbidity; screening; primary care; health information technology; mobile health; text messaging; patient reported outcome measures

**Introduction**

Depression is an underdiagnosed comorbidity that can negatively affect functional status, morbidity/mortality, and cost for the treatment of chronic illnesses, such as diabetes [1-5]. Depression screening is an effective approach to reduce the rate of undiagnosed depression and provide timely treatment for patients [6]. On the basis of the growing evidence for the benefits of depression screening, the US Preventive Services Task Force recommends depression screening for every adult in the 2016 update of the clinical guidelines [6].

Nevertheless, there are significant barriers for adopting mass depression screening, particularly in underserved, predominantly minority patients with chronic illnesses. This patient population has an increased risk of depression and often prefers safety net primary care over specialty psychiatric care when seeking mental health care [7-9]. However, safety net primary care providers often find themselves lacking time and resources to address mental health issues on top of managing other medical conditions such as diabetes [10-13]. In addition, minority patients are less likely to voluntarily report depressive symptoms. They may view depression as a moral weakness or character flaw rather than an illness and may be more likely to ascribe symptoms of depression to a physical illness [14]. Therefore, underserved minority patients in safety net care systems often miss out on screening and are less than half as likely as non-Hispanic whites to receive any depression care or guideline-level depression care [11,15].

The increasing usage of mobile services, particularly SMS text messaging, provides opportunities to overcome the barriers for adopting universal depression screening in underserved populations. The use of SMS text messaging is highly prevalent globally; among the 4 billion mobile phones in use, 3.05 billion (75%) are SMS text messaging–enabled [16]. In the United States, texting among adult mobile users is higher among minorities such as Hispanics/Latinos (83%) than non-Hispanic whites (70%) [17]. SMS text messaging is also inexpensive, private, and can be scaled to large populations [16,17]. Thus, SMS text messaging could be an ideal approach for conducting mass depression screening for underserved, predominantly minority patients in safety net primary care systems.

Previous studies have tested the validity of conducting standardized depression screening, such as the Patient Health Questionnaire (PHQ), by using paper-based self-reported assessment [18-20], in-person interviewer (INTW) assessment [21,22], and telephone INTW assessment [11,21]. Patients with depression are at a higher risk of comorbid anxiety and functional disability; as many as 50% of depressed patients in the primary care setting suffer from anxiety and/or functional disability [8,23]. INTW-administered anxiety screening using the 2-item Generalized Anxiety Disorder (GAD-2) scale has been validated in 6 studies (reviewed by Plummer et al [24]). The INTW-administered functional disability assessment using the Sheehan Disability Scale (SDS) has been validated by Leon et al [25]. Few studies have examined the validity of technology-mediated assessment for depression and its related conditions such as anxiety and functional disability. Depression screening requires participants to self-disclose sensitive health information such as a sad mood, anhedonia, and eating and sleeping problems. Current evidence on the effect of technology being used to disclose such information is weak and inconsistent. It has been suggested that technology-mediated assessments, such as SMS text messaging, may help to create an idealized perception of the information collector and thus reduce social desirability bias [26]. This effect may encourage disclosure of sensitive health information [27,28]. In contrast, there is also evidence suggesting that technology-mediated assessments discourage disclosure of sensitive information as the distance and private space created by technology may discourage patients to seek help [29].

To fill in this knowledge gap, this study examined the validity of using standardized tools to assess depression and its related conditions via SMS text messaging vs the gold standard INTW assessment in underserved, predominantly minority patients from a large safety net primary care system. This study examined the internal consistency, test-retest reliability, and concordance of the 2 modes of assessment. Patient characteristics, including demographics such as age, gender, race/ethnicity, and marital status; technology use; and psychological traits such as personality, cognitive vulnerability of depression, and depression stigma were further examined in a regression analysis to explore their correlations with the differences in the 2 modes of assessment.

**Methods**

**Study Design**

This study protocol was approved by the Institutional Review Board of the University of Southern California and has been published in *JMIR Research Protocol* [30]. Underserved, predominantly minority safety net primary care patients were recruited and randomly assigned using a simple randomization method to 1 of the 4 study groups: SMS text messaging/INTW,
INTW/SMS text messaging, SMS text messaging/SMS text messaging, or INTW/INTW. Participants in the SMS text messaging/INTW group received the SMS text messaging assessment in English or Spanish as chosen by the participant for depression and its related comorbid conditions, including anxiety and functional disability. Within 7 to 10 days following the SMS text messaging assessment, a bilingual INTW contacted the participant over telephone to repeat the same assessment. Participants in the INTW/SMS text messaging group first answered the INTW assessment over telephone; then, they replied to the SMS text messaging assessment within 7 to 10 days following the INTW assessment. Participants in the SMS text messaging/SMS text messaging and INTW/INTW groups received 2 SMS text messages and 2 INTW assessments each, respectively. The interval between the 2 assessments was 7 to 10 days. The choice of the interval between the 2 assessments was based on a widely cited study that examined the validity of INTW assessments conducted by telephone vs in-person assessments of depression [21]. A shorter interval could increase the likelihood of repeating the answer from the first assessment in the subsequent assessment, whereas a longer interval could increase the probability of change in the actual severity of depression.

The SMS text messaging/INTW and INTW/SMS text messaging groups were used to examine the concordance between the SMS text messaging and INTW assessments. The SMS text messaging/SMS text messaging and INTW/INTW groups were used to evaluate test-retest reliability. Validity of the INTW assessment has been established in prior studies [21,31]; thus, the INTW assessment served as the gold standard in this study. The participants for this study were recruited from the participants of the prior Diabetes-Depression Care-management Adoption Trial (DCAT), a large, US Department of Health and Human Services–funded translational study, in partnership with the Los Angeles County Department of Health Services, the second largest safety net system in the United States [11,32-39]. These patients were chosen from the DCAT due to prior contact and rapport built in the DCAT, and the study fit the timeline for the funding requirement. The inclusion criteria were as follows: (1) patients were DCAT participants, (2) possessed an SMS text messaging–capable phone, (3) knew how to send and receive SMS text messages, and (4) could speak and read English or Spanish. Patients unable to provide consent were excluded from the study.

As described in the study protocol paper [30], there is no consensus in the method to determine the sample size a priori for a validity study. Well-received published studies that evaluated the PHQ and the SDS in primary care using an INTW assessment typically had a sample size that ranged from 100 to more than 3000 [21,33,40,41]. Using the method developed by Walter et al [42], the sample size needed to evaluate the concordance using an intraclass correlation coefficient (ICC) was 80 to attain a type I error of .05 and a type II error of .20 based on the assumptions that the minimum acceptable concordance was 0.6 (ie, threshold of good concordance as suggested by Cicchetti [43]) and the expected concordance was 0.75. The sample size needed to evaluate test-retest reliability using ICC was 40 to attain a type I error of 0.05 and a type II error of 0.20 based on the assumptions that the minimum acceptable test-retest reliability was 0.6 and the expected reliability was 0.8. The targeted sample size of this study was set to 200 (ie, 50 participants in each of the 4 groups). This led to a total of 100 subjects (ie, 50 in the SMS text messaging/INTW group and 50 in the INTW/SMS text messaging group) to evaluate concordance and 50 subjects per mode of assessment to evaluate test-retest reliability.

**Measurements**

The depression screening was conducted using the 2-item and 8-item PHQ (PHQ-2 and PHQ-8, respectively), which are widely used depression screening tools in primary care and general populations [27]. The PHQ-8 has 8 questions; each question uses a score of 0 to 3 to assess the frequency of a depressive symptom in the past 2 weeks. The total PHQ-8 score ranges from 0 to 24, with a higher score indicating severe depressive symptoms. A cutoff score of 8 has been suggested to identify major depression using the PHQ-8 [27]. The PHQ-2 comprises the first 2 questions of the PHQ-8. The PHQ-2 score ranges from 0 to 6, with PHQ-2≥2 indicating major depression [19]. Anxiety was assessed by the GAD-2 [44]. Each GAD-2 question uses a score of 0 to 3 to assess the frequency of an anxiety symptom in the past 2 weeks. The total GAD-2 score ranges from 0 to 6, with a higher score indicating severe anxiety symptoms. Functional disability was assessed by the SDS, which includes 3 questions to assess the degree of disruption (scored from 0 to 10) caused by health problems to work/school work, social life, and family life/home responsibilities [25]. The total SDS score ranges from 0 to 30, with a higher score indicating severe functional disability.

Participant characteristics included demographics (such as age, gender, race/ethnicity, language, marital status, and education), personality, cognitive diathesis to depression, depression stigma, and mobile phone use. Personality was measured by using the Ten-Item Personality measure of the Big Five personality scale: extraversion, agreeableness, conscientiousness, emotional stability, and openness to experience [45]. Cognitive diathesis to depression was measured by using the 9-item Dysfunctional Attitudes Scale (DAS)–Short Form [46]. The DAS measures 2 depression diatheses, ie, perfectionism and dependency, and has a score ranging from 0 to 3, with a higher score indicating higher depression diathesis. Depression stigma was measured by the Depression Stigma Scale (DSS) [47], which assesses both personal and perceived depression stigma. Both the personal and perceived DSS have a score range of 0 to 4, with a higher score indicating a higher stigma. Mobile phone usage was measured by recall questions for using the phone at least once per day during the past 2 weeks for the following functions: making a telephone call, sending or reading an SMS text message, using the internet, and using a mobile app. The number of mobile functions used daily by the participants was counted to generate a dichotomous variable indicating the use of three or more mobile functions. Using a mobile phone for health care was measured by recall questions asking if the mobile device was ever used for the following health care purposes: contacting a doctor, getting health information, and assistance with self-care. A dichotomous variable was generated to indicate
whether the participant ever used a mobile phone for multiple health care purposes.

**Statistical Analysis**

The participant characteristics were summarized using mean and standard deviation for continuous variables and frequency and percentage for dichotomous variables. The internal consistency was evaluated by using Cronbach alpha. The test-retest reliability of the SMS text messaging and INTW assessments was evaluated by using ICC. The concordance between the SMS text messaging and INTW assessments was evaluated by using ICC, a kappa statistic, an area under the receiver operating characteristic curve (AUROC), sensitivity, and specificity. ICC was used to measure the consistency or reproducibility of the SMS text messaging and INTW assessments. AUROC, sensitivity, and specificity were used to measure discriminative validity. The kappa statistic was used to measure interrater agreement. The kappa statistic, sensitivity, and specificity were computed using the threshold levels of PHQ-2 $\geq 3$, PHQ-8 $\geq 8$, GAD-2 $\geq 3$, and SDS $\geq 12$. The differences in the scores between the SMS text messaging and INTW assessments were summarized by using means and standard deviations. The differences were detected using a paired 2-tailed $t$ test.

A regression analysis was conducted to further examine the associations between the participant characteristics and the differences in the scores between the SMS text messaging and INTW assessments. To identify the most predictive variables, all patient characteristics, as summarized in Table 1, were entered into a least absolute shrinkage and selection operator (LASSO) variable selection procedure [39,48]. LASSO is a regression-based variable selection method that introduces a penalization parameter, lambda, to a standard regression to penalize the size of the coefficient estimate. As the lambda value increases, the coefficient estimate shrinks toward 0 but at varying speeds. The shrinkage speed provides a way to rank the predictive power of each variable, as variables with a slower shrinkage speed are ranked with stronger predictive power. The top 4 predictive variables selected by LASSO were included in the linear regression models to estimate their associations with the differences in the scores between the SMS text messaging and INTW assessments. The goodness of fit of the linear regression models was evaluated using the original and adjusted measures.

All statistical analyses were conducted using R, version 3.5.2 (R Core team) [49]. Cronbach alpha and ICC were calculated using the alpha and ICC functions, respectively, in the R psych package [50]. The kappa statistic was evaluated using the Kappa.test function in the R fmsb package [51]. The AUROC was evaluated using the roc function in the R pROC package [52]. LASSO variable selection was conducted using the glmnet function in the R glmnet package [53]. Finally, the linear regression analysis was performed using the R lm function.
Table 1. Summary of the participant characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All (N=206)</th>
<th>SMS text messaging/INTW (^a) (n=52)</th>
<th>SMS text messaging/SMS text messaging (n=53)</th>
<th>INTW/SMS text messaging (n=49)</th>
<th>INTW/INTW (n=52)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.11 (9.18)</td>
<td>58.54 (8.60)</td>
<td>55.35 (10.06)</td>
<td>57.24 (8.08)</td>
<td>57.33 (9.76)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>119 (57.8)</td>
<td>33 (63.5)</td>
<td>34 (64.2)</td>
<td>26 (53.1)</td>
<td>26 (50.0)</td>
</tr>
<tr>
<td>Latino, n (%)</td>
<td>192 (93.2)</td>
<td>50 (96.2)</td>
<td>51 (96.2)</td>
<td>44 (91.7)</td>
<td>47 (92.2)</td>
</tr>
<tr>
<td>Preferred Spanish language, n (%)</td>
<td>160 (77.7)</td>
<td>39 (75.0)</td>
<td>47 (88.7)</td>
<td>38 (77.6)</td>
<td>36 (69.2)</td>
</tr>
<tr>
<td>Less than high-school level education, n (%)</td>
<td>131 (63.6)</td>
<td>31 (59.6)</td>
<td>33 (62.3)</td>
<td>35 (71.4)</td>
<td>32 (61.5)</td>
</tr>
<tr>
<td>Extraversion score, mean (SD)</td>
<td>3.84 (1.15)</td>
<td>3.84 (1.23)</td>
<td>4.03 (1.00)</td>
<td>3.68 (1.05)</td>
<td>3.81 (1.28)</td>
</tr>
<tr>
<td>Agreeableness score, mean (SD)</td>
<td>6.43 (0.87)</td>
<td>6.45 (0.84)</td>
<td>6.75 (0.53)</td>
<td>6.17 (0.95)</td>
<td>6.31 (1.01)</td>
</tr>
<tr>
<td>Conscientiousness score, mean (SD)</td>
<td>5.51 (1.48)</td>
<td>5.60 (1.24)</td>
<td>5.52 (1.73)</td>
<td>5.36 (1.56)</td>
<td>5.55 (1.37)</td>
</tr>
<tr>
<td>Emotional stability score, mean (SD)</td>
<td>5.47 (1.44)</td>
<td>5.37 (1.47)</td>
<td>5.47 (1.48)</td>
<td>5.43 (1.42)</td>
<td>5.61 (1.43)</td>
</tr>
<tr>
<td>Openness to experience score, mean (SD)</td>
<td>3.77 (1.23)</td>
<td>3.61 (1.38)</td>
<td>3.90 (1.15)</td>
<td>3.72 (1.24)</td>
<td>3.83 (1.17)</td>
</tr>
<tr>
<td>Dysfunctional attitude scale, mean (SD)</td>
<td>0.58 (0.70)</td>
<td>0.55 (0.65)</td>
<td>0.65 (0.76)</td>
<td>0.50 (0.66)</td>
<td>0.61 (0.74)</td>
</tr>
<tr>
<td>Personal depression stigma, mean (SD)</td>
<td>2.16 (1.08)</td>
<td>2.00 (1.12)</td>
<td>2.31 (1.11)</td>
<td>2.13 (0.96)</td>
<td>2.21 (1.13)</td>
</tr>
<tr>
<td>Perceived depression stigma, mean (SD)</td>
<td>3.20 (0.91)</td>
<td>3.07 (1.02)</td>
<td>3.40 (0.73)</td>
<td>3.14 (0.99)</td>
<td>3.16 (0.86)</td>
</tr>
<tr>
<td>Mobile phone functions used every day (≥3), n (%)</td>
<td>131 (63.6)</td>
<td>33 (63.5)</td>
<td>39 (73.6)</td>
<td>33 (67.3)</td>
<td>26 (50.0)</td>
</tr>
<tr>
<td>0</td>
<td>3 (1.5)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (2.1)</td>
<td>2 (3.8)</td>
</tr>
<tr>
<td>1</td>
<td>13 (6.4)</td>
<td>3 (5.8)</td>
<td>1 (1.9)</td>
<td>1 (2.1)</td>
<td>8 (15.4)</td>
</tr>
<tr>
<td>2</td>
<td>56 (27.6)</td>
<td>16 (30.8)</td>
<td>12 (23.1)</td>
<td>12 (25.5)</td>
<td>16 (30.8)</td>
</tr>
<tr>
<td>3</td>
<td>5 (2.5)</td>
<td>0 (0.0)</td>
<td>4 (7.7)</td>
<td>0 (0.0)</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>4</td>
<td>126 (62.1)</td>
<td>33 (63.5)</td>
<td>35 (67.3)</td>
<td>33 (70.2)</td>
<td>25 (48.1)</td>
</tr>
<tr>
<td>Mobile phone used for multiple health care purposes, n (%)</td>
<td>86 (41.7)</td>
<td>22 (42.3)</td>
<td>26 (49.1)</td>
<td>22 (44.9)</td>
<td>16 (30.8)</td>
</tr>
<tr>
<td>0 purposes</td>
<td>22 (10.8)</td>
<td>6 (11.5)</td>
<td>2 (3.8)</td>
<td>4 (8.3)</td>
<td>10 (19.2)</td>
</tr>
<tr>
<td>1 purpose</td>
<td>96 (47.1)</td>
<td>24 (46.2)</td>
<td>24 (46.2)</td>
<td>22 (45.8)</td>
<td>26 (50.0)</td>
</tr>
<tr>
<td>2 purposes</td>
<td>54 (26.5)</td>
<td>14 (26.9)</td>
<td>17 (32.7)</td>
<td>14 (29.2)</td>
<td>9 (17.3)</td>
</tr>
<tr>
<td>3 purposes</td>
<td>32 (15.7)</td>
<td>8 (15.4)</td>
<td>9 (17.3)</td>
<td>8 (16.7)</td>
<td>7 (13.5)</td>
</tr>
</tbody>
</table>

\(^a\)INTW: interviewer.

Results

Participant Characteristics

Participants were recruited from June 2017 to November 2017, which led to the enrollment of 206 participants: 52 in the SMS text messaging/INTW, 53 in the SMS text messaging/SMS text messaging, 49 in the INTW/SMS text messaging, and 52 in the INTW/INTW groups. The average age of the participants was 57.1 years, 57.8% (119/206) were females, and 93.2% (192/206) were Latinos. In addition, 77.7% (160/206) chose Spanish as their preferred language. Compared with the personality norms from a large sample [54], participants in this study were more agreeable (mean: this study=6.43; norm for males aged 51-60 years=4.89; and norm for females aged 51-60 years=5.43), more emotionally stable (mean: this study=5.47; norm for males aged 51-60 years=4.80; and norm for females aged 51-60 years=4.66), less open to new experiences (mean: this study=3.84; norm for males aged 51-60 years=5.39; and norm for females aged 51-60 years=5.42), similar in extraversion (mean: this study=3.84;
norm for males aged 51-60 years=3.87; and norm for females aged 51-60 years=4.18), and similar in conscientiousness (this study=5.51; norm for males aged 51-60 years=5.11; and norm for females aged 51-60 years=5.35). Overall, 63.6% (131/206) of the participants used three or more mobile phone functions every day; only 41.7% (86/206) of the participants ever used a mobile phone for multiple health care purposes. Table 1 summarizes the participant characteristics.

Internal Consistency and Test-Retest Reliability
The internal consistency and test-retest reliability of the INTW and SMS text messaging assessments were evaluated by using Cronbach alpha and ICC, respectively. As shown in Table 2, all measurements except the SMS text messaging–assessed PHQ-2 had Cronbach alpha values ≥0.70. Following the guidelines [55,56], a Cronbach alpha value ≥0.70 indicates greater than acceptable internal consistency. Both the INTW and SMS text messaging assessments for the PHQ-8 and SDS had Cronbach alpha values ≥0.80, indicating good internal consistency [55,56]. All measurements except the INTW-assessed SDS had ICC values ≥0.75. Following the guidelines given by Cicchetti [43], these values indicate good to excellent test-retest reliability. The INTW-assessed SDS had an ICC value of 0.47, indicating fair test-retest reliability [43].

Table 2. Internal consistency and test-retest reliability of the interviewer and SMS text messaging assessments.

<table>
<thead>
<tr>
<th>Assessment mode</th>
<th>Internal consistency (Cronbach alpha)</th>
<th>Test-retest reliability (intraclass correlation coefficient)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interviewer assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2a</td>
<td>.71</td>
<td>.76</td>
</tr>
<tr>
<td>PHQ-8b</td>
<td>.86</td>
<td>.78</td>
</tr>
<tr>
<td>Anxiety (GAD-2c)</td>
<td>.82</td>
<td>.75</td>
</tr>
<tr>
<td>Functional disability (SDSd)</td>
<td>.80</td>
<td>.47</td>
</tr>
<tr>
<td><strong>SMS text messaging assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2</td>
<td>.68</td>
<td>.74</td>
</tr>
<tr>
<td>PHQ-8</td>
<td>.86</td>
<td>.81</td>
</tr>
<tr>
<td>Anxiety (GAD-2)</td>
<td>.71</td>
<td>.73</td>
</tr>
<tr>
<td>Functional disability (SDS)</td>
<td>.86</td>
<td>.82</td>
</tr>
</tbody>
</table>

aPHQ-2: 2-item Patient Health Questionnaire.
bPHQ-8: 8-item Patient Health Questionnaire.
cGAD-2: 2-item Generalized Anxiety Disorder scale.
dSDS: Sheehan Disability Scale.

Concordance
Table 3 summarizes the results of evaluating the concordance between the INTW and SMS text messaging assessments. The results show that the INTW-assessed depression and anxiety scores were lower on average than their paired SMS text messaging–assessed scores, indicating that people reported fewer symptoms of depression and anxiety via the INTW assessment than the SMS text messaging assessment. The INTW-assessed SDS scores were higher on average than their paired SMS text messaging–assessed scores, indicating that people reported more functional disability in the INTW assessment than the SMS text messaging assessment. Although paired t tests showed no significant differences in the mean scores, ICC and kappa statistic evaluations revealed some scales with poor concordance. ICC of the PHQ-2 was 0.32, indicating poor concordance between the INTW and SMS text messaging assessments [43]. ICC values of both the GAD-2 and the SDS were 0.54, suggesting fair concordance [43]. The PHQ-8 assessments had an ICC value of 0.73, indicating good concordance [43]. The kappa statistic suggested that the categorical agreements between the INTW and SMS text messaging assessments were poor for PHQ-2 ≥3 (kappa=0.19) and SDS ≥12 (kappa=0.13), following Landis and Koch [57]. The kappa statistic for GAD-2 ≥3 was 0.35, indicating fair agreement [57]. The kappa statistic for PHQ-8 ≥8 was 0.43, indicating moderate agreement [57]. The AUROC values were 0.84, 0.93, 0.76, and 0.94 for the PHQ-2, PHQ-8, GAD-2, and SDS, respectively. The sensitivity for the 3 shorter scales, ie, PHQ-2, GAD-2, and SDS, was <0.60, whereas the sensitivity for the PHQ-8 was 0.60. The specificity for all 4 scales was >0.85.
Table 3. Concordance between the interviewer and SMS text messaging assessments.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Interviewer assessment, mean (SD)</th>
<th>SMS text messaging assessment, mean (SD)</th>
<th>P value</th>
<th>Intraclass correlation coefficient</th>
<th>Kappa value</th>
<th>Area under the receiver operating characteristic curve</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Health Questionnaire (2-item)</td>
<td>0.67 (1.27)</td>
<td>1.23 (1.79)</td>
<td>.13</td>
<td>0.32</td>
<td>0.19</td>
<td>0.84</td>
<td>0.34</td>
<td>0.89</td>
</tr>
<tr>
<td>Patient Health Questionnaire (8-item)</td>
<td>3.29 (4.47)</td>
<td>3.89 (4.20)</td>
<td>.39</td>
<td>0.73</td>
<td>0.43</td>
<td>0.93</td>
<td>0.60</td>
<td>0.86</td>
</tr>
<tr>
<td>Anxiety (2-item Generalized Anxiety Disorder scale)</td>
<td>0.97 (1.49)</td>
<td>1.16 (1.63)</td>
<td>.64</td>
<td>0.54</td>
<td>0.35</td>
<td>0.76</td>
<td>0.50</td>
<td>0.89</td>
</tr>
<tr>
<td>Functional disability (Sheehan Disability Scale)</td>
<td>8.09 (6.40)</td>
<td>6.83 (8.03)</td>
<td>.16</td>
<td>0.54</td>
<td>0.13</td>
<td>0.94</td>
<td>0.59</td>
<td>1.00</td>
</tr>
</tbody>
</table>

aP value was calculated by using a paired t test.
bThe kappa statistic, sensitivity, and specificity were evaluated using a cutoff point of 3 for the 2-item Patient Health Questionnaire and 2-item Generalized Anxiety Disorder scale, 8 for the 8-item Patient Health Questionnaire, and 12 for the Sheehan Disability Scale.

Associations Between the Participant Characteristics and the Differences in the Interviewer and SMS Text Messaging Assessment Scores

A regression analysis was performed to further examine the associations between the participant characteristics and the differences in the INTW and SMS text messaging assessment scores. Table 4 summarizes the results. Compared with the participants who were more conscientious, the less-conscientious participants were significantly associated with reporting more symptoms of depression (as assessed by the PHQ-2 and PHQ-8) and anxiety (as assessed by the GAD-2) in the INTW assessment than the SMS text messaging assessment. Compared with the more emotionally stable participants, the less emotionally stable participants were significantly associated with reporting fewer symptoms of depression (as assessed by the PHQ-2 and PHQ-8) and anxiety (as assessed by the GAD-2) in the INTW assessment than the SMS text messaging assessment. Compared with the participants who were not extremely agreeable, the extremely agreeable participants were significantly associated with reporting more depression symptoms (as assessed by the PHQ-2 and PHQ-8) in the INTW assessment than the SMS text messaging assessment. Compared with the participants who were open to new experiences, those who were less open to new experiences were significantly associated with reporting more functional disability (as assessed by the SDS) in the INTW assessment than the SMS text messaging assessment. All personality-related differences were non-negligible as the differences were >1 point for the PHQ-2 and GAD-2 (both have scores ranging from 0 to 6) and >2 points for the PHQ-8 (with a score ranging from 0 to 24). A personal depression stigma was significantly associated with reporting less depression (as assessed by the PHQ-8) and anxiety (as assessed by the GAD-2) in the INTW assessment than the SMS text messaging assessment. The only significant demographic variable was being married, which was significantly associated with reporting less depression (as assessed by the PHQ-8) in the INTW assessment than the SMS text messaging assessment. The R² goodness of fit evaluation model showed that all regression models explained at least 40% of the variance in the data. The adjusted R² values were >0.30 for all models. The regression model for the difference in PHQ-8 had the best goodness of fit, with R²=0.56 and adjusted R²=0.48. Diagnostic plots of the regression did not reveal any violation of the underlying assumptions of the model.
This study examined the validity of screening depression and related comorbid conditions, including anxiety and functional disability via the SMS text messaging and INTW assessments for underserved, predominantly minority safety net primary care patients. Although the longer PHQ-8 depression screening scale had good internal consistency, test-retest reliability, and concordance, the 3 shorter scales, ie, the PHQ-2, GAD-2, and SDS, had poor-to-moderate levels of concordance between the SMS text messaging and INTW assessments. In particular, the PHQ-2 depression screening scale had poor concordance, as measured by ICC and Cohen kappa, between the SMS text messaging and INTW assessments. The kappa value of the SDS also indicated poor agreement. The interrater agreement as measured using Cohen kappa would improve if different cutoff points were assigned based on the modes of assessment. The kappa value for the PHQ-2 depression screening scale would improve from 0.19 (indicating poor agreement) to 0.52 (indicating moderate agreement) if the cutoff points were changed from 3 for both modes of assessment to 2 for the INTW assessment and to 3 for the SMS text messaging assessment. Similarly, the kappa value for the SDS would improve from 0.13 (indicating poor agreement) to 0.49 (indicating moderate agreement) if the cutoff points were changed from 12 for both modes of assessment to a cutoff point of 12 for the INTW assessment and 9 for the SMS text messaging assessment.

This study found that participants reported more symptoms of depression and anxiety via the SMS text messaging assessment than the INTW assessment. In contrast, less functional disability was reported via the SMS text messaging assessment than the INTW assessment. The regression analysis revealed that a higher level of personal depression stigma was associated with reporting more symptoms of depression and anxiety via the SMS text messaging assessment than the INTW assessment. This finding supports the hypothesis that SMS text messaging creates a private and secure environment with less social desirability bias and therefore encourages people to self-report stigmatized symptoms of depression and anxiety [26-28]. The analysis also identified that the differences in the scores between the SMS text messaging and INTW assessments were associated with personality traits. Personality traits refer to habitual patterns of behavior, thoughts, and emotions that are relatively stable over time, are relatively consistent among situations, and influence behavior [58]. As few studies have examined the relationship between personality traits and self-reporting of sensitive health information, it is difficult to judge whether these findings imply causal relationships or merely a statistical association. The finding that a higher level of conscientiousness was related to reporting more symptoms of depression and anxiety via the SMS text messaging assessment than the INTW assessment may be explained by the nature of conscientious participants, who tended to be careful, diligent, and deliberate and who were better at retrieving and reporting symptoms of depression and anxiety in the more private, less time-pressured and less socially biased environment created by the SMS text messaging assessment. A lower level of emotional stability and less socially biased environment created by the SMS text messaging assessment. A lower level of emotional stability was related to reporting more symptoms of depression and anxiety via the SMS text messaging assessment than the INTW assessment. This finding supports the hypothesis that SMS text messaging is more likely to detect symptoms of depression and anxiety than the INTW assessment. The agreement as measured by ICC and Cohen kappa was moderate for the SDS, had poor-to-moderate levels of concordance between the SMS text messaging and INTW assessments. The kappa value of the SDS also indicated poor agreement.

Table 4. Linear regression analysis using the top 4 predictors selected by least absolute shrinkage and selection operator to predict the differences between the interviewer and SMS text messaging assessments.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Difference between interviewer and SMS text messaging assessments, estimate of coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient Health Questionnaire (2-item)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.76 (0.58 to 2.94)&lt;sup&gt;f&lt;/sup&gt; 2.39 (0.27 to 4.51)&lt;sup&gt;f&lt;/sup&gt; 1.09 (0.09 to 2.05)&lt;sup&gt;f&lt;/sup&gt; –3.75 (–8.57 to 1.07)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder scale (2-item)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>–1.45 (–2.54 to –0.36)&lt;sup&gt;f&lt;/sup&gt; –1.09 (–2.04 to –0.14)&lt;sup&gt;e&lt;/sup&gt; 2.74 (–1.88 to 7.36) 5.51 (0.50 to 10.51)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sheehan Disability Scale&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.33 (0.17 to 2.49)&lt;sup&gt;f&lt;/sup&gt; 2.35 (0.38 to 0.32)&lt;sup&gt;e&lt;/sup&gt; –0.50 (–0.98 to –0.02)&lt;sup&gt;e&lt;/sup&gt; –0.36 (–1.14 to 0.42)</td>
</tr>
<tr>
<td>Personal depression stigma</td>
<td>–0.94 (–1.87 to –0.10)&lt;sup&gt;f&lt;/sup&gt; –0.50 (–0.98 to –0.02)&lt;sup&gt;e&lt;/sup&gt; –0.36 (–1.14 to 0.42)</td>
</tr>
<tr>
<td>Dysfunctional attitude score</td>
<td>–2.37 (–4.39 to –0.34)&lt;sup&gt;f&lt;/sup&gt; –1.76 (–3.75 to 0.26)</td>
</tr>
</tbody>
</table>

<sup>a</sup><sup>R²</sup> value=0.46, adjusted; <sup>R²</sup> value=0.38 <sup>b</sup><sup>R²</sup> value=0.56, adjusted; <sup>R²</sup> value=0.48 <sup>c</sup><sup>R²</sup> value=0.44, adjusted; <sup>R²</sup> value=0.36 <sup>d</sup><sup>R²</sup> value=0.40, adjusted; <sup>R²</sup> value=0.31 <sup>e</sup>p<.05. <sup>f</sup>Some cells are empty because the corresponding variables are not selected into the regression model.

Discussion

Principal Findings

This study examined the validity of screening depression and related comorbid conditions, including anxiety and functional disability via the SMS text messaging and INTW assessments for underserved, predominantly minority safety net primary care patients. Although the longer PHQ-8 depression screening scale had good internal consistency, test-retest reliability, and concordance, the 3 shorter scales, ie, the PHQ-2, GAD-2, and SDS, had poor-to-moderate levels of concordance between the SMS text messaging and INTW assessments. In particular, the PHQ-2 depression screening scale had poor concordance, as measured by ICC and Cohen kappa, between the SMS text messaging and INTW assessments. The kappa value of the SDS also indicated poor agreement. The interrater agreement as measured using Cohen kappa would improve if different cutoff points were assigned based on the modes of assessment. The kappa value for the PHQ-2 depression screening scale would improve from 0.19 (indicating poor agreement) to 0.52 (indicating moderate agreement) if the cutoff points were changed from 3 for both modes of assessment to 2 for the INTW assessment and to 3 for the SMS text messaging assessment. Similarly, the kappa value for the SDS would improve from 0.13 (indicating poor agreement) to 0.49 (indicating moderate agreement) if the cutoff points were changed from 12 for both modes of assessment to a cutoff point of 12 for the INTW assessment and 9 for the SMS text messaging assessment.
appeared to be associated with reporting more symptoms of depression and anxiety via the SMS text messaging assessment than the INTW assessment. This may be explained by the fact that people with a lower level of emotional stability tend to have a higher level of negative emotional experience [59] such as sadness and fear, which are core symptoms of depression and anxiety measured by the PHQ-2 and GAD-2. The less-pressured environment of the SMS text messaging assessment may facilitate better retrieval and reporting of these negative emotional experiences. To the best of our knowledge, no study has reported a reasonable explanation for the correlations between agreeableness and openness to new experience and the differences in reporting via the SMS text messaging and INTW assessments. Those correlations may be caused by some unknown mechanism or merely randomness in the data. Finally, the regression analysis identified that unmarried participants reported more depressive symptoms via the INTW assessment than the SMS text messaging assessment. This phenomenon may be explained by unmarried participants who may be more likely to use the INTW assessment to seek help by reporting more symptoms [29], whereas married participants were less likely to do so as they may have stronger social network support. Overall, the regression analysis suggested that people may self-report sensitive health information differently to technology-mediated assessment than INTW assessment modes based on their personality traits, stigma with depression, and certain demographic characteristics.

Limitations
This study had a few limitations that should be discussed. First, the study participants’ experience built in the prior DCAT study may have made those participants more familiar with technology-mediated assessments than the average person in the targeted study population. Nevertheless, the 4-year interval between the DCAT study (conducted during 2010-2013) and this study (conducted in 2017) was not short and thus is likely to decrease the potential influence of the DCAT assessment. Second, the study participants were predominantly Latinos, which may limit the generalizability of the results to other safety net primary care populations, particularly those of African American patients. Finally, the statistical associations revealed by the regression analysis need further exploration for the causal mechanism underlying self-reporting sensitive health information via different modes of assessment.

Conclusions
This study examined the validity of screening depression and related conditions via an SMS text messaging vs interview assessment for underserved, predominantly minority safety net primary care patients. The depression screening conducted using the longer PHQ-8 scale via SMS text messaging demonstrated good internal consistency, test-retest reliability, and concordance with the gold standard INTW assessment mode. Deploying shorter scales via SMS text messaging should be done cautiously. A further regression analysis supported that technology-mediated assessments, such as SMS text messaging, may create a private space with less pressure from personal depression stigma and therefore encourage self-disclosure of depressive symptoms. Other characteristics such as personality traits and certain demographic characteristics were also associated with the difference between technology-mediated and INTW assessment modes.
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Abstract

Background: Smartphone apps promoting physical activity (PA) are abundant, but few produce substantial and sustained behavior change. Although many PA apps purport to induce users to compare themselves with others (by invoking social comparison processes), improvements in PA and other health behaviors are inconsistent. Existing literature suggests that social comparison may motivate PA for some people under some circumstances. However, 2 aspects of work that apply social comparison theory to PA apps remain unclear: (1) how comparison processes have been operationalized or harnessed in existing PA apps and (2) whether incorporating sources of variability in response to comparison have been used to tailor comparison features of apps, which could improve their effectiveness for promoting PA.

Objective: The aim of this meta-review was to summarize existing systematic, quantitative, and narrative reviews of behavior change techniques in PA apps, with an emphasis on social comparison features, to examine how social comparison is operationalized and implemented.

Methods: We searched PubMed, Web of Science, and PsycINFO for reviews of PA smartphone apps. Of the 3743 initial articles returned, 26 reviews met the inclusion criteria. Two independent raters extracted the data from these reviews, including the definition of social comparison used to categorize app features, the percentage of apps categorized as inducing comparison, specific features intended to induce comparison, and any mention of tailoring comparison features. For reference, these data were also extracted for related processes (such as behavioral modeling, norm referencing, and social networking).

Results: Of the included review articles, 31% (8/26) categorized app features as prompting social comparison. The majority of these employed Abraham and Michie’s earliest definition of comparison, which differs from versions in later iterations of the same taxonomy. Very few reviews specified what dimension users were expected to compare (eg, steps, physical fitness) or which features of the apps were used to induce comparison (eg, leaderboards, message boards). No review referenced tailoring of comparison features. In contrast, 54% (14/26) reviews categorized features for prompting behavioral modeling and 31% (8/26) referenced tailoring app features for users’ personal goals or preferences.

Conclusions: The heterogeneity across reviews of PA apps and the absence of relevant information (eg, about dimensions or features relevant for comparison) create confusion about how to best harness social comparison to increase PA and its effectiveness in future research. No evidence was found that important findings from the broader social comparison literature (eg, that people have differing preferences for and responses to social comparison information) have been incorporated in the design of existing PA apps. Greater integration of the mobile health (mHealth) and social comparison literatures may improve the effectiveness of PA apps, thereby increasing the public health impact of these mHealth tools.

International Registered Report Identifier (IRRID): RR2-https://osf.io/nh4td/

(J Med Internet Res 2020;22(3):e15642) doi:10.2196/15642
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Introduction

Despite decades of intervention efforts by several health care disciplines, physical inactivity remains a leading cause of morbidity and mortality in the United States [1]. Many emerging digital health interventions focus on promoting physical activity (PA) [2], delivered via mobile health (mHealth) applications or smartphone apps. For example, more than 5000 apps available from the iTunes and Google Play app stores are designed to promote PA (alone or in the context of weight loss) [3]. Although many of these apps are user-friendly and elicit high user engagement [4], most are designed without input from behavioral scientists or other health professionals and reach the market without rigorous scientific evaluation [5,6]. Conversely, evidence-based PA apps have been developed by researchers, but these apps rarely reach the commercialization stage (due to a lack of resources) and research participants show modest engagement with them [7]. These limitations may contribute to the low efficacy of existing PA apps; those that have been tested in randomized controlled trials produce only short-term increases in activity [8].

Thus, few existing PA apps are simultaneously grounded in behavior change science, engaging for potential users, and effective over the long term. Efforts are needed to improve PA app design to optimize both user engagement and intervention effectiveness. Currently, both commercial and researcher-developed PA apps vary in the extent to which they employ specific behavior change techniques (BCTs) [9]. In fact, considerable research effort has been devoted to determining the number and type of BCTs in existing apps. Social comparison (ie, evaluating one’s standing relative to others) [10] is a BCT used in several commercial and researcher-developed apps [6]. Comparison has also been identified as one of the most effective techniques for promoting PA in face-to-face behavioral interventions [11,12]. In PA apps, social comparison is activated when a user’s information is listed alongside that of other users, for example, via activity engagement rankings (leaderboards). Comparison may also be activated by any feature that exposes app users to information about other users (eg, message boards or other social networking features). However, PA app developers have not always recognized that social comparison is a complex process; it can be activated by various factors and has several possible outcomes. A comprehensive assessment of how social comparison is being currently used in PA apps and whether current methods capitalize fully on the theoretical and empirical social comparison literature has not been available. Such a review could begin to suggest how to optimize an app’s social comparison features and, potentially, improve its efficacy.

To illustrate the complexities of social comparison processes, consider that PA is a multifaceted concept; there are various dimensions of PA (eg, steps per day, minutes of intense aerobic activity per week, appearance of muscularity, overall physical fitness), and app users may focus on any or all of these as the subject of social comparison. In addition, BCTs such as behavioral modeling (ie, providing examples of behavior engagement to encourage others to engage) and norm referencing (ie, providing information about group norms or averages) often are differentiated from social comparison as mechanisms of behavior change [9]. However, these mechanisms can explicitly or implicitly prompt a comparison of an aspect of the self to another person (or persons). Furthermore, modeling and norm referencing are assumed to prompt social comparisons in some classification systems [13]. An additional complication is that although research has found that social comparisons (via leaderboards or through these other processes) may promote PA [14,15], some experiments find that social comparisons can have negative consequences, such as worsened mood and decreased motivation for or engagement in healthy behavior [16-19]. Exposing users to others who have engaged in more PA than they have might be either inspiring (by learning what they might achieve [20]) or discouraging (by seeing themselves as inferior or incapable of achieving activity goals [16,21,22]). Conversely, exposing users to others who have engaged in less PA than they have may be satisfying (because they are outperforming their peers) or stressful (because they might also become more sedentary) [23,24].

Moreover, existing literature on social comparison processes shows that people’s responses to comparison, as well as their preferences for the comparison information they receive, differ at 2 levels. At the between-person (or dispositional) level, different users may show different responses or preferences that are consistent over time [25]. At the within-person level, the same user may show variability in their responses and preferences over time [26,27]. Devising apps to modify social comparison features to match the general preferences of individual users or contextual preferences over time might be more effective for promoting PA, versus exposing everyone to the same comparison information. Such personalization or tailoring may prevent users from disengaging from social comparison or from PA apps altogether, especially if they repeatedly receive (potentially) discouraging comparison information [16,28].

To what extent distinct dimensions and possible outcomes of social comparison are considered in existing PA apps remains an open question. A search of available literature reveals more than 100 published reviews about PA apps, surveying thousands of individual app-based programs. A number of these reviews intentionally categorize app features, including social comparison (using the BCT taxonomy [9] and other frameworks). These summaries are intended to inform future app design and evaluation [29,30]. However, to our knowledge, no review or synthesis of reviews has focused on social comparison or considered whether findings from the mainstream comparison literature have been incorporated.

This scoping review had the following objectives: (1) to determine how social comparison is currently defined and categorized in existing systematic, meta-analytic, and narrative reviews of commercially available and researcher-developed...
PA apps, (2) to examine the methods for activating and facilitating social comparison in the PA apps identified in these reviews, and (3) to determine to what extent different elements of social comparison are included as design features in the PA apps. This review represents an initial step for the formulation of best practice recommendations for including social comparison features in PA apps.

Methods

Guidelines

This review followed the initial guidelines delineated by Arksey and O’Malley [31] and the recent Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) Extension for Scoping Reviews (PRISMA-ScR) [32]. A description of the protocol for this review is registered with the Open Science Framework.

Research Questions

This scoping review was guided by the following a priori research questions:

1. How often does social comparison appear as a key behavior change mechanism in published reviews of PA smartphone apps?
2. How is social comparison defined in published reviews of PA smartphone apps?
3. How are app features categorized as social comparison (vs other behavior change processes) in published reviews of PA apps?
4. What methods by which social comparison is activated or facilitated in PA apps are included in published reviews?
5. To what extent (and how) have PA apps included in published reviews addressed between- and within-person variability in responses to social comparison (eg, via tailoring)?
6. To what extent (and how) is social comparison differentiated from related processes, such as modeling and norm referencing, in published reviews of PA apps?

Identification and Selection of Relevant Reviews

Inclusion and exclusion criteria were chosen by the first and last authors (DA and JS). Review articles were eligible for inclusion if they met the following criteria: (1) available in English; (2) published on or before May 31, 2019; (3) conducted a systematic or narrative review, or meta-analysis; (4) reviewed the features of commercially available smartphone apps or included formal intervention programs delivered via smartphone apps; and (5) used increasing PA or reducing sedentary time as a key behavioral outcome. An initial examination of the literature revealed that many reviews in the domain of mHealth combine PA with related weight control outcomes. Consequently, reviews that met the first 4 criteria and used weight loss or PA plus other behaviors (eg, diet and weight loss) as outcomes were included.

Reviews were excluded if they considered interventions that combined an app modality with other modalities (eg, websites, text messages, etc) because they might obscure conclusions specific to apps. Apps geared toward particular medical populations also were excluded because these interventions tend to promote multiple behavior changes and set illness-specific PA targets, rather than focusing on broad-based PA increases. Finally, apps involving gamified interventions were excluded because they typically engage a variety of social processes, in addition to social comparison, to create competition with other users or teams of users. Dissecting comparison features from features intended to induce other processes in this context can be very challenging.

We searched PubMed, PsycINFO, and Web of Science for publications related to the use of smartphone apps for increasing PA. Search terms were combinations of “physical activity” or “exercise” and “smartphone app(lication),” “mobile app(lication),” or “mHealth.” Resulting titles and abstracts were reviewed to determine relevance to our 6 research questions. Initial database and hand searches returned 3743 individual articles of which 2247 were duplicates, leaving 1496 unique articles. A PRISMA-ScR flowchart, shown in Figure 1, details the evaluation of each article for inclusion in this review. The majority of articles that were identified described empirical studies. Initial reviews were conducted by the first 3 authors (DA, MB, and KP) who were responsible for determining inclusion for an equal subset of identified articles. Final review and inclusion decisions were made by the first author (DA). The final set of 26 review articles were coded for the characteristics described in the following section.
Data Extraction and Article Coding

The first and last authors (DA and JS) determined the types of data to be extracted from each article. The second and third authors (MB and KP, respectively) each independently read and extracted the following data from the 26 reviews: authors; year of publication; review of commercially available versus researcher-developed apps (or combination); number of apps reviewed; specific behavior change outcome targeted by the app (eg, overall PA, sedentary behavior, weight loss); percentage of apps that included social comparison features; the definition of social comparison; the specific features for inducing social comparison (eg, leaderboards); the social comparison dimension (eg, steps, physical fitness); and the presence (vs absence) and type or types of social comparison tailoring. Additional data extracted included the percentage of apps categorized as modeling/demonstrating a behavior, providing normative information about others' behavior, and social networking (eg, message boards). These features are associated with the opportunity to make comparisons, even if comparison is not considered the primary BCT induced.

For reviews that explicitly categorized features based on social comparison or other types of social influence (eg, modeling), the percentages attributed to social comparison processes were taken directly from the original published review. For reviews that did not use these terms, the percentages were calculated manually by reviewing the details available in the original published review, where possible (eg, references to social networking features or exposure to information about other users). As for all other data extraction, the second and third authors (MB and KP, respectively) independently determined the percentages of apps that categorized features as inducing social comparison or other social processes. The first author (DA) then calculated the interrater agreement (91%) and independently rated a subset of included reviews to verify the accuracy; the remaining discrepancies were resolved by consensus.

Results

Types of Reviews

Among the 26 articles reviewed, the number of apps identified as promoting PA or weight control ranged from 12 [33] to more than 28,000 [34]. Of these 26 articles, 10 (38%) focused exclusively on apps intended to increase PA and 10 (38%) focused on weight loss, weight management, or obesity intervention (the largest subsets; see Table 1). The remaining reviews (6/26, 23%) considered a combination of diet, PA, and/or weight control/obesity prevention. The majority of articles reviewed only commercially available apps (19/26, 73%), primarily those available through the iTunes App Store (Apple operating system). Only 27% (7/26) of reviews appeared to include apps developed or empirically tested by researchers. The popularity of these reviews appeared to increase through 2014 (peaking in 2014-2016) and then decrease through 2019.
Table 1. Descriptive information for each included review of physical activity and related apps.

<table>
<thead>
<tr>
<th>Author and year</th>
<th>Type(s) of apps</th>
<th>Apps reviewed, n</th>
<th>Operating system(s)</th>
<th>Behavioral target or targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brannon and Cushing (2015) [37]</td>
<td>Both&lt;sup&gt;a&lt;/sup&gt;</td>
<td>200 (number of PA apps only)</td>
<td>Apple</td>
<td>Improve diet or physical activity</td>
</tr>
<tr>
<td>Breton et al (2011) [38]</td>
<td>Commercial</td>
<td>204</td>
<td>Apple</td>
<td>Weight management</td>
</tr>
<tr>
<td>Conroy et al (2014) [29]</td>
<td>Commercial</td>
<td>200</td>
<td>Apple and Android</td>
<td>Increase physical activity</td>
</tr>
<tr>
<td>Dute et al (2016) [33]</td>
<td>Researcher developed</td>
<td>12</td>
<td>Apple</td>
<td>Healthy nutrition, or physical activity, or overweight prevention</td>
</tr>
<tr>
<td>Jee (2017) [40]</td>
<td>Both</td>
<td>200</td>
<td>Apple and Android</td>
<td>Increase physical activity</td>
</tr>
<tr>
<td>Jeon et al (2014) [41]</td>
<td>Commercial</td>
<td>104</td>
<td>Apple</td>
<td>Weight management</td>
</tr>
<tr>
<td>Nikolaou and Lean (2017) [34]</td>
<td>Commercial</td>
<td>28,905</td>
<td>Apple, Android, Amazon, Windows, Blackberry</td>
<td>Weight management</td>
</tr>
<tr>
<td>Quelly et al (2016) [44]</td>
<td>Researcher developed</td>
<td>9</td>
<td>Not applicable</td>
<td>Improve weight-related behaviors, psychosocial factors, and/or anthropometric outcomes</td>
</tr>
<tr>
<td>Schoeppe et al (2016) [45]</td>
<td>Both</td>
<td>27</td>
<td>Not mentioned</td>
<td>Improve diet, physical activity, and/or sedentary behavior</td>
</tr>
<tr>
<td>Schoeppe et al (2017) [46]</td>
<td>Commercial</td>
<td>25</td>
<td>Apple and Android</td>
<td>Improve diet, physical activity, and/or sedentary behavior</td>
</tr>
<tr>
<td>Schoffman et al (2013) [47]</td>
<td>Commercial</td>
<td>57</td>
<td>Apple</td>
<td>Pediatric weight management</td>
</tr>
<tr>
<td>Stuckey et al (2017) [48]</td>
<td>Both</td>
<td>18</td>
<td>Not mentioned</td>
<td>Increase physical activity</td>
</tr>
<tr>
<td>Vlahu-Gjorgievska et al (2018) [49]</td>
<td>Researcher tested&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6</td>
<td>Not mentioned</td>
<td>Weight management</td>
</tr>
<tr>
<td>Wearing et al (2014) [51]</td>
<td>Commercial</td>
<td>62</td>
<td>Apple</td>
<td>Pediatric weight management</td>
</tr>
<tr>
<td>West et al (2012) [52]</td>
<td>Commercial</td>
<td>3336</td>
<td>Apple</td>
<td>Increase physical activity</td>
</tr>
<tr>
<td>Yang et al (2015) [53]</td>
<td>Commercial</td>
<td>100</td>
<td>Apple and Android</td>
<td>Increase physical activity</td>
</tr>
</tbody>
</table>

<sup>a</sup>Both: the article reviewed both commercially available and researcher-developed apps.

<sup>b</sup>Researcher tested: commercially available apps evaluated in formal research studies.

Social Comparison in Physical Activity Apps

Reference to Social Comparison as a Behavior Change Mechanism

Of the included review articles, 31% (8/26) categorized app features as inducing social comparison (see Table 2). The percentages of apps with social comparison features ranged from 8% (2/27) [45] to 66% (43/65) [36], with an average of 30% across reviews that used social comparison as a category (see Table 3).
Table 2. Summary of social comparison data extracted from each review of physical activity apps.

<table>
<thead>
<tr>
<th>Author and year</th>
<th>SC(^a) definition</th>
<th>Apps with SC as a category, n (%)</th>
<th>SC features</th>
<th>Apps specifying the SC dimension, n (%)</th>
<th>Apps with SC tailoring, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azar et al (2013) [35]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Brannon and Cushing (2015) [37]</td>
<td>Abraham and Michie (2008) [9]</td>
<td>9 (14)(^c)</td>
<td>“Most commonly be seen in the case of group practice but could also be employed using detailed case studies in text or video or by pairing people as supports.”</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Breton et al (2011) [38]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Dute et al (2016) [33]</td>
<td>Abraham and Michie (2008) [9]</td>
<td>1 (8)(^f)</td>
<td>Activity sharing and connection to a partner whose activities are visible</td>
<td>4 (33)(^f) (sharing activities)</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Jee (2017) [40]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Competitions</td>
<td>Not specified</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Jeon et al (2014) [41]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Modave et al (2015) [42]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Nikolaou and Lean (2017) [34]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Payne et al (2015) [43]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Quelly et al (2016) [44]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Schoeppe et al (2016) [45]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Social comparison with friends via leaderboards</td>
<td>Not specified (comparison of physical activity behavior)</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Schoffman et al (2013) [47]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Stuckey et al (2017) [48]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Vlahu-Gjorgievska et al (2018) [49]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Wang et al (2015) [50]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Wearing et al (2014) [51]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>West et al (2012) [52]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
</tbody>
</table>

\(^a\)SC: social comparison.
Table 3. Percentages of articles reviewed (26 articles) that included each behavior change technique (BCT) category, and average percentages of apps identified by these articles as including features that belong to each BCT category.

<table>
<thead>
<tr>
<th>Behavior change technique (BCT)</th>
<th>Percentage of articles reviewed (N=26)</th>
<th>Average percent of apps with designated features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social comparison</td>
<td>31</td>
<td>30</td>
</tr>
<tr>
<td>Modeling</td>
<td>54</td>
<td>35</td>
</tr>
<tr>
<td>Normative feedback</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>Social networking</td>
<td>38</td>
<td>32</td>
</tr>
<tr>
<td>Tailoring (general)</td>
<td>31</td>
<td>40</td>
</tr>
</tbody>
</table>

Definitions of Social Comparison

The majority of articles that referenced social comparison (5/8, 63%) employed Abraham and Michie’s [9] BCT definition of social comparison—“facilitate[ing] observation of nonexpert others’ performance for example, in a group class or using video or case study.” Other definitions included those proposed by Michie et al’s [54] revised Coventry, Aberdeen & London – Refined CALO-RE BCT or Michie et al’s [13] hierarchy of BCTs; see Table 4 for the full text and frequencies of these definitions. Of note, Abraham and Michie’s [9] definition specifies that comparison targets are nonexperts, and Michie et al’s [54] definition explicitly states that merely exposing users to others using group settings does not constitute social comparison, as several other processes could be engaged (eg, modeling, social support).

Table 4. Definitions of social comparison used in existing reviews of physical activity apps.

<table>
<thead>
<tr>
<th>Author and year</th>
<th>Definition</th>
<th>Reviews using this definition, n (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abraham and Michie (2008) [9]</td>
<td>“Facilitate observation of nonexpert others’ performance for example, in a group class or using video or case study.”</td>
<td>6 (67)</td>
</tr>
<tr>
<td>Michie et al (2011) [54]</td>
<td>“Facilitate social comparison Involves explicitly drawing attention to others’ performance to elicit comparisons. NB: The fact the intervention takes place in a group setting, or have been placed in groups on the basis of shared characteristics, does not necessarily mean social comparison is actually taking place. Social support may also be encouraged in such settings. Group classes may also involve instruction, demonstration, and practice.”</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Michie et al (2013) [13]</td>
<td>“Draw attention to others’ performance to allow comparison with the person’s own performance. Note: being in a group setting does not necessarily mean that social comparison is actually taking place.”</td>
<td>2 (22)</td>
</tr>
</tbody>
</table>

aPercentages above use a denominator of N=8, the number of reviews that categorized app features as social comparison.

Social Comparison App Features

Across definitions, only some of the articles that categorized social comparison (5/8, 63%) specified or implied which features they considered to induce comparison. These reviews referenced leaderboards [46], competitions [40], sharing information with other users [33], and connections between users [30]. One article described social comparison as features such as “group practice… [and] detailed case studies in text or video or by pairing people as supports” [37]. Another review indicated that friendly competitions were available in some apps but did not include them as features that prompt social comparison [45].

Dimension of Comparison

Of the 8 articles that categorized features inducing social comparison, 3 (38%) referenced the specific dimension. One review indicated that users could share/compare their activities (33% of apps reviewed) [33]; the other distinguished between apps that allowed for comparison of behavior (66% of apps reviewed) and comparison of outcomes (13% of apps reviewed) [36]. Comparison of behavior was most often described as a demonstration of particular exercises (ie, modeling), whereas comparison of outcomes referred to potential consequences of a behavior, rather than to social comparison [13]. The third review described apps that allowed sharing/comparing PA information [46], although without specifying the percentages of apps with such features.
Acknowledgment of Between- and Within-Person Variability or Tailoring of Comparison Features

None of the articles reviewed referred to individual (between-person) differences in social comparison responses or preferences, a change in these responses or preferences (within-person) over time, or tailoring social comparison features to address either level of variability. In contrast, 8 of the 26 included articles (31%) described tailoring or personalization with respect to feedback on user progress toward behavioral goals (92% of apps reviewed; see Table 5) [36]. For example, users who did not meet the PA guidelines for a given period were given a visual comparison of their PA to the recommended level of PA (vs reinforcement for those who met the guidelines), with PA information matched to users’ demographic characteristics (eg, PA and aging for those over 45, PA and weight loss for those with BMIs greater than 25) [55]. Reviews also referenced tailoring with respect to matching motivational cueing (28% of apps reviewed) [48], exercise prescriptions (11% of apps reviewed) [48], and encouraging messages (33% of apps reviewed) [49] to users’ progress and/or preferences.

Table 5. Summary of tailoring, modeling, norm referencing, and social networking data extracted from each review of physical activity apps.

<table>
<thead>
<tr>
<th>Author and year</th>
<th>Apps with any tailoring, n/N (%)</th>
<th>Apps with modeling as a category, n/N (%)</th>
<th>Apps with normative feedback, n/N (%)</th>
<th>Apps with social networking capabilities, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azar et al (2013) [35]</td>
<td>Not mentioned</td>
<td>Not specified</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Bondaronek et al (2018) [36]</td>
<td>60/65 (92)</td>
<td>31/65 (47)</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Brannon and Cushing (2015) [37]</td>
<td>Not mentioned</td>
<td>124/200 (62.0)</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Breton et al (2011) [38]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>7/204 (3.4)</td>
</tr>
<tr>
<td>Conroy et al (2014) [29]</td>
<td>Not mentioned</td>
<td>106/200 (53.0)</td>
<td>2/200 (1.0)</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Jee (2017) [40]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Jeon et al (2014) [41]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Middelweerd et al (2014) [3]</td>
<td>66/64 (100)</td>
<td>7/64 (11)</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Modave et al (2015) [42]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>1/30 (3)</td>
</tr>
<tr>
<td>Nikolaou and Lean (2017) [34]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Rivera et al (2016) [5]</td>
<td>7/393 (1.8)</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Vlahu-Gjorgevska et al (2018) [49]</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>West et al (2012) [52]</td>
<td>Not mentioned</td>
<td>1235/3336 (37.0)</td>
<td>Not mentioned</td>
<td>1535/3336 (46.0)</td>
</tr>
<tr>
<td>Yang et al (2015) [53]</td>
<td>47/100 (47.0)</td>
<td>Not mentioned</td>
<td>Not mentioned</td>
<td>32/100 (32.0)</td>
</tr>
</tbody>
</table>

Other App Processes Relevant to Social Comparison

Modeling/Demonstrating Behavior

Of the 26 articles, 14 (54%) classified app features as modeling or demonstrating particular behaviors (eg, proper exercise form; see Table 5). The percentage of app features categorized as modeling in each review ranged in size from 7% [45] to 53% [29,38], with an average of 35%. One review indicated that modeling was a popular BCT but did not specify the percentage of apps with this feature [35]. Behavioral models were either fitness professionals (coaches) or app users who appeared via a photo or video. Although these features were not counted as
inducing comparison, modeling represents an attempt to increase similarity (or decrease the perceived difference) between the app user's behavior and a comparison target's behavior. Consequently, modeling features may facilitate social comparison.

**Normative Feedback**
Providing normative information about others' behavior is intended to give an individual user a sense of how they compare to the average for a relevant group. Although social comparison often refers to comparisons against individual targets, comparison to a group average is a related process [56]. Of the 26 articles, 3 (12%) evaluated whether apps provided normative information to users. These articles reported that normative information appeared in 1% [29] to 33% [44] of the apps reviewed, with an average of 13%.

**Social Networking**
Of the 26 articles, 10 (38%) referenced social networking features via app-specific communities or connections to existing social media platforms. Percentages of apps designated as offering these features ranged from 3% [38,42] to 78% [50], with an average of 32%. Although social networking platforms can facilitate several social influence processes (eg, social reinforcement or support), social comparisons between users of these platforms are common (based on shared text, objective data, or images) and are associated with a range of affective and behavioral responses [57,58].

**Discussion**

**Reviewing Evidence of Social Comparison in Physical Activity Apps**
Social comparison is known to influence motivation and health behavior and is frequently manipulated in health behavior change interventions [9]. Comparison processes may be particularly useful for promoting PA with technology such as smartphone apps; objective measures of PA can be visualized and shared between app users, and users can see evidence of change in their relative standing by increasing their PA behavior over short time frames. Despite the interest in social comparison as a motivator of PA change and the exponential increase in publications about digital health interventions [59], no review to date has attempted to summarize existing literature on the social comparison features of PA apps. We undertook the present scoping review to address this gap and provide recommendations for future research in this area.

**Defining and Classifying Social Comparison**
A modest proportion of the 26 available and eligible reviews of PA promotion apps categorized app features as eliciting social comparison (31%). Comparison fell behind modeling as a motivator of PA change and the exponential increase in publications about digital health interventions [59], no review to date has attempted to summarize existing literature on the social comparison features of PA apps. We undertook the present scoping review to address this gap and provide recommendations for future research in this area.
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Social Comparison Theory and Evidence Relevant to Physical Activity App Design

Interest in and responsiveness to social comparison information vary across individuals. This construct, called social comparison orientation (SCO) [63], has been positively associated with engagement in PA [64]. PA app users with strong SCOs may engage in comparison in response to a wide variety of social features in PA apps, including social networking and message boards, and they may find this information motivating. Here, comparison information is available, but the comparison process itself is not intentionally activated. In contrast, users with weaker SCOs may engage in comparison only when the comparison process is deliberately induced, such as by competitive challenges or leaderboards that display PA data ranked from most to least [65]. Social comparison features also may be ineffective for users with weaker SCOs. These hypotheses imply that PA app effectiveness might be improved by guiding users toward the types of social features that match their level of SCO or away from social comparison features at particularly low levels of SCO.

Additional variability may exist with respect to users’ social comparison preferences and their affective and behavioral responses to comparisons. As noted, users may find comparisons to targets who are doing better with respect to PA (ie, upward comparisons) either inspiring or disheartening and may find comparisons to targets who are doing worse (ie, downward comparisons) either comforting or anxiety-provoking [18,23]. Which combinations lead to the greatest increases in PA (or lead to increases vs decreases) and for whom are significant empirical questions [25,66,67]. Basic research indicates that the opportunity to select a comparison target does not always lead to optimal affective or health-relevant outcomes, nor does it always fulfill comparers’ goals (eg, to feel better) [18,68,69]. Thus, providing information about only the targets that a PA app user wants may not lead to benefits. Providing only the targets that they do not want may create an aversive experience, however, and may lead users to discontinue engagement with the app [28].

The optimal combination of comparison target and affective response for increasing PA may differ between people. The best combination may also vary within the same person over time, as a function context (eg, precomparison mood), shift over the course of behavior change (eg, as users experience progress and setbacks) [56,70], and differ from users’ stated preferences, depending on whether users are just starting with the app or have been engaged for some time. The degree of within-person variability in social comparison preference and response (either affective or behavioral) remains unclear. The quantification of within-person variability and its responsiveness to social comparison interventions (eg, using N-of-1 designs) represent important next steps for PA app development and a broader understanding of social comparison processes [71].

Future Directions for Social Comparison Features of Physical Activity Apps: Social Comparison Tailoring

Despite gaps in the social comparison literature, evidence suggests that the effects of social comparison and preferences for a comparison type differ between people and within people over time. This review, however, detected no reference to between- or within-person variability in comparison response/preference or to tailoring social comparison features of PA apps. In contrast, this review indicates that tailoring in PA apps is common with respect to goals and feedback, which suggests that technology for such tailoring is currently in use. Tailoring the PA app experience to match user characteristics such as SCO or user-relevant PA comparison dimensions might improve the app’s acceptability and engagement and, in turn, enhance PA outcomes [28]. Indeed, tailoring has been shown to outperform generic messaging in PA interventions across a range of modalities, including apps [48,72]. Tailoring also might discourage negative consequences of comparison (eg, giving up in response to a failure to match another user's achievements) by matching a user’s comparison preferences with the types of comparisons that optimize engagement in PA. Such tailoring will require nuanced assessment of the effect of factors such as SCO, dimensions of relevance, comparison preferences, affective response to comparison, and PA engagement. The adaptive capabilities of many existing apps and those under development may lend themselves to such tailoring [73].

Strengths, Limitations, and Additional Future Directions

Strengths of this scoping review include its use of preregistered methods, adherence to PRISMA-ScR guidelines, and a comprehensive search for relevant reviews to provide insights into how social comparison is currently applied in existing PA apps. A subset of pertinent articles may have been overlooked, but the extensive and systematic search increases confidence in the overall conclusions. Additional app comparison features (eg, specific dimensions and tailoring) may have not been described in the reviews or missed by our coders. As a check, we examined several primary sources of empirical data and failed to find these additional details. One exception, an empirical study by Mollée and Klein [28], demonstrated PA benefits of matching (tailoring) versus not matching comparison targets to user preferences. There is need for additional work of this kind to inform best practices for tailoring social comparison features of PA apps.

Although social comparison has been shown as effective for increasing PA in other types of interventions (eg, team-based competitions) [26], there are very few studies of the effectiveness of social comparison as a mechanism of change in PA apps (eg, randomized controlled trials, meta-analyses, and dismantling studies) to answer the question of whether, for whom, or under what circumstances social comparison features of apps produce positive changes in PA. Such research is critical to advance our basic understanding of comparison processes and their utility as BCTs, as is further information about within-person variability in comparison preferences and responses. This information would inform the necessary or sufficient social comparison features of PA apps needed for a successful intervention. To what extent our findings and conclusions apply beyond PA promotion (alone or in the context of weight control) to such health behaviors as smoking cessation or skin cancer prevention [74,75] remains to be addressed in future research.
Conclusions

This review documents that social comparison is frequently identified as a potential mechanism of behavior change in smartphone apps designed to promote PA, on par with mechanisms such as social networking (broadly defined). Behavioral modeling, which is considered in some reviews as a means of inducing social comparison, was the only comparison-related mechanism to appear in more reviews of PA apps than social comparison (as explicitly differentiated from other processes). Our findings highlight the need for careful consideration of social processes as behavior change mechanisms in app design and evaluation. Considerable gaps currently exist between theory and evidence relevant to social comparison and its implementation in PA apps. Greater attention to individual differences, dynamic responses, relevant PA dimensions, and comparison preferences and the potential to tailor apps on the basis of these characteristics may meaningfully improve the effectiveness of existing PA promotion apps.
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Abstract

Background: Social media platforms are important tools for hospitals. These platforms offer many potential benefits in various areas of application for hospitals to connect and interact with their stakeholders. However, hospitals differ immensely in their social media adoption. There are studies that provide initial findings on individual factors influencing social media adoption by hospitals, but there is no comprehensive and integrated model.

Objective: This study aimed to develop a comprehensive model of social media adoption by hospitals in the context of the Swiss health care system and to test the model with empirical data from Switzerland.

Methods: To develop our model, we applied the general technology-organization-environment framework of organizational technology adoption and adapted it to the specific context of social media adoption by hospitals in Switzerland. To test our model, we collected empirical data on all 283 hospitals in Switzerland and identified the accounts they operate on 7 different social media platforms (Facebook, Google+, Twitter, Instagram, LinkedIn, XING, and YouTube). We tested the hypotheses of our model by means of binary logistic regression (dependent variable: platform adoption) and negative binomial regression (dependent variable: number of different platforms adopted).

Results: Our general model on social media adoption received broad support. Overall, hospitals in Switzerland are more likely to adopt social media if they have a higher share of patients with voluntary health insurance or have a higher patient volume. In contrast, they are less likely to operate their own social media accounts if they are associated with a hospital network. However, some hypotheses of our model received only partial support for specific social media platforms; for instance, hospitals in Switzerland are more likely to adopt XING if they provide an educational program and are more likely to adopt LinkedIn if they are located in regions with higher competition intensity.

Conclusions: Our study provides a comprehensive model of social media adoption by hospitals in Switzerland. This model shows, in detail, the factors that influence hospitals in Switzerland in their social media adoption. In addition, it provides a basic framework that might be helpful in systematically developing and testing comprehensive models of social media adoption by hospitals in other countries.

(J Med Internet Res 2020;22(3):e16995) doi:10.2196/16995
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Introduction

Background

Social media has changed the way actors in health care interact and relate with each other in numerous ways [1]. One key actor in this field is hospitals, which have a central position in regional and national health care systems. Social media provides hospitals with many potential benefits in various areas of application but also forces them to adapt the ways in which they connect with their stakeholders. In this regard, hospitals might use social media platforms as a communication and marketing tool to reach new patients, provide information about current health topics, establish their presence in the general public, or present their service offerings [2-5]. In addition, hospitals can apply their social media channels to enhance service delivery to their patients [6-8]. Hospitals often use social media channels for educational purposes in the teaching and training of medical students and doctors and apply these channels for employer branding and recruiting [9-11]. Finally, as Web content on health care topics often is of questionable quality, hospitals’ social media channels might also act as trustworthy curators and reliable sources for online health information in the society [1,6,8].

In contrast to the outlined importance of the topic, research on social media adoption by hospitals is still in its infancy. Initial research in this field focused on the nationwide adoption rates of hospitals with regard to specific social media platforms [8,12-16]. Comparisons of the findings of these studies show remarkable differences in the hospitals’ rates of social media adoption among different countries, regions, hospital types, and social media platforms. However, deeper insights into the interplay of factors influencing social media adoption by hospitals, which could explain these differences, are scarce so far. Exploratory studies provide initial findings on individual factors influencing the adoption of social media platforms by hospitals [8,14,15]. Nevertheless, there is no comprehensive and integrated model of social media adoption by hospitals. Such a model would allow us to better understand the differences in the adoption rates described earlier. In addition, a deeper understanding of the quantitative patterns of social media adoption by hospitals would support and supplement further qualitative and quantitative research on the strategies, processes, and content of social media usage by hospitals.

In this study, we developed a comprehensive model on social media adoption by hospitals in the context of the Swiss health care system and tested the model with empirical data from Switzerland. To develop the model, we applied the general technology-organization-environment (TOE) framework of organizational technology adoption [17] and adapted it to the specific context of social media adoption by hospitals. Furthermore, we considered relevant aspects of the Swiss health care system as we assumed that some factors of influence on social media adoption by hospitals can be understood only by considering specific characteristics of the surrounding health care system [18,19].

The Swiss health care system ranks high in many indicators and is highly valued by patients. Nevertheless, it is challenged by high and rising costs and faces physician shortage [20]. In 2012, Switzerland introduced a case-based remuneration scheme (Swiss Diagnosis Related Groups, DRGs) for hospital inpatient services. In this scheme, hospitals are reimbursed a certain fee depending on the patients’ diagnoses and region (canton) of residence [19]. Before this change, most patients could only choose a hospital in their home region (canton). With the new system, patients have more freedom to choose a hospital nationwide. However, there are differences between the 2 main types of insurance in Switzerland [20,21]. The first insurance type is mandatory for everybody (Mandatory Health Insurance) and covers all general services of the health care system in accordance with the regional DRG rate. The second type is complementary and voluntary (Voluntary Health Insurance, VHI) and provides patients who pay an additional insurance premium enhanced reimbursements and advanced services, such as free choice of hospitals nationwide, single rooms with a higher level of hospital accommodation, and free choice of hospital doctors. Most hospitals in Switzerland provide services to patients with both types of health insurance. However, patients with VHI allow hospitals to generate revenues in addition to the DRG rates of their medical diagnoses.

Research Model and Hypotheses

A hospital’s decision to officially run its own account on a specific social media platform can be seen as a specialization of organizational technology adoption. Within the general field of organizational technology adoption, Tornatzky and Fleischer [17] developed the TOE framework, which is a generic framework that comprehensively covers potential areas of relevant influence on organizational technology adoption structured by 3 different contexts: a technological context, an organizational context, and an environmental context [22]. The TOE framework has been extensively applied to study hospitals’ adoption of various information technologies [23-25]. A strength (and weakness) of the TOE framework is its general applicability [22]. On the one hand, it can be adapted to all technologies used by organizations. On the other hand, its high level of abstraction requires sufficient adjustments and specifications to allow meaningful application to a specific technology in a specific industry.

Therefore, in this study, we developed an integrated research model on social media adoption by hospitals by following the TOE approach. We developed hypotheses on the factors influencing social media adoption with regard to the specific technological, organizational, and environmental contexts of hospitals. For this purpose, we systematically adapted the fundamental concepts of the TOE approach to social media as the technology to be adopted and to the specific context of hospitals. At certain points, we also relied on specific characteristics of the Swiss hospital system.

Technological Context

The technological context of the TOE framework addresses questions on the benefits and costs related to the adoption of a new technology [26,27]. The perceived benefits of new information technology can comprise assumed possibilities for the generation of a relative competitive advantage by its application [24,28] or enhanced processes because of internal...
improvements or better collaboration with external partners [29,30]. In contrast, perceived costs mainly arise from expected integration costs and barriers in accordance with existing internal or external technologies in use [26,27]. Therefore, a lack of relevant competencies or resources leads to higher perceived costs and barriers [31,32].

With regard to the outlined calculus of organizational technology adoption, social media platforms are a unique technology. From a technological cost perspective, social media appears rather simple as the underlying third-party platforms are readily available at no cost and are user friendly [33]. Therefore, the technological affordances of social media platforms for organizations and their employees may be perceived as low compared with those of more complex and expensive information systems. However, significant integration costs and barriers are mainly based on the internal processes of communication, marketing, and compliance, which must be adapted to the affordances of social media communication. For hospitals, the potential benefits of social media adoption primarily lie in the enhanced interactions and relationships with relevant stakeholders [34,35]. Correspondingly, questions of internal compatibility and capacities for social media adoption by hospitals are mainly strategic and are operational questions regarding marketing and communication [36]. Therefore, hospitals might decide to run their own accounts on social media platforms based on their expectations of the extent to which doing so will improve the effectiveness or efficiency of relevant stakeholder interactions and relationships [37-39].

Patients with additional VHI represent one external stakeholder group that is very important for many hospitals (in Switzerland) and is accessible via social media platforms. This group is very attractive for hospitals as health insurance compensates hospitals beyond the DRG rate for advanced accommodation and other amenities [20]. Patients with VHI have more options in their hospital choice and are more strongly influenced by the nonmedical characteristics of hospitals, eg, ambience, accommodation, and comfort [40,41]. Similar to the hotel sector, these characteristics are particularly suitable for an effective and efficient presentation in social media [42,43]. Correspondingly, we hypothesized that the more important patients with VHI are for a hospital, the higher is its propensity to adopt social media. We thus proposed the following hypothesis:

H1a: The higher the share of patients with VHI in hospitals, the more likely they are to adopt social media.

The education and training sector is another important field in which hospitals might seek to improve their interactions and relations with their stakeholders via social media [14]. Social media is particularly suited for health care organizations to relate and interact with communities of medical students and practitioners [9,44]. Social media platforms provide effective channels for hospitals to communicate with potential, actual, and former participants of their educational programs [45]. Therefore, it can be expected that hospitals that provide such programs are more likely to run their own social media accounts. In alignment with this assumption, findings from studies in the United States and China show that hospitals that are involved in graduate medical education or affiliated with a university are more likely to adopt social media [8,14,15]. Thus, we proposed the following hypothesis:

H1b: Hospitals that provide an educational program are more likely to adopt social media.

Organizational Context

The organizational context of the TOE framework refers to the organizations’ internal structures and processes that may facilitate or constrain the adoption of new information technology [18,46]. One basic organizational factor included in many TOE studies on the adoption of technology in hospitals is the hospital size [23,24,47,48]. The findings of these studies are mainly similar, showing that larger hospitals adopt new technologies faster. Similarly, initial exploratory findings in the United States show that larger hospitals (measured by the number of beds) are more likely to adopt social media than smaller ones [14,15]. However, in organizational technology adoption, hospital size covers two different arguments. On the one hand, hospital size is seen as an indicator of the extent of internal infrastructure. In this regard, a certain size means that a hospital has all necessary resources and capabilities as well as the ability to set up additional assets to apply new technology adequately [23,24,48]. On the other hand, hospital size is seen as an indicator for the operational volume of patients served by the hospital [47,49,50]. In these cases, some technologies can be applied effectively or efficiently only if a hospital has a certain volume of patients. The adoption of social media platforms does not necessitate any internal infrastructure for hospitals but mainly shows benefits of enhanced effectiveness or efficiency depending on the size of the respective stakeholder groups with which a hospital wants to connect [51-53]. Therefore, regarding social media adoption by hospitals, the organization size might be more a matter of operational patient volume than of infrastructure capacities. Consequently, we proposed the following hypothesis:

H2a: The higher the patient volume in hospitals, the more likely they are to adopt social media.

Another organizational factor of technology adoption refers to internal structures [54]. One important aspect of hospital structure in this context is centralization [18,49]. Early studies argue that technology adoption is easier with decentralized structures when the technology is only locally applied within a hospital (for instance, in a specific department). In contrast, adoption decisions for technologies that affect a whole hospital benefit from centralized decision-making rights [50]. As social media adoption raises questions of ownership within an organization, centralized decision making should be beneficial for social media adoption decisions [55]. Accordingly, exploratory findings from outside the hospital sector show that centralized leadership fosters social media adoption in organizations as it makes resource allocations and decision-making processes easier [56]. In Switzerland, there is a tendency to form consolidated hospital organizations that run several hospital sites [20]. Currently, approximately 30% of the hospitals in Switzerland run at more than one site [57]. For a hospital running at several sites, each with its own directorates,
it might be more difficult or take longer to reach an agreement on the adoption of social media. On the one hand, more individual interests of different parties and differences in local needs must be considered [18]. On the other hand, more decision makers have the opportunity to block a decision on social media adoption because of risk concerns [33]. Overall, we hypothesized that a more complex and dispersed structure of a hospital organization is related to a lower propensity for social media adoption. Thus, we proposed the following hypothesis:

**H2b: The more sites hospitals run, the less likely they are to adopt social media.**

**Environmental Context**

The environmental context of the TOE framework refers to all factors outside an organization that may facilitate or constrain the adoption of new information technology [22]. One important factor in this context is external partners and their influence on the organizations’ decision making regarding technology adoption [37]. In this regard, the hospitals’ decision to adopt new information technology can be influenced by their association with a parent group or hospital network (eg, Hirslanden or the Swiss Medical Network in Switzerland). Such groups are seen as effective communicators and facilitators of innovations for their member hospitals, and they often provide technological support and shared services to implement new technologies [23]. Similarly, exploratory studies have shown that hospitals that are affiliated with a health or hospital system are more likely to be present on social media [14,15]. However, these exploratory studies do not explicitly focus on the organizational social media adoption by individual hospitals. Thus, they do not explicitly differentiate between cases where a hospital runs its own social media account on a platform versus cases where a hospital is only co-represented in the social media account of a parent group, hospital network, or health system. With regard to organizational social media adoption, however, this difference is significant. Correspondingly, regarding individual hospitals and their social media adoption, we hypothesized a negative influence of their affiliation to a hospital network. On the one hand, in some cases, parent networks run social media accounts as shared services representing their member hospitals with social media accounts of the whole network [58]. Therefore, for a focal hospital, the perceived benefits of running its own account (in addition to the network account) on a social media platform should be diminished compared with the situation of an independent hospital. On the other hand, some hospital networks might apply a centralized communication strategy that does not allow member hospitals to run their own accounts in specific social media platforms. Both patterns reduce the propensity of an individual hospital to run its own social media accounts if it is affiliated with such a network. Thus, we proposed the following hypothesis:

**H3a: Hospitals that are affiliated with a hospital network are less likely to adopt social media.**

Another important environmental factor of technology adoption is competition intensity [59]. Several studies on information technology adoption by hospitals have observed a positive relationship between the level of competition intensity that hospitals face and their propensity to adopt new information technology [47,60,61]. On the one hand, in an environment with high competition intensity, organizations try to change the rules of the competition by adopting new technology and try to decrease the threat of competitors by leveraging new ways to outperform their rivals [31,62]. On the other hand, under higher competition intensity, managers perceive higher peer pressure to adopt new technologies [18,63]. Initial research on general social media adoption proposes a similar relationship between the competition intensity and social media adoption of organizations [64]. Thus, we proposed the following hypothesis:

**H3b: The higher the competition intensity that hospitals face, the more likely they are to adopt social media.**

In our research model, we analyzed social media adoption at the organizational level of hospitals. However, in the model, we also covered two other organizational levels as attributes of these hospitals. On the one hand, we incorporated lower-level units of these hospitals by analyzing the number of sites they run (H2b) as an attribute of their internal structure (organizational context). On the other hand, we included higher-level entities by analyzing if the hospitals are affiliated with a hospital network or parent group (H3a) as an attribute of their external partner relationships (environmental context).

Our research model covered social media adoption as the dependent variable of our hypotheses in 3 different ways: first, the binary overall adoption of at least one social media platform; second, the total number of different social media platforms adopted, covering the breadth of overall adoption; and third, the binary adoption of specific social media platforms. **Figure 1** presents an overview of our integrated research model.
Methods

Data Collection

To test our research model, we used data on all Swiss hospitals from several different sources. We collected data on the overall population of hospitals in Switzerland. To achieve this, we applied the official list of key figures for all Swiss hospitals from the Federal Office of Public Health (FOPH) in Switzerland [57]. The list provided us with all relevant data on the hospitals’ characteristics needed for our study. Additional data on the main languages in different regions (cantons) of Switzerland were gathered from the Federal Statistical Office (FSO) of Switzerland [65]. Finally, we used the FOPH list to collect data on the social media presence of all hospitals in Switzerland on different social media platforms.

In line with previous studies [14-16], we collected the social media data for all hospitals in 3 steps. In the first step, we performed a Google search for the official homepages of all hospitals on the FOPH list. During this step, we had to reduce our sample from 283 hospitals on the FOPH list to 279 hospitals. Two of the hospitals on the list had closed. Another hospital organization is listed as 2 suborganizations on the FOPH list. As it was not possible to merge the data of these 2 suborganizations with the social media data, we had to exclude these 2 entries from our sample. In the second step, we gathered all social media accounts that were linked from the official homepages of hospitals in our sample. On the basis of these links, we identified the relevant social media platforms for this study. We included all social media platforms where at least 10 hospitals in our sample provided a link on their official homepage to their own social media account on the platform. Correspondingly, in further data collection, we included 7 platforms: Facebook (126 links from individual hospital homepages to their accounts on the platform), YouTube (89 links), LinkedIn (62 links), Twitter (53 links), XING (36 links), Instagram (25 links), and Google+ (15 links). In the third step, we completed our systematic search for social media accounts of the hospitals in our sample. To achieve this, we performed a Google search for the name of each hospital in combination with the name of each platform. In addition, we searched each social media platform for the accounts of each hospital. To exclude informal social media accounts operated under the name of hospitals, we applied a low-threshold minimal criterion. Therefore, in our data collection, we did not include unofficial Facebook pages (pages for public places automatically generated by the platform itself) or accounts on the other platforms where no background picture or profile picture was uploaded and no About Us text was provided. The final social media data were gathered from September 17 to 19, 2018. We collected only publicly available data from the social media channels of hospitals. No persons were directly involved. The dataset generated and analyzed in this study is available from the corresponding author on reasonable request.

Measures

With regard to the independent variables of our research model, we measured the hospitals’ share of patients with VHI by the percentage of patients with VHI among all hospital patients, operationalized as a value between 0 and 100. We used a dummy variable to indicate whether a hospital ran an educational program. This variable took the value of 1 if a hospital was listed on the FOPH list as a provider of educational programs for medical students or doctors and 0 if not. We measured the patient volume of hospitals in values of 1000 patients per year. The number of sites a hospital ran was operationalized as a hospital’s number of locations listed in the FOPH list. We operationalized the hospitals’ affiliation to a network with a dummy variable. This variable took the value of 1 for all hospitals whose online communication included any indication...
that the hospital was associated with a parent group or hospital network (shared homepage, any shared social media channel, hyperlink to the parent group from any online channel, or listed as a member on the group website). In all cases without such an indication, the dummy variable took the value of 0. As competition in the Swiss hospital market is mainly focused within regions (cantons) [20], competition intensity was considered as the number of hospitals on the FOPH list that were active in the same region (canton).

We operationalized social media adoption as the dependent variable in our research model in 3 different ways. First, we used 7 dummy variables (one for each social media platform) to measure platform-specific social media adoption by hospitals. For each platform, the dummy variable took the value of 1 if a hospital operated its own account on the platform (not via a hospital group as a representative of the hospital) and 0 if this was not the case. Second, we operationalized the binary overall adoption of social media by hospitals with an additional dummy variable if a hospital had a social media presence in at least one of the platforms included in our study. Third, we measured the total number of different platforms wherein a hospital operated its own accounts as the sum of the dummy variables of the specific platforms with a numerical variable.

We applied additional measures to control for further influences on the hospitals’ social media adoption. Prior results indicate that the ownership of hospitals (especially privately vs publicly owned hospitals) might influence their social media adoption [14,15]. Therefore, we controlled for public hospitals with a dummy variable that took the value of 1 if a hospital was listed with the legal status of a public company in the FOPH list and 0 in all other cases. As Switzerland is a multilingual country with different language regions (German, French, and Italian as main languages in specific cantons), we also used dummy variables to control for possible language-related effects. With one dummy variable each, we indicated whether a hospital was located in a canton where the main language was German, French, or Italian, as classified by the FSO of Switzerland [65].

### Table 1. Rates of social media adoption by Swiss hospitals (N=279).

<table>
<thead>
<tr>
<th>Platform</th>
<th>Adoption rate, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any</td>
<td>208 (74.6)</td>
</tr>
<tr>
<td>Facebook</td>
<td>163 (58.4)</td>
</tr>
<tr>
<td>Google+</td>
<td>79 (28.3)</td>
</tr>
<tr>
<td>Twitter</td>
<td>57 (20.4)</td>
</tr>
<tr>
<td>Instagram</td>
<td>37 (13.3)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>114 (40.9)</td>
</tr>
<tr>
<td>XING</td>
<td>57 (20.4)</td>
</tr>
<tr>
<td>YouTube</td>
<td>98 (35.1)</td>
</tr>
</tbody>
</table>

Furthermore, 59.5% (166/279) of the hospitals in our sample run an educational program, 23.3% (65/279) of them are affiliated with a hospital network, and 20.4% (57/279) are public hospitals. Most hospitals in our sample are located in a German-speaking region (207/279, 74.2%), 21.1% (59/279) are located in a French-speaking region, and 4.7% (13/279) are located in an Italian-speaking region.

**Analytical Approach**

As described earlier, the dependent variables of our research model are operationalized on the basis of 8 binary dummy variables (7 dummies for specific platforms and 1 for any platform) and 1 numeric variable (the total number of different platforms). Correspondingly, for each binary dependent variable, we computed a separate binary logistic regression model. The total number of different social media platforms used by a hospital shows the characteristics of count data. Moreover, we found significant evidence of overdispersion in the data [66]. Therefore, we tested our hypotheses with regard to the total number of different social media platforms as the dependent variable by means of a negative binomial regression. All analyses were performed in R (The R Foundation for Statistical Computing, Vienna, Austria). Details are provided in Multimedia Appendix 1.

We also tested for multicollinearity issues by computing correlations (Kendall tau) between all explanatory variables in our analyses. As all correlations were less than 0.45, no multicollinearity issues were indicated regarding our regression analyses [67].

### Results

**Descriptive Results**

In Table 1, we present the respective adoption rates of all binary dependent variables of our research model. First, we display the overall social media adoption rate of hospitals using at least one social media platform (Any). In the other rows, we present the adoption rates for the specific social media platforms included in our data collection. The data show that 74.6% (208/279) of all hospitals in Switzerland run their own social media accounts on at least one platform. The adoption rates of specific platforms range from a maximum of 58.4% (163/279) (Facebook) to a minimum of 13.3% (37/279) (Instagram).
sample show a maximum of 55,200 patients and a mean of 4940 patients. Hospitals run at a maximum of 22 sites, with a mean of 2.01. Competition intensity varies from no competition to 42 hospitals in the same region (canton). The total number of different social media platforms used by a hospital (dependent variable) ranges from 0 to 7, with a mean of 2.17.

**Table 2.** Descriptive results of nonbinary variables (N=279).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a: Share of patients with voluntary health insurance (%)</td>
<td>25.70 (26.400)</td>
<td>19.22</td>
<td>0.00</td>
<td>100.00</td>
</tr>
<tr>
<td>H2a: Patient volume (in 1000)</td>
<td>4.94 (8.445)</td>
<td>1.56</td>
<td>0.01</td>
<td>55.20</td>
</tr>
<tr>
<td>H2b: Number of sites</td>
<td>2.01 (2.663)</td>
<td>1.00</td>
<td>1.00</td>
<td>22.00</td>
</tr>
<tr>
<td>H3b: Competition intensity</td>
<td>20.22 (12.160)</td>
<td>16.00</td>
<td>1.00</td>
<td>42.00</td>
</tr>
<tr>
<td>Dependent variable: Number of platforms</td>
<td>2.17 (1.935)</td>
<td>2.00</td>
<td>0.00</td>
<td>7.00</td>
</tr>
</tbody>
</table>

**Regression Results**

We have presented our regression results in 9 models (results of models 1 to 3 are provided in Table 3, results of models 4 to 6 in Table 4, and results of models 7 to 9 in Table 5). Model 1 covers the logistic regression results of the binary overall adoption of at least one social media platform (any platform) by the hospitals. Model 2 displays the negative binomial regression results for the total number of different social media platforms adopted by hospitals (number of platforms). Models 3 to 9 show a binary logistic regression model of platform-specific social media adoption for each individual social media platform.

The results for the binary logistic regression models (all models except model 2) are presented as odds ratios (ORs). The ORs indicate the expected changes in the hospitals’ odds of social media adoption when the respective explanatory variable changes by one unit. Correspondingly, we have displayed the results for the negative binomial regression in model 2 (on the number of different platforms adopted) as incidence rate ratios (IRRs). Similar to the ORs, the IRRs indicate the expected changes in the number of different social media platforms that the hospitals adopt when the respective explanatory variable changes by one unit. For all regression models, we displayed the 95% confidence intervals of the ORs or IRRs and P values for each explanatory variable as well as the Nagelkerke $R^2$ for the overall regression model. For the categorical data on language regions, we applied German-speaking regions as a reference category.

**Table 3.** Regression results of models 1 to 3.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1: Any platform</th>
<th>Model 2: Number of platforms</th>
<th>Model 3: Facebook</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI) P value</td>
<td>IRR (95% CI) P value</td>
<td>OR (95% CI) P value</td>
</tr>
<tr>
<td>H1a: Share of patients with voluntary health insurance</td>
<td>1.01 (1.00-1.03) .02</td>
<td>1.01 (1.00-1.01) &lt;.001</td>
<td>1.01 (1.00-1.02) .03</td>
</tr>
<tr>
<td>H1b: Educational program</td>
<td>1.37 (0.72-2.60) .33</td>
<td>1.13 (0.90-1.40) .30</td>
<td>0.95 (0.54-1.67) .85</td>
</tr>
<tr>
<td>H2a: Patient volume</td>
<td>1.08 (1.01-1.15) .02</td>
<td>1.03 (1.02-1.04) &lt;.001</td>
<td>1.06 (1.01-1.11) .009</td>
</tr>
<tr>
<td>H2b: Number of sites</td>
<td>1.00 (0.89-1.13) .97</td>
<td>0.96 (0.92-1.00) .06</td>
<td>0.87 (0.77-0.99) .03</td>
</tr>
<tr>
<td>H3a: Affiliation with network</td>
<td>0.28 (0.14-0.53) &lt;.001</td>
<td>0.47 (0.36-0.61) &lt;.001</td>
<td>0.54 (0.30-0.98) .04</td>
</tr>
<tr>
<td>H3b: Competition intensity</td>
<td>1.00 (0.97-1.02) .80</td>
<td>1.00 (1.00-1.01) .48</td>
<td>1.00 (0.98-1.03) .76</td>
</tr>
<tr>
<td>Public hospital</td>
<td>0.88 (0.38-2.06) .77</td>
<td>1.25 (0.97-1.61) .09</td>
<td>1.38 (0.66-2.90) .39</td>
</tr>
<tr>
<td>French-speaking region</td>
<td>0.65 (0.32-1.34) .25</td>
<td>0.81 (0.63-1.04) .09</td>
<td>0.66 (0.35-1.26) .21</td>
</tr>
<tr>
<td>Italian-speaking region</td>
<td>0.36 (0.10-1.30) .12</td>
<td>0.66 (0.40-1.08) .09</td>
<td>0.95 (0.29-3.15) .93</td>
</tr>
<tr>
<td>Constant</td>
<td>2.31 (1.06-5.03) .04</td>
<td>1.59 (1.21-2.10) .001</td>
<td>1.20 (0.60-2.41) .61</td>
</tr>
</tbody>
</table>

aNagelkerke $R^2=0.151$.
bNagelkerke $R^2=0.248$.
cNagelkerke $R^2=0.112$.

dOR: odds ratio.
eIRR: incidence rate ratio.
fThe value is greater than 1 but rounds to 1.00.
Table 4. Regression results of models 4 to 6.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 4: Google+&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 5: Twitter&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model 6: Instagram&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a: Share of patients with voluntary health insurance</td>
<td>1.02 (1.00&lt;sup&gt;d&lt;/sup&gt;-1.03)</td>
<td>1.02 (1.01-1.04)</td>
<td>1.02 (1.01-1.04)</td>
</tr>
<tr>
<td>H1b: Educational program</td>
<td>0.85 (0.45-1.61)</td>
<td>1.16 (0.51-2.67)</td>
<td>0.74 (0.29-1.89)</td>
</tr>
<tr>
<td>H2a: Patient volume</td>
<td>1.04 (1.00&lt;sup&gt;d&lt;/sup&gt;-1.08)</td>
<td>1.11 (1.05-1.16)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>H2b: Number of sites</td>
<td>0.96 (0.85-1.08)</td>
<td>0.85 (0.68-1.06)</td>
<td>0.83 (0.60-1.14)</td>
</tr>
<tr>
<td>H3a: Affiliation with network</td>
<td>0.50 (0.25-1.03)</td>
<td>0.07 (0.02-0.28)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>H3b: Competition intensity</td>
<td>1.00 (0.98-1.03)</td>
<td>0.99 (0.96-1.01)</td>
<td>0.99 (0.96-1.02)</td>
</tr>
<tr>
<td>Public hospital</td>
<td>2.06 (0.96-4.42)</td>
<td>1.97 (0.81-4.76)</td>
<td>1.46 (0.50-4.28)</td>
</tr>
<tr>
<td>French-speaking region</td>
<td>0.34 (0.15-0.78)</td>
<td>0.70 (0.28-1.74)</td>
<td>0.82 (0.30-2.19)</td>
</tr>
<tr>
<td>Italian-speaking region</td>
<td>0.57 (0.14-2.34)</td>
<td>0.38 (0.06-2.31)</td>
<td>0.99</td>
</tr>
<tr>
<td>Constant</td>
<td>0.30 (0.14-0.66)</td>
<td>0.18 (0.07-0.50)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Nagelkerke $R^2 = 0.125.$
<sup>b</sup>Nagelkerke $R^2 = 0.305.$
<sup>c</sup>Nagelkerke $R^2 = 0.225.$
<sup>d</sup>OR: odds ratio.
<sup>e</sup>The value is greater than 1 but rounds to 1.00.

Table 5. Regression results of models 7 to 9.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 7: LinkedIn&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 8: XING&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model 9: YouTube&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a: Share of patients with voluntary health insurance</td>
<td>1.01 (1.00&lt;sup&gt;d&lt;/sup&gt;-1.02)</td>
<td>1.01 (0.99-1.03)</td>
<td>1.01 (1.00&lt;sup&gt;e&lt;/sup&gt;-1.02)</td>
</tr>
<tr>
<td>H1b: Educational program</td>
<td>1.41 (0.77-2.58)</td>
<td>2.69 (1.11-6.53)</td>
<td>1.16 (0.60-2.28)</td>
</tr>
<tr>
<td>H2a: Patient volume</td>
<td>1.06 (1.02-1.10)</td>
<td>1.10 (1.04-1.16)</td>
<td>1.10 (1.05-1.15)</td>
</tr>
<tr>
<td>H2b: Number of sites</td>
<td>0.94 (0.84-1.05)</td>
<td>0.96 (0.85-1.08)</td>
<td>0.97 (0.87-1.08)</td>
</tr>
<tr>
<td>H3a: Affiliation with network</td>
<td>0.44 (0.23-0.85)</td>
<td>0.13 (0.04-0.45)</td>
<td>0.05 (0.01-0.16)</td>
</tr>
<tr>
<td>H3b: Competition intensity</td>
<td>1.03 (1.01-1.05)</td>
<td>1.01 (0.98-1.04)</td>
<td>1.00 (0.98-1.02)</td>
</tr>
<tr>
<td>Public hospital</td>
<td>1.23 (0.59-2.57)</td>
<td>1.76 (0.73-4.25)</td>
<td>1.50 (0.67-3.34)</td>
</tr>
<tr>
<td>French-speaking region</td>
<td>2.48 (1.28-4.80)</td>
<td>0.02 (0.00-0.25)</td>
<td>0.44 (0.20-0.99)</td>
</tr>
<tr>
<td>Italian-speaking region</td>
<td>0.75 (0.20-2.73)</td>
<td>0.00 (0.00-∞)</td>
<td>0.51 (0.13-2.09)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.19 (0.09-0.41)</td>
<td>&lt;0.001</td>
<td>0.09 (0.03-0.27)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Nagelkerke $R^2 = 0.173.$
<sup>b</sup>Nagelkerke $R^2 = 0.405.$
<sup>c</sup>Nagelkerke $R^2 = 0.316.$
<sup>d</sup>OR: odds ratio.
<sup>e</sup>The value is greater than 1 but rounds to 1.00.

**Technological Context**

Hypotheses H1a and H1b of our research model addressed the technological context of social media adoption by hospitals. The general proposition of our model in this context was that hospitals are more likely to run their own account on a social media platform when they have higher expectations that this platform provides benefits for their organizational communication with stakeholder groups that are individually important for them. In this regard, hypothesis H1a suggested that hospitals with a higher share of patients with VHI are more likely to adopt social media. We found broad support for hypothesis H1a in our regression results that showed significant positive effects of the hospitals’ share of patients with VHI on their social media adoption. More specifically, we found significant positive effects for the adoption of at least one social media platform (model 1), the total number of different platforms adopted (model 2), and the platform-specific adoption of all platforms included in our study except the online...
business-related social network, XING (model 8). This result seemed plausible as XING is a regional business platform focused on German-speaking countries [68] and may be less helpful for relationship marketing and community building with patients. In contrast to the result for XING, the regression result for hospitals’ adoption of LinkedIn (the other business platform included in our study) showed a significant positive effect of their share of patients with VHI (model 7). This difference might be explained by 2 factors. First, LinkedIn is a global business platform that facilitates connections to wealthy and internationally oriented patients all over the world, whereas XING is mainly focused only on German-speaking countries. Second, hospitals might use LinkedIn as an indirect way to attract patients. Instead of reaching patients directly via social media, hospitals might aim to reach national and international physicians and other health experts in their role as referring doctors or influencers in the field [69,70]. In Switzerland, patients do not need a referral from their attending physician to choose a hospital in all cases [20], but these physicians still have an important influence on the patients’ hospital choices [70,71].

Another important sector in which hospitals can establish and maintain beneficial relationships with external parties via social media is the education and training sector [14]. Correspondingly, hypothesis H1b suggested that hospitals providing an educational program are more likely to adopt social media. We found only partial support for hypothesis H1b as our regression results showed only a significant positive effect of the hospitals’ provision of an educational program on their propensity to run an own XING account (OR 2.69, 95% CI 1.11-6.53; \( P = .03 \)). However, this result seems convincing, as one main focus of XING is the market for coaching and training [72]. In contrast, reaching business-related stakeholders in a private context on general purpose social media platforms might seem less beneficial for hospitals. Similar patterns have already been observed regarding social media applications in business-to-business marketing [73].

Overall, the results support the general perspective we developed in our research model regarding the technological context of hospitals’ social media adoption. The main drivers in this context are the potential benefits that hospitals can derive from their social media presence. However, the concrete benefits that hospitals perceive as relevant are influenced by their individual market situation and positioning strategies. Therefore, hospitals with a stronger market focus on patients with VHI show higher adoption propensities on social media platforms for private individuals, physicians, and health professionals. In contrast, only hospitals offering education or training on the market show higher propensities to adopt a business-related social network that specializes in the education and training market.

Organizational Context

Hypotheses H2a and H2b of our research model addressed the organizational context of the hospitals’ social media adoption. Hypothesis H2a stated that hospitals with a higher patient volume are more likely to run their own social media accounts. This hypothesis was fully supported by the results of all regression models we have tested. For hospitals serving more patients, additional efforts for social media communication are more cost-efficient as the costs per patient decrease with higher patient numbers. Such hospitals also tend to have more resources for communication and marketing activities. Furthermore, hospitals with more patients might also attract greater public attention and therefore be under more institutional pressure to have a social media presence [74,75].

Another aspect of the organizational context of technology adoption is the centralization and distribution of decision rights. In this regard, hypothesis H2b claimed that hospitals that have more locations and therefore have more local directorates show lower propensities for social media adoption. This hypothesis received only partial support. The results of our regression models showed only a significant negative effect of the number of hospital sites on the hospitals’ propensity to run their own Facebook account (OR 0.87, 95% CI 0.77-0.99; \( P = .03 \)). Facebook is by far the most widely used online social network among individuals in Switzerland [76] and is well known for facilitating negative word of mouth [77]. In recent years, Facebook has been involved in many scandals on data misuse and privacy breaches [78,79]. Therefore, local directorates of hospital sites might have higher risk aversion and greater fear of a potential loss of control with regard to the communication of internal and external stakeholders on this platform [80]. Correspondingly, local directorates of hospital sites may show higher propensities to veto an organization-wide adoption of Facebook. Hospitals might also be less likely to operate a Facebook account when they run more sites as they do not want to provide a public space for employees and other stakeholders to communicate on issues related to the hospital, especially among different sites [81].

Environmental Context

Hypotheses H3a and H3b of our research model covered the environmental context of social media adoption by hospitals. In this regard, hypothesis H3a proposed that hospitals that are associated with a hospital network are less likely to have their own social media accounts. We found broad support for hypothesis H3a in our regression results, which showed significant negative effects of the hospitals’ affiliation with a network on their social media adoption. More specifically, we found significant negative effects for the adoption of at least one social media platform (model 1), the total number of different platforms adopted (model 2), and the platform-specific adoption of all platforms included in our study except Google+ (model 4). Our results extend previous research by explaining in more detail how affiliation with a group of hospitals influences the social media adoption of individual hospitals. Previous research showed that hospitals that are affiliated with a health or hospital system are more likely to be represented on social media by their own social media account or the account of their affiliated group [14,15]. Our study showed an opposite effect as we only considered the social media presence of accounts run by a focal hospital itself. As a concretization of previous research, we found strong support for our hypothesis that group affiliations reduce hospitals’ propensity to run their own social media accounts. Indeed, affiliation with a hospital network might increase hospitals’ propensity to be present on social media in some way (be it directly with their own account
or indirectly via a network account). However, such an affiliation also decreases their propensity to run accounts on social media by themselves. On the one hand, social media accounts run by a hospital network might already provide sufficient benefits to their member hospitals that some of them perceive that there is no need to run individual accounts in addition. On the other hand, in cases where a hospital network applies a centralized communication strategy, member hospitals might also be encouraged by the network not to run individual accounts in addition to the collective accounts of the network. As described earlier, to address research questions on organizational social media adoption, it is essential to include only social media accounts run by a focal organization as the dependent variable. If not, by also including accounts run by an associated network, the analysis levels of an organization and its environment get mixed up.

Regional competition intensity is another aspect of the environmental context of the hospitals’ social media adoption. In this regard, hypothesis H3b suggested that hospitals located in regions with higher competition intensity are more likely to run their own social media accounts. This hypothesis was supported only by the results of our binary logistic regression with regard to LinkedIn accounts (OR 1.03, 95% CI 1.01-1.05; \( P < .01 \)). On the one hand, the explanation for this finding may be similar to that for the hospitals’ orientation toward patients with VHI. Correspondingly, hospitals under more competitive pressure might not address patients directly via social media. Instead, they may establish and maintain contacts with physicians and other health experts (as referring doctors or influencers in the field) via the business-related social network, LinkedIn [69]. On the other hand, as Switzerland faces significant physician shortage, another plausible explanation for the observed pattern is that higher competition intensity among hospitals might be less a question of patients and more a question of the regional labor market for physicians [20]. In both cases, LinkedIn would be the most appropriate platform in our sample.

**Discussion**

**Principal Findings**

Previous studies provide initial empirical evidence of individual factors influencing hospitals’ adoption of social media [8,14,15]. However, a comprehensive and integrated model of the factors influencing the adoption of social media by hospitals was missing. To our knowledge, this study is the first to provide such a model. To develop our model, we applied the general TOE framework [17] and adapted it systematically to the context of our study. We derived specific hypotheses on technological, organizational, and environmental factors influencing the adoption of social media platforms by hospitals. We tested our hypotheses with regard to the hospitals’ overall adoption (adoption of at least one platform and the total number of platforms adopted) and platform-specific adoption with regard to the 7 social media platforms most commonly used by hospitals in Switzerland. Table 6 displays our final model with an overview of the empirical evidence we found in our data.

**Table 6. Final model and empirical evidence.**

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Overall adoption</th>
<th>Platform-specific adoption</th>
<th>Hypothesis support</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At least one platform</td>
<td>Number of platforms</td>
<td>Facebook</td>
</tr>
<tr>
<td>Technological context</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1a: Share of patients with voluntary health insurance</td>
<td>+a</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>H1b: Educational program</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Organizational context</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2a: Patient volume</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>H2b: Number of sites</td>
<td>NS</td>
<td>NS</td>
<td>_c</td>
</tr>
<tr>
<td>Environmental context</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3a: Affiliation with network</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>H3b: Competition intensity</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
</tbody>
</table>

aThe + sign indicates a significant positive relation (\( P < .05 \)).

bNS: no significant relation (\( P > .05 \)).

cThe – sign indicates a significant negative relation (\( P < .05 \)).

Our overall research model received comprehensive support. All hypotheses received at least some empirical support in the data analyses, as expected. However, our findings also allowed us to derive more detailed patterns of the platform-specific adoption of social media by hospitals. In particular, our findings regarding the technological context indicated that social media...
Platforms should be perceived not as homogeneous technology but as a heterogeneous set of specific tools for different communication purposes with different stakeholder groups. In this regard, our results showed, for instance, that hospitals with a stronger market focus on patients with VHI tend to adopt social media platforms for private individuals (eg, Facebook, Twitter, Instagram, or YouTube), physicians, and health professionals (LinkedIn). In contrast, hospitals offering education or training on the market showed higher propensities to adopt a business-related social network that specializes in the education and training market (XING). Overall, this finding indicates that hospitals choose the social media platforms on which they should be present based on their relevant stakeholder groups. Our findings also show that hospitals with higher patient volumes generally tend to adopt social media more, independent of specific social media platforms. Finally, we found broad support for our hypothesis that individual hospitals affiliated with a hospital network or group are less likely to adopt any social media.

Limitations and Opportunities for Future Research

Our study has 3 main limitations that also indicate opportunities for future research. The first limitation is that we applied only abstract data on hospital characteristics and binary data on social media adoption. Therefore, we observed quantitative patterns of social media adoption but were not able to directly address the logic really applied during the underlying adoption decisions and adoption processes. Further (especially qualitative) research is necessary to understand in more detail how hospitals make adoption decisions and actually adopt social media. To achieve this, future studies could apply interview data of key informants who are directly involved in decision-making and implementation processes to gather more concrete information on the considerations, structures, and processes leading to social media adoption by hospitals.

The second limitation of this study is the low explanatory power of some of the regression models. Although our overall model is supported comprehensively by the data, some of the regression models have only low model strength (eg, model 3 on Facebook adoption with a Nagelkerke $R^2$ of 0.112), indicating that in these models our explanatory variables can only explain a small part of the variance of the dependent variable. Therefore, future research might search for further factors influencing the adoption of social media by hospitals and add them to our model. However, to this end, it might be useful (or necessary) to develop specific models for individual social media platforms.

The third limitation of this study is its limited generalizability as we focused on Switzerland, a country with a rather unique hospital sector. Indeed, it is also a strength of this study that we adapted the model to the specific context of the Swiss health care system as this allowed us to develop more concrete and context-specific hypotheses. However, this national specialization of the model also reduces the direct generalizability of our findings. Therefore, future research should adapt the model to the relevant characteristics and empirically test it in other national health care systems. In this regard, our model, as a context-specific adaptation of the general TOE approach, allows future studies to integrate further hypotheses adapted to other specific national contexts. For instance, in the technical context of our model, we identified patients with additional VHI and participants of educational programs as relevant stakeholder groups that Swiss hospitals can reach effectively and efficiently via social media platforms. For studies in other countries, other relevant stakeholder groups (eg, private or charitable fundraising, recruiting, and societal or political legitimacy) could be integrated into the model. Furthermore, the organizational and environmental contexts of the model can be adapted to specific characteristics of the hospitals and their relevant settings in other countries. In this regard, our model provides a starting point as a basic framework for the further development of more comprehensive and detailed models on the social media adoption of hospitals in all countries.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRG</td>
<td>diagnosis-related group</td>
</tr>
<tr>
<td>FOPH</td>
<td>Federal Office of Public Health</td>
</tr>
<tr>
<td>FSO</td>
<td>Federal Statistical Office</td>
</tr>
<tr>
<td>IRR</td>
<td>incidence rate ratio</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>TOE</td>
<td>technology-organization-environment</td>
</tr>
<tr>
<td>VHI</td>
<td>voluntary health insurance</td>
</tr>
</tbody>
</table>
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Abstract

Background: Online patient communities are becoming more prevalent as a resource to help patients take control of their health. However, online patient communities experience challenges that require active moderation.

Objective: This study aimed to identify the challenges of sustaining a thriving online patient community and the moderation practices employed to address the challenges and manage the online patient community successfully.

Methods: An inductive case study of Mayo Clinic Connect was analyzed using the grounded theory methodology. Insights for the analysis were obtained from semistructured interviews with community managers and community members. Secondary data sources, such as community management documents, observational meeting notes, and community postings, were used to validate and triangulate the findings.

Results: We identified four challenges unique to online patient communities. These challenges include passion, nonmedical advice, personal information, and community participation. We identified five categories of practices that community members used to address these challenges and moderate the community successfully. These practices include instructive, semantic, connective, administrative, and policing practices.

Conclusions: Successful moderation in online patient communities requires a multitude of practices to manage the challenges that arise in these communities. Some practices are implemented as preventive measures while other practices are more interventive. Additionally, practices can come from both authority figures and exemplary members.

(J Med Internet Res 2020;22(3):e15983) doi:10.2196/15983
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Introduction

Background

Patients increasingly rely on the internet to look for medical information; ask questions; find peers with similar health concerns; read commentaries and experiences about health issues; and consult reviews and rankings of treatments, doctors, and hospitals [1-4]. According to a 2013 study, 72% of internet users looked at health information online [5]. Online patient communities are becoming forums for patients to share their stories, gain peer support, and search for medical information [6,7]. Studies have shown that membership in patient communities is associated with better health, behavior, and medical knowledge [7-10].
We define successful online patient communities as communities that are vibrant, supportive, and active. They welcome members, encourage active participation and interactions, foster relationships, and provide accurate medical information. Among the many potential concerns and challenges for online patient communities, the quality and accuracy of medical knowledge provided in these communities are questioned [11-14]. This is especially important given that members vary considerably in their medical expertise and may have difficulty discerning information quality. To address these issues and assure their success, some online patient communities use moderators [15]. Little academic research exists on effective moderation practices in online patient communities. Our objective was to systematically study the challenges of online patient communities and identify moderation practices that are employed to address these challenges and maintain a successful community.

To gain a deep understanding of this phenomenon, we conducted an inductive case study of Mayo Clinic Connect, a leading online patient community. Using the grounded theory methodology, we collected observational and interview data from key members over 3 years. Our findings highlighted five moderation practices in the community: instructive, connective, semantic, administrative, and policing. Furthermore, these moderation practices were not only enacted by the community’s management but also by the enlisted volunteer community members who assist in achieving community success. Together, the practices used by community management and community members successfully address several challenges to create a thriving community.

Prior Work

Online communities bring together members who share common interests and contribute valuable knowledge and expertise and are recognized as generators of significant knowledge [16]. In health care, online patient communities have become a medium for patients to share their stories, gain peer support, and search for medical information [6]. A healthy community retains its existing members, attracts new ones, and elicits their contribution [17]. Research has consistently shown the importance of feedback in driving members’ contributions to online communities [18-20]. One challenge facing online communities is managing the sheer number of contributors and contributions in the absence of monetary incentives and formal managerial structures [21].

Compared with other online communities, online patient communities face additional unique challenges. First and foremost, the quality, accuracy, and trustworthiness of medical knowledge provided over these platforms are questioned [11-14]. Second, there are ethical and privacy issues related to sharing and disseminating patients’ information online [22]. Third, there is a mismatch of motives and expectations among members who use these platforms as communication and marketing tools and members who use them for social support and exchanging advice [23]. Community leadership plays an essential role in dealing with online community challenges [20,24,25]. Effective leaders and moderators are characterized by inclusivity, helpfulness, and sociability [20,26,27]. Community management can be assisted by elevating the status of exemplary members to become trusted volunteer peer leaders [19]. In online patient communities, the involvement of volunteer peer leaders and echoing the voice of patients are essential for community success [28]. However, this inclusivity should not ignore the quality of information and the trustworthiness of conversation. Such tension is not very prevalent in other grassroots communities because the conversation reflects the shared interests of members without much further consideration. However, understanding how online communities can be other accurate sources of information and remain inclusive to members’ opinions remains an important research area [16,21].

Methods

Research Context

We conducted a study of Mayo Clinic Connect (referred to as Connect hereafter), a leading online patient community sponsored by Mayo Clinic. Connect is designed to “connect patients and family caregivers with each other” [29]. This community enables patients and their families with different medical backgrounds to share experiences, find support, and exchange information with others who have faced similar experiences. The community has open boundaries, which means it is open to the public and not restricted to Mayo Clinic patients only. At the time of publication, the community has 93,000 registered members and more than 10,000 active members who post at least once a month.

Data Collection

Our primary source of data came from semistructured interviews that were collected over five phases. Levitt et al [30] claim that fidelity to data “may be procured by inviting participants to interview or describe their experiences.” First, data collection was initiated when 1 author became acquainted with the director of Connect and participated in an early interview with her. This interview was instrumental in establishing our initial understanding of the community and in guiding our sampling of subsequent interviewees through a snowballing approach [31]. Second, we conducted four interviews with managers of the community over the phone. Third, we attended a community meeting of managers and members who discussed the concerns, successes, and goals of the community. In this meeting, we participated as silent observers to understand the community in general and collected four onsite interviews from community members who were participating.

After the initial analysis of these interviews, we focused on theoretical sampling for subsequent interviews. Therefore, our fourth phase included the collection of additional 13 phone interviews from members of the community. Through probing questions, we asked about their participation in Connect and what they felt the community did to achieve success. We asked them to expound on their experiences with the community, including challenging ones. Overall, we let all interviewees talk about being a member of Connect and their interactions with others. Each interview lasted approximately 30 min and was recorded and transcribed verbatim. We continued to interview individuals until we reached theoretical saturation and gained...
no additional insights from additional interviews [32]. Fifth, we conducted a final interview with the director of Connect to discuss and validate our findings.

After the completion of the interviews, we supplemented this primary data source with additional observational data sources to triangulate the findings from the interviews. First, all authors joined the community as passive members and observed the community members’ contributions and interactions over the last 3 years. Second, we obtained archival community documents, which included standardized response templates, a reference guide for exemplary posts, orientation packages, and community management guidelines. The observations gathered from these data sources were in line with the findings that emerged in the interviews, strengthening the fidelity of the findings.

Data Analysis

We adopted a grounded theory coding perspective on the semistructured interviews to let theory emerge from the data. Our initial unfamiliarity with the community was instrumental in allowing the data to inform our insights, rather than preconceived theory. However, we were aware of how our prior experiences as researchers might shape the interpretation of the data [33]. Therefore, as an added measure to ensure the coding was grounded in the data, the author who coded the majority of the data was the least experienced in online community literature. This perspective management in data analysis enhanced the fidelity of our data [30]. We followed a constant comparative process throughout our analysis, that is, we repeatedly compared codes and findings in frequent discussions among the authors [34].

Furthermore, 2 of the authors conducted line-by-line open coding techniques [35] in the first five interviews. After both the authors completed the coding of these first interviews, they discussed their findings to agree on emergent themes. One author coded the remaining interviews, and all authors met frequently during the coding process to discuss the inductive insights from the codes. After creating an extensive list of open codes, we conducted a second round of coding to ensure that minor differences in codes from open coding were combined to form unique ideas that did not overlap in the data. During open coding, memos were kept on each interview to provide extended notes and insights.

After completing open coding and discussing emergent themes, we followed an axial coding process to combine and relate codes together to form more abstract themes and relationships [36]. Axial coding helps to identify the who, what, when, where, why, and how of the emerging theory. In our case, it illustrated a clear picture of the moderation practices in the community.

We felt that the results from interview data were sufficient to generate insights, yet we used the observational data of archival documents and community postings to validate those results. Although this observational data were not formally coded in the same manner as the interviews, it was used as a source to validate the findings and provide examples of our presented results.

Results

Community Challenges

Our interviews highlighted certain challenges for online patient communities, specifically that require active moderation to address. These challenges include passion, giving nonmedical advice, providing personal information, and community participation.

First, many members are passionate about Connect and their contributions to it. These members experienced or overcame medical conditions and are passionate to share their experiences and help others. Thus, passion can yield positive consequences, such as increased engagement and participation. Passion, however, leads many individuals to argue about different beliefs and opinions. Ugly and argumentative posts are at times a challenge for Connect:

We might have a member that comes in really opinionated. [Moderator 3]

Second, sharing personal experiences is perhaps the overarching activity of members in Connect. Members with similar problems share experiences to encourage, inform, and support one another. Overall, this activity creates positive outcomes, and many members are very grateful for the feeling that they are “not alone.” However, challenges arise when experiences are viewed as or claimed to be “medical advice.” Members in the community are not medical practitioners but solely patients who have experienced a similar disease state. Therefore, nonmedical advice creates the potential for disappointment if the advice does not yield positive outcomes, or worse, legal repercussions if that advice causes further physical or emotional harm:

When it comes to alternative medicine, complementary medicine, that’s where we run into problems. Because members are free to express their views, but when they advise their discussion group and they instruct them to stop taking traditional medications and go for homeopathy or herbal things, that’s when we have to step in. [Moderator 4]

Third, soliciting personal information is helpful for community members to know how to respond to other members. More information regarding a member’s condition and situation helps others relate to the member’s issues and provide appropriate support. Members often ask questions such as “how was this diagnosed,” “how long have you had the problem,” and “what kinds of treatment have you had.” However, sometimes this is taken too far. Violations to privacy may occur when a member shares excessive personal health information:

In a HIPAA sense, this individual is asking this person very specific questions on the day, the time and the results of a medical test, and I’m not sure that that’s an appropriate place for a public discussion board. [Mentor 6]

Fourth, community participation is necessary by definition for the community to thrive. Therefore, a lack of participation is a challenge to the community. Yet, perhaps, the more nuanced challenge is that the motivation or form of the participation can vary. For example, many members will come to the community...
only for answers to their questions or to find a way to schedule an appointment with Mayo Clinic, in contrast to joining to establish relationships and gain social support. When members do not participate in the community to establish relationships, the turnover of community members is high, which will hurt the community.

In addition to the four challenges mentioned above—passion, nonmedical advice, personal information, and community participation—we also noticed secondary challenges that either were not mentioned sufficiently in the interviews or were related to the main challenges addressed. These challenges included ambiguous identities, lack of physician interest, generational gaps, and technology challenges. However, these were secondary to the main story we saw in the data, and therefore, we will focus on the four main challenges for the duration of the paper.

**Moderation Structure in the Community**

To respond successfully to these challenges, the community must maximize the potential positive benefits and minimize the potential negative outcomes of addressing them. In the case of Connect, these challenges are addressed by community management. The management team of Connect consists of a director and 5 staffers. These managers are referred to as moderators in the nomenclature of Connect. Moderators have set formal guidelines such as being careful when giving out medical advice, being respectful, and no commercial advertising. At the outset of the community, the moderators ran the community, moderated others’ posting, and provided the support to members who started to join the community. As the community grew, moderators recognized the need to scale community moderation to maintain members’ contributions. At the same time, moderators noted that some members were taking increasingly active leadership roles. They identified these emerging peer leaders and invited some of them to help monitor the community. In the nomenclature of Connect, the emerging peer leaders selected by the moderators are called mentors. Once selected, mentors, who volunteer their time, are trained and guided by moderators to act in accordance with the guidelines of the community. Multiple training practices are implemented to onboard and train mentors (Table 1).

**Table 1.** Training mechanisms for mentors.

<table>
<thead>
<tr>
<th>Training mechanism</th>
<th>Example from interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard documentation</td>
<td>“I'll send you three or four documents that you can look through and understand a little more what we're looking for in a mentor.”</td>
</tr>
<tr>
<td>Setting expectations</td>
<td>“We're hopeful that you'll agree to spend at least X number of hours a month visiting the board and watching things.”</td>
</tr>
<tr>
<td>Coaching and individual training</td>
<td>“When you are first invited, you spend time with the director, a one-to-one, doing screen shares and discussing different scenarios.”</td>
</tr>
<tr>
<td>Mentor meetups</td>
<td>“The mentors and moderators, we get together once a year. It is a little bit more training and sort of continuing education of being a mentor.”</td>
</tr>
<tr>
<td>Remote training</td>
<td>“Every quarter we will have a phone call where we can share what concerns us and build up a discussion.”</td>
</tr>
<tr>
<td>Behavior emulation</td>
<td>“We [Moderators] ask them to emulate us as far as the way we would respond.”</td>
</tr>
</tbody>
</table>

These training practices communicate and transfer the goals of moderators to mentors. This process brings three advantages. First, it reduces the workload of moderators, which is becoming infeasible with the continuous growth of the community, receiving around 10,000 posts per month. Second, mentors are uniquely qualified to assist members because of their shared experience—an experience that the moderators often do not have. Third, it enables moderators and mentors to specialize in different tasks focusing on desired outcomes. Moderators focus on administrative responsibilities, policing the community, and resolving tensions. Mentors can focus on patient success through the daily postings in community threads.

**Moderation Practices in the Community**

Through the analysis of the interviews, we found that moderators and mentors enacted different practices to address the challenges of the community. Groups of similar practices were abstracted into five high-level categories to add parsimony to our understanding of the moderation. Although some practices are employed by both moderators and mentors, in general, practices were not shared equally between moderators and mentors. The three practice groups associated more often with mentors were instructive, semantic, and connective practices. The two practice groups associated more often with moderators were administrative and policing practices.

**Instructive practices** are actions that provide medical information relevant to member experiences. Although the community acts as emotional support for individuals, the community also strives to empower members by educating them on how to make better decisions about their health. Specific examples of instructive practices include pointing a member to a doctor, stating that the community is not a replacement for professional help. Mentors not only point people to doctors but also assist them by sharing appropriate questions that could be asked or tips of ways to talk to a doctor. In addition, mentors in the community have become proficient in using tools such as Google Scholar to search and provide relevant links to patients who have medical-related questions, inspiring them to learn for themselves through peer-reviewed literature. At times, moderators invite doctors to participate in Connect through live webinars that answer common questions that patients have asked recently.
Semantic practices are actions that focus on the content of messages and responses, that is, what is being communicated in a post. Mentors are instructed to share beneficial content in addition to sharing it in a caring and empathetic manner. Some of the beneficial content that mentors can post are their own experiences with past illnesses that relate to patients and show them that they are not alone in their journey. Mentors can also post words of welcome to new members to establish a sense of security, love, and care. In addition, mentors ask questions to spur further discussion and better understand the individuals they are communicating with. The content of a message, however, is only half of the meaning of semantic practices—how the message is delivered is also important. Mentors must, when appropriate, validate the concerns of the posts through their words to make patients feel heard and important. This is enhanced when mentors use encouraging language and positive reinforcement, rather than critical and negative comments that are so often seen online.

Connective practices are actions that create relationships inside the community and bring individual members into a community setting. This connection is achieved through the platform design of tagging members as seen in many social media sites. Mentors go beyond tagging, however, and take a proactive approach to create relationships. Two examples include proactively following up with individuals who have not posted recently and attempting to connect them with similar members. In addition, mentors who receive private messages (a feature on Connect) will often ask to bring them public so that the entire community can see the questions and participate in supporting that individual. So, although the feature of tagging is often how connections are made, the proactive mindset to foster relationships is a significant element for connective practices.

Administrative practices are performed by moderators outside of discussion threads to keep the community growing with a positive community feel. What is done behind the scenes plays an important role in creating an environment for the community discussion to stay vibrant and productive. Administrative practices include increasing the number of volunteer mentors to help scale the moderation of the community. Once mentors are selected, moderators coach them on the proper conduct in the community. In addition, moderators will, at times, coach regular members who act inappropriately. Finally, moderators of the community attempt to build community unity by spotlighting select members frequently.

Policing practices are interventions against antisocial behaviors and departures from community guidelines. Ideally, the community would like to not have to implement these practices, but because of the sensitivity of medical information, they are implemented when needed. Moderators act as the authoritative hand more than mentors. Mentors may indirectly police the actions of members by asking for evidence of claims or diffusing negative and criticizing remarks, but typically, they are used as eyes on the community to report posts. Moderators alone implement policing interventions through muting members, taking down posts, and acting as an intervention when posts get out of hand.

Addressing Challenges Through Moderation Practices

After we independently identified specific challenges and moderation practices of Connect, we used axial coding to relate the challenges and practices together. By doing so, we uncovered processes by which mentors and moderators worked together to maximize the benefits that come from challenges and minimize their negative impacts. Below, we identify each challenge that was introduced above and discuss the practices implemented by moderators and mentors to address the challenge. We highlight the insights with relevant excerpts that came from interviews of community members.

Passion

Passion was fostered by mentors showing interest in members’ posts. Particularly, semantic practices, such as asking questions and validating concerns, were used to leverage the positive benefit of passion and expound on the member’s interest. When a member’s passion turned negative and argumentative, however, mentors addressed this challenge through indirect policing practices such as diffusing negative comments and observing the community and reporting to moderators:

“We've had our share of those people who come in and are negative, and as a mentor, I honor that because we’re not all going to be positive every day. I will recognize that and say, “Hey, it sounds like you’re having a really bad day. Is there anything that caused that?”” [Mentor 8]

We had a member who was really opinionated, and couldn’t be convinced he was giving bad advice, so in the end, what I had to do was call on the director to take a hand in the matter. [Mentor 4]

However, when the discussion became too ugly, moderators would intervene and address the situation. Moderators typically did not remove posts or mute members who shared passionate opinions because they recognize that passion is what strengthens the community. Rather, moderators implemented administrative practices such as coaching to work with members and correct members’ contribution to the community:

And there was one particular gentleman who was very combative, talked down to members a lot, wrote in all caps, which in an online community, is considered yelling. And with a lot of coaching, that particular person, over the course of many months, ended up becoming a really valuable member. [Moderator 2]

If members did not respond to coaching or if the negative behavior continued, then direct policing practices such as muting members or removing posts were implemented as a final option:

“In one case, the moderators actually did ban the person from the board and say, “We don’t allow people in here who are going to call people names and take things to that extreme.”” [Mentor 6]

Nonmedical Advice

Giving advice in a proper way is a manner in which the community achieves its goals of educating and supporting patients. In lieu of advice, mentors share their experiences, a
semantic practice, which follows the guidelines of Connect. Their post with their experience not only benefits the patient in need but also, hopefully, acts as a model for others to follow. They attempt to include the phrase, “this is not medical advice” before each of their experiences:

You definitely want people to realize that I’m not a doctor. But you want to be able to offer help to people. So, we have to work in certain ways. And I usually just say, “based on my experience, this is what happened.” [Mentor 14]

In addition, mentors have been instructed on how to question nonmedical advice by asking, “Where did you find that information?” They use instructive practices that educate members on how to do their research to find valid medical information and sometimes share those sources with patients:

When I see something that I am not familiar with I will definitely say, “I am not familiar with that. Have you checked that research? And we do have guidelines to help refer people to approved sites.” [Mentor 5]

Mentors invite doctors to participate in live webinars to provide a professional answer regarding questions that have spurred nonmedical advice. Hopefully, these webinars provide the needed answers that the community can refer to when they encounter an instance of nonmedical advice. However, moderators will use policing practices as well to intervene in discussion threads if there is any information shared that could be harmful to patients:

We will do a live Q&A session between a physician and the surgeon. Members are able to ask questions prior. They can watch the video live, and then we link that to Mayo Connect so that the information is housed on Connect too. [Moderator 3]

There are times where it is bad advice. That’s where we step in, in those situations. And we’ll, I wouldn’t say squash the conversation, but relay how important it is to seek an appointment with a medical provider. [Moderator 2]

**Personal Information**

To gather information to help patients, mentors will use semantic practices to validate concerns and ask questions to members. These questions prompt further discussion and deeper insights that allow the community to help a member’s concerns. Many members, however, do not understand the proper information to divulge and to retain when they join the community. Mentors help to increase the amount of participation by semantic practices, namely, asking questions and welcoming members. Mentors additionally focus on retaining members through connective practices, particularly tagging members to foster relationships and proactively following up with patients who have not been heard from recently:

I think you just ask a lot of open-ended questions. Usually, I say, “I’m fascinated by what you’ve told us, please tell us something else.” [Mentor 10]

If a member has been posting and then suddenly stops, we tag members to connect them to our members. [Moderator 4]

Mentors enact multiple practices to maintain member participation. Participation includes the amount of content that a user posts, but it can also signify if a member remains involved in the community. Mentors help to increase the amount of participation by semantic practices, namely, asking questions and welcoming members. Mentors additionally focus on retaining members through connective practices, particularly tagging members to foster relationships and proactively following up with patients who have not been heard from recently:

When I first started, it was really more about fostering relationships and, no pun intended with the word connect, but in the beginning really our job was to connect members with other members who had talked about the same thing. [Moderator 2]

We provide 2 figures to help readers understand the context and the findings. First, in Figure 1, we include a redacted screenshot
of a post from Connect to illustrate the practices implemented by moderators and mentors. We highlight some specific semantic, connective, and instructive practices to the right. However, our main purpose for including the screenshot was for readers to form their own opinions of the community and familiarize themselves with the context. Second, in Figure 2, we provide a graphical summary of the roles that implement the practices, the five main practices identified, and the four challenges that those practices address. We provide this graphic to help quickly and visually outline the dynamics of the community.

Figure 1. Moderation practices employed in one example post.

**Posted by @new_member**

I was diagnosed with **** about a year ago. I WAS a very active **** year old **** all of a sudden, not being able to get out of bed on her own and having severe **** pain. As is customary, after waiting 3 months to see a **** doctor, she administered the **** test and I was VERY high. So, she diagnosed me with **** and prescribed **** mg of **** . I don’t like taking meds (as most of us don’t), but I was in pain and had no quality of life. I’m a swimmer and could hardly dog paddle! One year later, I have been weaning off the **** mg down to **** mg. My **** said that now it’s a matter of determining if I have **** or **** ... so, she prescribed **** mg of **** for a month. I will say my **** pain seems better, but my **** are awful!! I don’t want to go back on **** – the devil drug. I would like to get to the “cruzo” of what is CAUSING my **** ?? No doctors seem to address that? What would be my next step? A nutritionist? I am **** of taking supplements, as well. Thank you for any help or sharing your experience. Weird disease ... I just want my old life back – being able to move without pain, etc. Too much to ask?

**Posted by @mentor**

Hello @new_member — welcome to Mayo Connect. We are glad you found us. Connect is a great place to ask questions and learn what others with similar health concerns are doing for treatments. I also have ++++. As my ++++ explained it to me ++++ is like ++++ all over the body. My first episode of ++++ was in ++++ and I was started on ++++ mg ++++. It took me ++++ years to taper off of ++++ and the ++++ went into remission and stayed gone for ++++ years. It came back in ++++ and again I was started on ++++ mg of ++++. I’m now controlling it with ++++ mg dosage and hoping to be off of the nasty stuff in a month or so but there are no promises. The one thing I can tell you is we are all different so you just need to take it one day at a time and keep moving but not over doing it.

You have asked the ++++ question – what is causing the ++++ ? Unfortunately I think the answer is the disease itself, but I’m no doctor and have no medical training. Mayo Clinic has a good overview of ++++ here: https://www.mayoclinic.org/diseases-conditions/++++

I’m tagging other members who have discussed ++++ and ++++ to see if they can offer you any suggestions or more information. @member1, @member2, @member3, @member4 can you offer any suggestions or information for @new_member?

I would also like to mention that I think you are on the right track with nutrition. You might want to check out a book by Dr. ++++. The ++++ Protocol. She has ++++ and has a great story about using nutrition for ++++ to reduce or eliminate her ++++ symptoms. You can read more about her here: https://external-site.com

**Posted by @moderator**

Hello @new_member,

I’d like to add my welcome, and thank you for joining the Connect community, and sharing your concerns. @mentor has offered some great insight, and while we wait for members to add to the conversation, I thought you might wish to view these step-by-step instructions to help you get the most out of Connect. Here’s the link to the webpage: https://connect.mayoclinic.org/get-started-on-connect/

If you need additional help, you can also contact a Connect community moderator by filling out this form: https://connect.mayoclinic.org/contact-a-community-moderator/
Figure 2. Graphical summary of our findings.

Discussion

Like most online communities, Connect experiences multiple challenges. We have identified and explicated many practices jointly used by Connect moderators and mentors to address these challenges and maintain a thriving community. We have provided a graphical summary of our findings in Figure 2. These practices are not solely emergent or wholly prescribed. The nature of the practice matches the needs of the community and its members. Some of these practices are interventive. They are mostly used to provide a quick and direct resolution to time-sensitive challenges. Other practices are preventive. They promote members’ behavior that leads to desired outcomes by avoiding tensions. These practices can be a guide and reference for an online patient community to promote the success and well-being of its members.

Beyond the context of health care, these findings illustrate how knowledge-creating online communities [16] can balance the need to promote the contribution of accurate and trustworthy knowledge with the need to remain inclusive to members’ opinions and interests. Such an endeavor requires the investment of time and effort to promote a culture of trust and the joint stewardship of the community by its management and volunteer members. Finally, this research presented the findings of one case study. Future work can improve the generalizability of the findings to other online communities in other contexts.
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Abstract

Background: Snapchat has seen one of the most rapid, and unprecedented, growths in the history of social networking sites and social media with 3 billion Snapchats sent daily. In 2015, Snapchat introduced a new feature, Snapchat Discover, providing a unique way for publishers, such as magazines, to connect their content to Snapchat users.

Objective: This study aimed to evaluate qualitatively the health-related content distributed among male-focused and female-focused Discover channels and to determine whether differences exist between the content posted to these channels.

Methods: Magazine Discover channels with male and female target audiences were identified based on the magazine’s claimed audience and a search of Snapchat Discover’s magazine publishers, resulting in the selection of two male-focused and two female-focused channels. Stories were collected daily from each of the selected channels during a 4-week period. Using the constant comparative method, 406 Discover stories were collected and analyzed.

Results: Differences in health content coverage existed between male- and female-focused channels. General health stories from male channels comprised 7.5% (10/134) of total stories compared with 22.8% (62/272) for female channels. Sexual health stories from male channels comprised 3.0% (4/134) of total stories compared with 18.8% (51/272) for female channels. Moreover, female-focused channels’ content was more comprehensive. Female audiences were portrayed as being health information seekers, concerned with sexual health and male satisfaction, primarily responsible for contraception and pregnancy prevention, and less informed about sex. Male audiences were portrayed as being less likely to seek health information, obsessed with and driven by sex, and less concerned with sexual health.

Conclusions: Understanding the content shared to social media is important, especially when considering the implications content may have for behavior. In terms of content, these findings suggest Discover channels appear to promote gender stereotypes and norms for health and sexual health through the information posted.

(J Med Internet Res 2020;22(3):e15330) doi:10.2196/15330
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Introduction

Snapchat Overview

Technology has become a major part of everyday life for both men and women, providing almost immediate and unlimited access to mass media, social networking sites (SNS), and social media platforms [1]. Although several popular SNS and social media platforms have been around for a while (eg, Facebook and Instagram), newer platforms have been gaining in popularity. One such platform is Snapchat (Snap, Inc), a social media app, which was founded in September 2011 and has become increasingly popular among smartphone users. Among those aged 18 to 34 years, Snapchat is now the third most popular app after Facebook and Instagram [2].

The growth of Snapchat has been one of the most rapid, and unprecedented, in the history of SNS and social media [3]. Snapchat had an estimated growth of approximately 90 to 100 million users from 2012 to 2015 [4,5]. As of 2018, there were roughly 3 billion Snapchats sent daily, 80 million daily active users in the United States, and 190 million daily active users worldwide [4]. Approximately 18% of US social media users use Snapchat, and the daily average time spent per user is 30 or more minutes [6]. Around 75% of Snapchat users are younger than 34 years old, and 90% of Snapchat users are between the ages of 13 and 24 years [6,7]. In addition, Snapchat has a disproportionate number of female users compared with male users, with roughly 70% of Snapchat users being female [6].

Snapchat is a mobile photo messaging and multimedia sharing app allowing users to send “snaps” consisting of photos or videos to people of their choosing. Ephemeralism, the concept of something lasting temporarily, is a key feature differentiating Snapchat from other social media and makes the platform appealing to users [8]. Snapchat users can choose to send a snap with a specified time limit (between one and 10 seconds) or with no time limit (the snap does not disappear until you touch the screen again), offering users a more private and intimate form of communication compared with other social media [2].

Snapchat Discover

In 2015, Snapchat introduced a new feature, Snapchat Discover, which is used by many Snapchatters [9]. In 2016, Snapchat reported more than 60 million people viewing its Discover platform each month [10]. The Snapchat Discover feature allows users to explore stories from various editorial teams on a daily basis. Essentially, Snapchat Discover is a network of media partners—ranging from National Geographic to Cosmopolitan—in which each partner has its own media channel where they can post articles, videos, and stories for their mobile audiences and subscribers [11]. Many channels are hosted by publishers that also have outside magazines, websites, or newspapers (eg, Cosmopolitan, National Geographic, BuzzFeed, and the Wall Street Journal).

Discover stories posted by publishers have similar transient features as personal snaps. Depending on the channel’s frequency of posting, stories can be available for as little as 24 hours to as long as a few days. Users are able to share stories with friends, but beyond that there is no way for a user to interact directly with a Discover story (ie, no commenting, liking, or direct saving).

Gender Stereotypes, Gender Norms, and Social Media

Gender stereotypes and norms are common in our society [12,13] and are often endorsed across multiple media platforms, including SNS and social media [14-16]. These stereotypes and norms are usually constructed according to cultural values and practices, as well as cultural definitions of masculinity and femininity [12,14,17,18]. They tend to shape the perceptions of acceptable behaviors for men and women [18-21]. Masculinity is commonly associated with being strong, tough, aggressive, independent, and self-reliant. Masculine attributes include having and exercising power and control; the denial of weakness or vulnerability; participating in risky activities or behaviors; sexual infidelity or being less interested in committed, monogamous relationships; and avoiding open expression of emotions [12-14,17,19-21]. In contrast, femininity is commonly associated with being nurturing, affectionate, emotional, and sentimental; avoiding conflict; sexual fidelity; being more acquiescent, submissive, and dependent than males; and investing in physical appearance [12-15,20,21]. The stereotypes and norms endorsed by media and society also shape beliefs with regard to appropriate and expected health behaviors for males and females, including general health and sexual health [18,19,22-24]. In line with stereotypes for masculinity and femininity, being concerned with health, or seeking medical advice about general or sexual health, is seen as a feminine quality and something men do not need to engage in [12,17,25].

Pressure to conform to gender stereotypes and norms can have implications for health. In fact, certain behaviors considered normative for a particular gender have been shown to be associated with health consequences [12,18,26]. The impact gender stereotypes and norms have on health behaviors differ for men and women, with men often engaging in risky health behaviors and women often experiencing limitations in their ability to engage in behaviors that allow them to take control of their health [18]. Furthermore, the perpetuation of gender stereotypes and norms has been shown to influence sexual behaviors and beliefs and reinforce a sexual double standard [19,27].

In general, media sources are saturated with gendered messages that reinforce stereotypes and norms. Exposure to media and internet representations of gender have been shown to influence the endorsement of stereotypical expectations of men and women [16,27,28]. With the growing popularity and evolution of social media, however, it is unclear whether newer media platforms (eg, Snapchat) are reproducing gendered messages or are moving away from stereotypical representations of gender. As there is a limited amount of research in this area, it is important to explore whether gender stereotypes and norms are being reproduced on newer social media platforms.

Review of Snapchat Research

Although its use has become increasingly prevalent [3], research has not kept pace with Snapchat’s rapid emergence. Research interests generally center on the use of Snapchat, often focusing on businesses and using Snapchat for brand building. Some
research has begun to investigate the effects Snapchat has on interpersonal relationships [1,2]; the uses sought and gratifications obtained through Snapchat [5]; the influence Snapchat has on the social, emotional, and psychological experiences of its users [8]; the impact of social media use on psychosocial functioning during early adolescence [29]; the deterrent mechanisms associated with Snapchat use while driving [30]; the patterns of use on Snapchat [3]; and users’ perceptions of different aspects of Snapchat [31]. The focus of the majority of research studies is on the user’s interaction with Snapchat and not Snapchat’s interactions with its users.

Objectives
A research area receiving little, if any, attention is an examination of newer Snapchat features that allow Snapchat to interact with its users, such as its Discover channels. Snapchat is able to disseminate a variety of information (such as news, current events, and health information) through these channels to an audience who often receives this type of information from SNS and social media platforms [32,33]. In a day and age in which health, sexual health, and gender norms are consistently being questioned and transformed, Snapchat has the opportunity to convey content in a new way that is both relevant and transformative to its audience.

To the researchers’ knowledge, no current research has examined the health content shared to Snapchat Discover channels. More specifically, no research has investigated the health content being shared to Discover channels as it relates to gender stereotypes and norms. Thus, an investigation of Discover channels is warranted to provide a better understanding of the content being posted with regard to health and gender. The purpose of this research study, then, was to evaluate qualitatively the general health and sexual health content posted to Discover channels. Further, this study intended to determine whether differences exist between the content posted to male-focused and female-focused channels. The study was guided by the following two research questions:

1. What health content, related to both general health and sexual health, is being shared to Snapchat Discover channels?
2. How does the content vary from male-focused channels to female-focused channels?

Methods
Selection of Discover Channels
Women’s and men’s magazines, in partnership with Snapchat, have created their own Discover channels and have become publishers on this platform. Magazines often have a stated gendered audience on their respective websites and cater their content to attract this audience [34]. Furthermore, magazines are often specifically labeled as either women’s magazines or men’s magazines, separating the type of magazine by gender [34,35]. It is reasonable, then, to assume that Discover channels affiliated with women’s and men’s magazines would have a similar target audience as the magazine’s specified audience outside of its Snapchat domain (posting content catered to either males or females). For this reason, magazine Snapchat publishers were chosen because of the ability to determine their gendered audience.

Data Collection
Discover channels were selected from the Discover section on the Snapchat mobile app. To help sift through Discover channels on Snapchat and ensure a gendered audience could be identified, channels were selected according to a set of predetermined inclusion and exclusion criteria. Inclusion criteria were as follows: The channel was a designated publisher with its own publisher stories (content publishers created in partnership with Snapchat); the channel was affiliated with an existing magazine, and the affiliated magazine had information about the gender of their target audience; and an equal number of channels with a primary focus on a male audience and with a primary focus on a female audience had to be selected. Exclusion criteria were as follows: The channel could not be an influencer, and if information about the affiliated magazine’s audience was not available then the channel would not be used. The Snapchat Discover page on the mobile app was searched according to these criteria, and four publisher channels were selected: GQ, Esquire, Cosmopolitan, and SELF. These four channels were selected because they were the best available options meeting the inclusion and exclusion criteria at the time of data collection. The target audiences for the four channels were determined according to their associated magazine website. GQ (formerly Gentlemen’s Quarterly) states it is the “premier men’s magazine” with the latest tips and advice for men [36]. Esquire’s website explains, “it’s a magazine for men... it is, and has been for nearly seventy years, a magazine about the interests, the curiosity, the passions, of men” [37]. Cosmopolitan is described as the “best-selling young women’s magazine in the U.S.” [38]. The SELF magazine website reads, “SELF Magazine: Women’s Workouts, Health Advice & Beauty Tips,” demonstrating a predominantly female audience.

Owing to the transient nature of Snapchat, data collection occurred daily. Each Discover channel updated their stories on a different schedule; therefore, data had to be collected and posts had to be saved every day. Cosmopolitan was the only channel that updated its stories every 24 hours; it was imperative data collection occurred the day it was posted, or the content would disappear without an alternative way to retrieve it. GQ, Esquire, and SELF all posted on different schedules: GQ posted stories two times a week (every Sunday and Wednesday), Esquire posted two times a week (every Tuesday and Friday), and SELF posted three times a week (every Wednesday, Saturday, and Monday).

It is important to note that saving content from Snapchat was challenging for this study. At the time of data collection, there was no direct way to download or save stories from the app, and stories were available only for a limited amount of time. Several months after the data collection for this study was completed, Snapchat released an update which made stories available for a longer period of time. This update made it possible for Discover stories to be revisited, creating more opportunities for data collection. The update has implications for future research on Discover channels because it would make the data collection process easier.
Data were collected from each of the four Snapchat channels during a specified 4-week period from January 21, 2018, to February 17, 2018. All titles and headlines for stories, with descriptions of what each story entailed, were documented. Screenshots of all stories specifically relevant to general health and sexual health were captured to assist with analyses. For this study, stories were considered related to general health if they mentioned physical, mental, spiritual, or emotional health and well-being. Stories were considered related to sexual health if they mentioned sexual activity, contraception or birth control, reproductive health or hygiene, sexual harassment, or sex-related items (ie, sex positions or sex toys). A total of 406 Discover stories (N=406) were collected and subsequently analyzed using the constant comparative method.

Data Analysis

The constant comparative method was used for the qualitative analysis of the collected Snapchat data [39-42]. The constant comparative method is an iterative process of analyzing qualitative data, involving recoding and recategorizing data as they present themselves and creating new categories when codes do not fit into existing ones. It ensures the systematic comparison of all data with all other data in the data set [42] and is used to reduce data into manageable units and coded information [39-41]. An inductive approach to data analysis was used in which the coding of data was performed without using a pre-existing coding frame. This allowed for an organic exploration of themes as they emerged from the data. In this study, the codes, categories, and themes were directly drawn from the Snapchat data set; no preconceived codes or categories were used to inform the analysis process. The constant comparative method has been increasingly utilized in SNS and social media research. Hart et al [43] used the method to categorize public health professionals’ tweets to evaluate how public health professionals are using Twitter as a platform to further the mission of public health. Fox and Moreland [44] used constant comparison to explore users’ negative emotional experiences within Facebook. In another study, Fox et al [45] examined the effects of Facebook on romantic relationships using the constant comparative method for analysis. In their study about social media use by physicians, Campbell et al [46] used the constant comparative method to understand the perceived risks and benefits of using social media as a health professional and the perceptions on social media use in health care. Finally, in their mixed method study, Bayer et al [8] used the constant comparative method to better understand college students’ social and emotional experiences on Snapchat.

The data analysis process began with an initial read through to gain an overall understanding of the data. Next, two researchers trained in qualitative research methods (KL and CC) independently open-coded all the Snapchat stories, sorting similar stories into categories. Open coding has been defined as “the process of breaking down, examining, comparing, conceptualizing, and categorizing data” [39-41]. Once initial codes were identified through open coding, comparative analyses were independently conducted within and across Snapchat stories using axial coding [41]. This allowed the researchers to refine the coding structure and group codes into higher level categories [41]. Then, the two researchers collectively identified major themes of the grouped data. Following the development of major themes, the researchers utilized selective coding to compare all stories with their major theme, using constant comparison to refine and sort stories to the most fitting theme. In addition, results were quantified by counting the number of units of data (stories) in each theme and subtheme, considering this information an objective measure to help summarize the results and guide interpretation of the findings.

All stories collected during the data collection period (N=406) were sorted into subthemes and themes through the constant comparative process; there were no stories considered miscellaneous or other that were not placed under one of the major themes. The researchers coded each story to only one theme or subtheme. Although a story may have related to more than one theme or subtheme, the theme or subtheme with which the story most related was the theme or subtheme that the story was coded under. If there was any disagreement between the two trained researchers, they discussed the topic of the story until an agreement was made. In addition, a third-party individual was available to help with disagreements.

Results

Discover Channels

The data collection process yielded 406 Snapchat Discover stories (N=406), all of which were included in the final analysis. Of the 406 stories, 61 (15.0%) came from GQ. 73 (18.0%) came from Esquire, 191 (47.0%) came from Cosmopolitan, and 81 (20.0%) came from SELF. Cosmopolitan stories made up almost half of the total stories collected. This is likely because it was the only channel that posted new content every day, whereas the other three channels posted stories two or three times per week.

GQ was one of the male-focused Discover channels used for comparison in this study. From the analysis, 16 subthemes were coded into five main themes: entertainment, health, fashion, dating and relationships, and grooming (see Multimedia Appendix 1). The theme with the most stories was fashion (27/61, 44%), with entertainment coming in second (13/61, 21%). This is not surprising given GQ magazine emphasizes fashion and style for men. The theme with the least number of stories was health (5/61, 8%). GQ was also the channel with the least number of stories overall compared with the other channels.

Esquire was the other male-focused Discover channel used for comparison in this study. There were 13 subthemes coded into five main themes: entertainment, health, sexual orientation, dating and relationships, and grooming (see Multimedia Appendix 1). The theme with the most stories was entertainment, comprising more than half (42/73, 58%) of all the stories posted by this publisher. The theme with the least number of stories was dating and relationships (2/73, 3%). The health theme was second to last, accounting for 8% (6/73) of stories.

Cosmopolitan was one of the female-focused Discover channels used for comparison in this study. Cosmopolitan had the most
stories of all the channels analyzed, as well as the most themes and subthemes. There were 28 subthemes coded into seven main themes: entertainment, health, sex and relationships, appearances, politics, food and beverages, and home and home goods (see Multimedia Appendix 1). Themes with the most stories were entertainment (56/191, 29.3%), sex and relationships (52/191, 27.2%), and health (35/191, 18.3%). The themes with the least stories were home and home goods (9/191, 4.7%) and politics (5/191, 2.6%).

SELF was the second female-focused Discover channel used for comparison in this study. SELF had the second largest number of stories out of the four channels. As seen in Multimedia Appendix 1, SELF had 17 subthemes coded into six main themes: entertainment, health, fitness, sexual and reproductive health, dating and relationships, and appearance. Of the six major themes, the theme with the most stories was health (28/81, 35%), followed by fitness (15/81, 19%). This was the only channel that had a health theme with the most stories which is likely because SELF is billed as a health magazine. The theme with the least stories was dating and relationships (3/81, 4%).

健康内容比较

The male-focused channels had few stories with general health content. When combined together, the male-focused channels had a total of 10 health stories, accounting for only 7.5% (10/134) of the total stories among the two channels (Table 1). The female-focused channels had a total of 62 stories with health content, accounting for 22.8% (62/272; approximately three times as many health stories as the male-focused channels) of the total stories among the two channels (Table 1).

### Table 1. Number and percentages of general health stories from male- and female-focused Discover channels.

| Discover channels | General health stories, n (%) 
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male-focused channels (n=134)</strong></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>10 (7.5)</td>
</tr>
<tr>
<td>GQ&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4 (3.0)</td>
</tr>
<tr>
<td>Esquire</td>
<td>6 (4.5)</td>
</tr>
<tr>
<td><strong>Female-focused channels (n=272)</strong></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>62 (22.8)</td>
</tr>
<tr>
<td>Cosmopolitan</td>
<td>19 (7.0)</td>
</tr>
<tr>
<td>SELF</td>
<td>43 (15.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage of health stories from the combined total stories.

<sup>b</sup>GQ: Gentlemen Quarterly.

### Table 2. Health content subthemes of male- and female-focused general health stories.

<table>
<thead>
<tr>
<th>Gendered audience</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male-focused channels</td>
<td></td>
</tr>
<tr>
<td><strong>GQ&lt;sup&gt;a&lt;/sup&gt;</strong></td>
<td>Exercise, mental health, and food</td>
</tr>
<tr>
<td><strong>Esquire</strong></td>
<td>Exercise, video games and health, and health podcast recommendations</td>
</tr>
<tr>
<td>Female-focused channels</td>
<td></td>
</tr>
<tr>
<td><strong>Cosmopolitan</strong></td>
<td>Exercise, health information and advice, skin care, and emotional health</td>
</tr>
<tr>
<td><strong>SELF</strong></td>
<td>Health information and advice, physical health, diet, exercise, exercise equipment, and recovery</td>
</tr>
</tbody>
</table>

<sup>a</sup>GQ: Gentlemen Quarterly.

Differences in subthemes and general health content coverage existed between the male- and female-focused channels. The scope of general health content was greater for female-focused channels compared with male-focused channels, with female-focused channels covering a much wider range of topics (Table 2). Moreover, the health content addressed by male-focused channels covered most of their health topics only once. For example, the male-focused channels posted only one story about video games and health titled *One very, very good reason to start gaming*, which discussed the link found by researchers between video games and a reduced risk of Alzheimer disease (Figure 1). The male-focused channels also only posted one story about mental health titled *How to: Not be sad this winter*, which discussed the signs, symptoms, and treatment of seasonal affective disorder (Figure 1). The female-focused channels, however, often posted multiple separate stories about the same general health topic.
The male-focused channels were more general and less extensive in their approach to providing health content. A majority of the posted stories included only one or two brief paragraphs or a short list describing the health topic, including *How to Properly Warm Up for Your Next Gym Day* or *The Breakup Workout...Because Revenge is Best Served as a Six Pack of Abs* (Figure 1). In contrast, the general health content delivered by the female-focused channels posted more specific and descriptive health content. The channels’ stories offered tangible advice and in-depth explanations about the posted health topic, such as *Everything You Can Possibly Do To Avoid Getting the Flu*, *7 Weird Signs You’re Not Drinking Enough Water*, and *What Is Traction Alopecia and How Do I Know if I Have It?* (Figure 2).

### Sexual Health Content Comparison

The male-focused channels posted less stories covering sexual health content than the female-focused channels. Male-focused channels posted a total of four sexual health stories, comprising 3.0% (4/134) of the total stories among the two male-focused channels. The four sexual health stories only came from the *GQ; Esquire* did not post any stories with sexual health content. The female-focused channels posted a total of 51 sexual health stories, comprising 18.8% (51/272) of the total stories among the two channels (Table 3). More than half of the sexual health posts came from *Cosmopolitan*. The female-focused channels also covered a larger variety of topics. The male-focused channels had two main subthemes addressing sexual health, whereas the female-focused channels had a number of subthemes addressing sexual health (Table 4).
Table 3. Number and percentages of sexual health stories from male- and female-focused Discover channels.

<table>
<thead>
<tr>
<th>Discover channels</th>
<th>Sexual health stories, n (%)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male-focused channels (n=134)</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>4 (3.0)</td>
</tr>
<tr>
<td><em>GQ</em>^b</td>
<td>4 (3.0)</td>
</tr>
<tr>
<td><em>Esquire</em></td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Female-focused channels (n=272)</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>51 (18.8)</td>
</tr>
<tr>
<td><em>Cosmopolitan</em></td>
<td>35 (12.9)</td>
</tr>
<tr>
<td><em>SELF</em></td>
<td>16 (5.9)</td>
</tr>
</tbody>
</table>

^aPercentage of health stories from the combined total stories.
^b*GQ*: Gentlemen Quarterly.

Table 4. Sexual health content subthemes of male- and female-focused sexual health stories.

<table>
<thead>
<tr>
<th>Gendered audience</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male-focused channels</td>
<td></td>
</tr>
<tr>
<td><em>GQ</em>^b</td>
<td>Dating and sex</td>
</tr>
<tr>
<td><em>Esquire</em></td>
<td>None</td>
</tr>
<tr>
<td>Female-focused channels</td>
<td></td>
</tr>
<tr>
<td><em>Cosmopolitan</em></td>
<td>Pregnancy, sexual and reproductive health, sexual assault and harassment, dating, sex toys, and sex secrets</td>
</tr>
<tr>
<td><em>SELF</em></td>
<td>Birth control, feminine hygiene, reproductive health, women’s rights, and dating</td>
</tr>
</tbody>
</table>

^a*GQ*: Gentlemen Quarterly.

Although there were only four stories for the male-focused channels, apparent differences in content emerged. The male-focused channels did not post any sex-related stories that specifically included sexual health information; rather, they posted about sexual activity and sexual success. For example, one of the stories titled *This Valentine’s Day Have Sex Before Dinner* discussed engaging in sexual activity before going out to dinner on Valentine’s Day to guarantee you successfully engage in sexual activity. The man giving the advice wrote, “if you want to make sure you get f****ed on Valentine’s day, f**** first, then go out to dinner” (Figure 3). Another story titled *Never Play Acoustic Guitar for a Woman* told men to “never play guitar for someone you’re trying to sleep with” because it is not seductive and might be a turn off. The third story titled *What Should You Wear on Valentine’s Day?* gave advice about what a man should wear to avoid a “goodnight kiss on the cheek” and successfully ensure a “long night of candlelit lovemaking” (Figure 3).
Figure 3. Examples of sexual health topics posted to male-focused Discover channels.

The female-focused channels posted stories with a variety of sex-related topics, many of which included sexual health-related information, and were the only channels to post stories about contraception. Stories about contraception included 7 Best Places to Get Free Condoms, How to Find the Best Condom for You, 5 Signs an IUD is the Best Birth Control for You, and Here are the Signs an IUD Isn’t Right for You (Figure 4).

Interestingly, the female-focused channels did mention males providing condoms or preparing for sexual intercourse by bringing condoms in a couple of their stories. The male-focused channels made no mention of contraceptive use in any of their stories about sex.

Figure 4. Examples of sexual health topics posted to female-focused Discover channels.

The female-focused channels also posted sexual health information about reproductive health (such as female internal and external genitalia) and feminine hygiene. This information was often presented in the form of advice or recommendations from reputable sources (eg, doctors, specialists, and experts). Examples include stories such as 7 Things Your OB/GYN Wants You to Know About Your Vagina, 11 Things You Need to Know About Your Vulva, Is It Normal to Have a Really Long Menstrual Cycle?, and Keeping Your Vagina Clean (Figure 4).

Another difference in the sexual health content across female- and male-focused channels was the way in which they were framed. Stories posted to female-focused channels often made it seem as if men possess secrets about sexual intercourse and sexual activities that they do not want women to know. Examples of these stories include 9 Sixty-Nine Secrets Guys Won’t Tell You, 10 Anal Sex Secrets Guys Won’t Tell You, and 10 Sex Toy Secrets Guys Won’t Tell You (Figure 4). The focus of these stories was often about what men think or how men feel without mentioning the same for women. In contrast, as stated previously, the main focus of the stories from the male-focused channels was on setting up men for sexual success and sexual pleasure.
Discussion

Principal Findings
This study sought to examine the general health and sexual health content being posted to Snapchat Discover channels, as well as to determine whether differences exist between the content posted based on the gender-specific audiences. In examining the content of Discover channels, this preliminary study moves beyond the traditional focus on the effect of users’ interactions with main Snapchat features to explore a different feature that offers a variety of health information to users through some of its publisher channels. Compared with the male-focused channels, female-focused channels had more stories offering general health–related and sexual health–related content. The scope of their general health and sexual health content was greater than that of the male-focused channels, and the number of stories addressing each general health and sexual health topic was greater for female-focused than male-focused channels. The findings from this study demonstrate that the analyzed Snapchat Discover channels reflect and reiterate stereotypical conceptions of gender through the content posted. If users are adopting behaviors learned from content posted to these channels, then it is possible that users not only are being exposed to this content but also might be engaging in behaviors that reinforce gender stereotypes and norms for general health and sexual health.

General Health Content and Promotion of Gender Stereotypes
A focus of this study was to investigate the general health content being shared to Discover channels and the differences in content posted to male- and female-focused channels. It is evident from the analysis that target audiences are perceived differently by their respective publishers with regard to their overall health behaviors and health information–seeking behaviors. Stories posted to the male-focused channels were more superficial in their general health content. These channels mostly posted health information with the intent of providing ways to make you appear more attractive, not necessarily with the intent of providing helpful information to enhance or maintain your overall health. This reflects the gender stereotype that participating in health-promoting behaviors is perceived as less masculine [12,17,18]. In contrast, the female-focused channels established a sense of agency and control for their audience over their health and well-being. These channels addressed more aspects of overall health with an emphasis on prevention, self-care, healthy habits, and taking ownership of your health.

These findings are in line with research that has documented significant gender differences in health behaviors [12,17,18]. In fact, gender has been found to be one of the most important factors that influences health-related behavior, with women generally adopting healthier behavior practices than men [12]. Traditional masculine ideals endorse the gender stereotype that men should be strong, independent, and self-reliant, and therefore do not need to practice health-seeking behaviors [12,17,18]. Whether intentionally or not, by reiterating this gender stereotype through content posted (or, in some cases, not posted), it is possible that these male-focused channels are influencing social norms among their target audience. The content shared to these channels is promoting the idea that health behaviors should be more important to one gender than the other, and that health-related behaviors are defined by one’s gender. There is a need to undo the stereotypes and norms that make health behaviors typical of a single gender, and instead inclusive of all genders. Social media could take steps toward this by representing health behaviors in new ways and posting about health behaviors to both male- and female-focused Snapchat channels.

Sexual Health Content and Promotion of Gender Stereotypes
The findings suggest that Discover channels also promote sexual health gender stereotypes and norms. There was a difference in the number of posts with sexual health–related content, with female-focused channels posting more content. This difference suggests that sexual relationships and sexual health are primarily topics for women to concern themselves with and topics men do not have to worry about. Thus, women are seen as wanting and needing sexual health information, whereas similar information is seen as unimportant or unnecessary for men, or knowledge men already possess.

In line with findings from previous research [19,35], when sex-related topics were posted to the male-focused channels, the primary focus was on men’s sexual freedom and sexual success in heterosexual relationships. All of the stories with sexual content focused on how to successfully ensure you have sex with a woman. Men were told how to dress attractively to have sex with their date, how to plan their evening around having sex, how to appropriately talk dirty, and what not to do to have sex with a woman. These stories endorse the stereotypes that link being obsessed with and driven by sex to masculinity [12,22,35], undermining the idea that men should be interested and involved in their sexual health. They also promote the stereotype that women serve to provide sex to men on men’s terms [14,35].

Furthermore, the lack of sexual health–related information among male-focused channels suggests that casual sexual intercourse and activities are normal for men without any sexual health concerns or responsibilities attached to them. The male-focused channels posted four stories specifically about having sex without any mention of contraception or sexual health. This contributes to the perception of sex as a carefree activity for men and reinforces the stereotype that safe sex-related topics were posted to the male-focused channels, the primary focus was on men’s sexual freedom and sexual success in heterosexual relationships. All of the stories with sexual content focused on how to successfully ensure you have sex with a woman. Men were told how to dress attractively to have sex with their date, how to plan their evening around having sex, how to appropriately talk dirty, and what not to do to have sex with a woman. These stories endorse the stereotypes that link being obsessed with and driven by sex to masculinity [12,22,35], undermining the idea that men should be interested and involved in their sexual health. They also promote the stereotype that women serve to provide sex to men on men’s terms [14,35].

In line with findings from previous research [19,35], when sex-related topics were posted to the male-focused channels, the primary focus was on men’s sexual freedom and sexual success in heterosexual relationships. All of the stories with sexual content focused on how to successfully ensure you have sex with a woman. Men were told how to dress attractively to have sex with their date, how to plan their evening around having sex, how to appropriately talk dirty, and what not to do to have sex with a woman. These stories endorse the stereotypes that link being obsessed with and driven by sex to masculinity [12,22,35], undermining the idea that men should be interested and involved in their sexual health. They also promote the stereotype that women serve to provide sex to men on men’s terms [14,35].
to note that the responsibility for safe sex in heterosexual relationships often hinges on the woman’s ability to negotiate safe sex practices. Negotiations such as these require some degree of assertiveness, an attribute that is societally viewed as contradictory to femininity. This conflict between assertiveness and passivity complicates conversations about sexual safety for women [35]. Research has found that power imbalances in relationships make it difficult to plan to have safe sex, such as taking precautions to protect against STIs and pregnancy [24]. Thus, the findings also demonstrate that the stigma attached to women carrying condoms, in combination with the expectations for women to be responsible for pregnancy prevention, might put women in a difficult situation that could lead to negative consequences, such as STIs or unplanned pregnancies [19,24].

Moreover, the stories posted to female-focused channels often instructed women about how to understand men’s sexual interests and behaviors by disclosing the secrets men are keeping from them. Men are portrayed as possessing secrets about their own sexual behavior women want to know. Essentially, Snapchat stories are acting as portals that unlock access to secrets, so women can learn how men think and feel about sexual intercourse and activities, with the goal of enabling women to serve men’s desires more successfully. The same types of secrets are not shared through stories on the male-focused channels. This difference in content suggests an interesting power differential, aligning with similar findings from a study about sexual double standards [19,20]. Being portrayed as possessing all of the knowledge they need about sex puts men in a stereotypical masculine position of power and control [12,19,35]. It is possible that the female-focused channels are attempting to address this power differential by revealing the secrets men are keeping; however, the way the content is framed promotes the idea that men do, in fact, have more knowledge about sex than women, and women should be most concerned with providing male pleasure.

The amount of information about reproductive health and hygiene posted to the Discover channels also reinforced gender stereotypes and norms regarding sexual health. The female-focused channels posted several stories about female internal and external genitalia and appropriate feminine hygiene, whereas the male-focused channels posted no sexual health content about reproductive health and hygiene. This agrees with research that have found norms surrounding femininity encourage women to understand and examine their own bodies and recognize subtle signs of change [25]. Norms surrounding masculinity discourage men from understanding or examining their bodies [25]. Men tend to avoid discussing sexual health issues, which could be why male-focused channels also avoid posting stories containing this type of content. These channels may be providing a disservice to their male audiences by failing to post meaningful discussions that consider the role of masculinity in relation to sexual health.

Limitations and Recommendations

This study is not without limitations. First, the data are subjective based on the researchers’ interpretations, as is the nature of qualitative research. The information gained from a qualitative process, however, provides a nuanced understanding into the content posted by Snapchat publishers for their gender-specific audiences. Another limitation of this study is that the data collection period was only 4 weeks long. It is possible that different themes would have emerged had the data collection period been longer. The limited number of stories and short data collection period reduce the explanatory power and generalizability of the findings. Future research examining Snapchat Discover stories should collect data for a longer period of time to enhance explanatory power and generalizability. In addition, there are limitations to the selected channels themselves. As the channels selected for this study had to be linked to magazines (based on the inclusion and exclusion criteria), the choices of channels were limited. The nature of the channels selected might not be the most representative or comparable with respect to audience and content. For example, GQ is often described as a style magazine and is likely to have a different male audience than other magazines. The same could be said for the audiences of SELF and Cosmopolitan. The content posted to these channels is likely to align with the purpose and target audience of the magazine. Thus, we cannot generalize these findings to all Discover channels on Snapchat. Future research could benefit by identifying Discover channels that have more comparable target audiences and focus mostly on health and sexual health content. It might also be important to consider the number of subscribers a channel has. This study did not select channels based on the number of subscribers; however, it is possible that the popularity of a channel might impact the content being posted and how much influence a channel could have on its users.

As social media continues to evolve, opportunities are presented for these platforms to conform with, challenge, or defy societal expectations and normative ideas [14]. Social media apps have the ability to break away from gender stereotypes and norms by changing the type of content they deliver, and the way relevant topics are discussed. Snapchat Discover channels, in particular, are capable of doing this by posting general health and sexual health content in a way that does not conform to gender stereotypes and norms. In doing so, these platforms can transform alongside their audiences who are slowly changing and building new meanings of health, gender, sexuality, and identity [34].

The authors have a few practical recommendations to aid these processes. First, social media publishers should acknowledge the pervasiveness of gender stereotypes and accept that these stereotypes might be biasing the content being posted. This could help to identify and correct such biases [28]. Second, social media publishers could work to educate themselves and their content curators about gender stereotypes [28]. This includes learning about the implications that reinforcing and endorsing stereotypes might have for consumers of the content. It is important for social media publishers to be more aware of the potential implications gendered messages can have for users, especially with regard to health and health behaviors. It is also important for social media platforms to bear responsibility for their content decisions. Third, social media publishers could seek feedback from members of a different gender before posting potential content. This could be in the form of encouraging equal representation of genders on content creation.
teams or hiring a gender expert to consult on content creation. Finally, social media publishers should work to create new understandings of how they view their gendered audiences. Publishers could then use their new understandings to generate content that incorporates more effective and inclusive gender portrayals.

Conclusions
This study has provided a first look at the general health and sexual health content posted to Snapchat Discover channels. The findings suggest that publishers posting content to the male-focused channels view their audiences as less likely to seek health information than their female counterparts, as obsessed with and driven by sex, and as less concerned with sexual health. Publishers creating content for the female-focused channels view their audiences as health information seekers, as concerned with sexual health, as responsible for contraception and pregnancy prevention, and as less informed about sex than their male counterparts. The content posted to the male- and female-focused channels seems to be promoting gender stereotypes and responsibilities for health information seeking and for sexual health and sexual relationships. By posting relevant content in new ways that neither represents traditional femininity nor hegemonic masculinity, social media can help to slowly transform restrictive gender norms and socially constructed stereotypes.
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Abstract

Background: Electronic health (eHealth) has been described as a silver bullet for addressing how challenges of the current health care system may be solved by technological solutions in future strategies and visions for modern health care. However, the evidence of its effects on service quality and cost effectiveness remains unclear. In addition, patients’ psychological and emotional reactions to using eHealth tools are rarely addressed by the scientific literature.

Objective: This study aimed to assess how the psychological and emotional well-being of eHealth service users is affected by the use of eHealth tools.

Methods: We analyzed data from a population-based survey in Norway, conducted in the years 2015-2016 and representing 10,604 eHealth users aged over 40 years, to identify how the use of eHealth tools was associated with feeling anxious, confused, knowledgeable, or reassured. Associations between these four emotional outcomes and the use of four types of eHealth services (Web search engines, video search engines, health apps, and social media) were analyzed using logistic regression models.

Results: The use of eHealth tools made 72.41% (6740/9308) of the participants feel more knowledgeable and 47.49% (4421/9308) of the participants feel more reassured about their health status. However, 25.69% (2392/9308) reported feeling more anxious and 27.88% (2595/9308) reported feeling more confused using eHealth tools. A high level of education and not having a full-time job were associated with positive reactions and emotions (feeling more knowledgeable and reassured), whereas low self-reported health status and not having enough friends who could provide help and support predicted negative reactions and emotions (ie, feeling anxious and confused). Overall, the positive emotional effects of eHealth use (feeling knowledgeable and reassured) were relatively more prevalent among users aged over 40 years than the negative emotional effects (ie, feeling anxious and confused). About one-fourth of eHealth users reported being more confused and anxious after using eHealth services.

Conclusions: The search for health information on the internet can be motivated by a range of factors and needs (not studied in this study), and people may experience a range of reactions and feelings following health information searching on the Web. Drawing on prior studies, we categorized reactions as positive and negative reactions. Some participants had negative reactions, which is challenging to resolve and should be taken into consideration by eHealth service providers when designing services (ie, including concrete information about how users can get more help and support). There is a need for more studies examining a
greater range of reactions to online health information and factors that might predict negative reactions to health information on the Web.

*(J Med Internet Res 2020;22(3):e13118) doi:10.2196/13118*
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**Introduction**

In Norway, the demand for health care services is expected to increase by 40% by 2040 [1]. Comparable estimates may be expected for other developed countries, predicting a major increase in health care budgets. Electronic health (eHealth) is often presented as a solution to this situation [2-4].

Although the pursuit of eHealth is global, evidence of its effect and impact remains conflicting and limited. It is even more difficult to find support for cost-effectiveness of eHealth tools, regardless of the claims policy makers are using to attract interest and funding for large-scale deployments [5,6]. Even though the policies may be driven by expectations rather than scientific evidence, it is easy to recognize the potential of eHealth to shape the services for the future [3]. Much can be done to enhance the experience of care, improve health of populations, and reduce per capita costs of services [7] by not only improving available technologies but also adopting and implementing novelties in the field. The use of eHealth services may increase access in remote areas and underserved populations [8-10]. However, not all population groups utilize the technology to the same degree; this has been referred to as a digital divide [11-15]. Recently, some studies have discussed how the consequences of internet use may differ between different groups, referred to as the third-level digital divide [12]. However, with some important exceptions, few have empirically studied determinants of this third-level digital divide [12,16-19].

In our study, we look at the positive and negative psychological consequences of health information seeking, which can be understood as an application of the third-level digital divide concept.

Understanding people’s reactions to eHealth services is an imperative part of evidence-based eHealth. However, the eHealth literature seems to focus more on potentially positive aspects of eHealth from the patient’s point of view, such as perceived support and increased health literacy, as major effects of eHealth tools [20-22], rather than raising critical questions. Social support is a well-established protective factor against mental health problems including anxiety, explained as a buffer against stress [23]. Many have emphasized the potentially positive effects of eHealth on shared decision making and patient empowerment [24-26]. The impact of eHealth service use on health care participation, patient involvement, and health status has been reported, whereas findings on issues such as psychological well-being, anxiety, and depression are inconsistent [20,21]. Although some of these findings were observed among patients with cancer, we may expect similar trends in other patient groups and in the general population.

Overall, eHealth seems to have a positive impact on patient-related outcomes [27,28]. However, inconsistencies and variations in the literature may relate to insufficient consideration of human factors in measures and study designs, resulting in biased findings [29]. Moreover, there has been a wide range of different methodologies used, and there is still much uncertainty with regard to what constitutes eHealth, contributing to the inconsistent findings [2].

People may search for health information online for various reasons, typically to obtain more knowledge on a specific matter [24]. However, searching and reacting to online health information cognitive processes that are also driven by emotions [30-32]. Emotions are central to the human experience and infiltrate every aspect of our existence [33]. The Information Search Process Model [34] suggests that there are six steps in information seeking and understands this process as complex and multifactorial, and it also considers emotional factors. These factors vary depending on the stage of the model from optimism to confusion and from frustration and doubt to satisfaction or disappointment [30,34,35]. This study draws on this insight into the importance of emotional factors and especially the finding that the process of information searching may increase feelings such as uncertainty [30,35]. However, we focus only on the final stage of the information searching process—that is, how people feel after having found online health information. In this study, we focus particularly on the emotional aspects and how information seekers, in retrospect, appraise the outcome of their information seeking activity. Although some may feel reassured and more knowledgeable by the information they found, others might become worried and concerned, which may lead to frustration and, perhaps, symptoms of anxiety. This may relate to a range of factors such as low income, low education, and an avoidant coping style. These attributes have been associated with vulnerability to misinformation and unfounded claims [36].

Health-related misinformation is commonly encountered on the internet [37,38]. Searching for health information may also relate to a tendency for health anxiety, defined as a concern about health in the absence of a pathology or excessive concern when there is only some degree of pathology [39]. The preoccupation with thoughts about illness in health-anxious individuals is associated with a need to search for health information [40-42]. In a study by Baumgartner and Hartmann [32], the results indicated that online health information from trustworthy websites leads to increased worries among health-anxious individuals but not among non–health-anxious individuals. Although frequent online searches for health information among health-anxious individuals were associated with an increased number of doctor appointments relating to the information found online, a negative association between online searching and doctor appointments has been found among...
individuals with low health anxiety, that is, frequent online health information searching among individuals with low health anxiety was found to decrease their number of doctor visits [43]. Thus, the motivation for online searching for health information and the outcome of the searching activity may be associated with feeling more knowledgeable and reassured but also with negative feelings of worries, anxiety, and frustration. Although this has been studied in limited samples [27], there is a need for large-scale studies of the relative prevalence and implications of online health-searching behavior within the general population.

In a series of four papers, we explored data on the use of eHealth related to a range of other variables that were measured in a population survey in Norway (the Tromsø Study). In part 1 [44], we presented the main findings regarding the characteristics of participants and their use of eHealth. In part 2 [45], we presented and discussed how having different illnesses influences the use of eHealth. In paper 3 (this paper), we have examined some outcomes of the use of eHealth. In part 4 [46], we studied how eHealth consumption influences actual doctor visits (KY Yigsaw, PhD, unpublished data, 2018).

Aiming to increase the understanding of the psychological effects of eHealth tools, we examined the emotions of respondents who had used eHealth tools to obtain health information. Specifically, we examined the positive emotions of feeling more knowledgeable and reassured and the negative emotions of feeling anxious and confused. On the basis of existing literature, we hypothesized that the positive reactions, in general, would be more prevalent than the negative reactions.

**Methods**

**Overview**

To research the influence of eHealth use on the respondents’ emotional state, data from the seventh survey of the Tromsø Study (Tromsø 7) population-based study were analyzed. The Tromsø Study is a representative survey collecting a wide range of data from the population in the municipality of Tromsø in Northern Norway [47]. In the seventh version of the study, people aged over 40 years were included, and data on the use of eHealth services were collected for the first time.

The survey was conducted in the years 2015-2016 and included 21,083 participants in the overall study. A total of 10,604 respondents reported at least one single use of the internet service (Web search engines, video search engines, health apps, and social media) for searching health information during the last year [44]. Only these internet service users were included in this study.

**Dependent Variables**

The dependent variables studied in this paper were participants’ responses to questions regarding whether they felt either anxious, confused, more knowledgeable, or more reassured after using eHealth tools (Web search engines, video search engines, health apps, and social media). Responses were provided on a Likert scale format with the values never, once, a few times, and often. For the analysis, these were recoded into binary variables indicating never or once or more (collapsing the once, few times, and often categories).

**Independent Variables**

Demographic variables such as age, sex, self-reported health status, education, household income, and occupation were included in the analyses. Age was recoded into an ordinal variable of four age groups (40-49, 50-59, 60-69, and ≥70 years). The occupation groups Disability benefits receivers and Family income supplement receivers were joined into a single group titled Social benefits receivers. It resulted in a total of seven occupation groups used in the analysis (Works full-time, Works part-time, Unemployed, Housekeeping, Retired, Student or military service, and Social benefits receivers). Initial household income groups (<150,000 kr / <15,963 US, 150,000-250,000 kr / 15,963-26,605 US, 251,000-350,000 kr / 26,712-37,247 US, 351,000-550,000 kr / 37,354-58,532 US, 551,000-750,000 kr / 58,638-79,816 US, 751,000-1,000,000 kr / 79,923-106,422 US, and >1,000,000 kr / >106,422 US) were reorganized to obtain a better balance in the number of participants per group (0-250,000 kr / 0-26,605 US, 251,000-450,000 kr / 26,712-47,890 US, 451,000-750,000 kr / 47,996-79,816 US, 751,000-1,000,000 kr / 79,923-106,422 US, and >1,000,000 kr / >106,422 US). No preprocessing was applied to sex, self-reported health status, and education variables.

Additional variables were included, such as respondents living with a spouse, having enough friends who could provide help and support, and having enough friends to talk confidentially with. These variables were coded in a binary form (Yes or No).

Current or past medical conditions (high blood pressure, heart attack, heart failure, atrial fibrillation, angina pectoris, stroke, diabetes, kidney diseases, bronchitis, asthma, cancer, rheumatoid arthritis, arthrosis, migraine, psychological problems, and chronic pain) were also included in the analyses. The medical condition variables were converted into a single binary variable, indicating the existence of at least one condition currently or in the past. A detailed analysis of Tromsø 7 data with regard to medical conditions and eHealth use is presented in part 2 of this paper series [45].

All independent variables are summarized in Table 1.
Table 1. Characteristics of the study sample (N=9308).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>3601 (38.68)</td>
</tr>
<tr>
<td>50-59</td>
<td>2595 (27.88)</td>
</tr>
<tr>
<td>60-69</td>
<td>2427 (26.07)</td>
</tr>
<tr>
<td>≥70</td>
<td>685 (7.36)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>5213 (56.01)</td>
</tr>
<tr>
<td>Men</td>
<td>4095 (43.99)</td>
</tr>
<tr>
<td><strong>Self-reported health status</strong></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>28 (0.30)</td>
</tr>
<tr>
<td>Bad</td>
<td>504 (5.41)</td>
</tr>
<tr>
<td>Neither good nor bad</td>
<td>2124 (22.82)</td>
</tr>
<tr>
<td>Good</td>
<td>5164 (55.48)</td>
</tr>
<tr>
<td>Excellent</td>
<td>1488 (15.99)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary/partly secondary</td>
<td>1056 (11.35)</td>
</tr>
<tr>
<td>Upper secondary</td>
<td>2361 (25.37)</td>
</tr>
<tr>
<td>Tertiary short (&lt;4 years of college)</td>
<td>2104 (22.60)</td>
</tr>
<tr>
<td>Tertiary long (≥4 years of college)</td>
<td>3787 (40.69)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time worker</td>
<td>6495 (69.78)</td>
</tr>
<tr>
<td>Part-time worker</td>
<td>819 (8.80)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>73 (0.78)</td>
</tr>
<tr>
<td>Housekeeping</td>
<td>33 (0.35)</td>
</tr>
<tr>
<td>Retired</td>
<td>1049 (11.27)</td>
</tr>
<tr>
<td>Student or military service</td>
<td>37 (0.40)</td>
</tr>
<tr>
<td>Social benefits receiver</td>
<td>802 (8.62)</td>
</tr>
<tr>
<td>**Household income (kr/US)**a</td>
<td></td>
</tr>
<tr>
<td>0-250,000 kr / 0-26,605 US</td>
<td>204 (2.19)</td>
</tr>
<tr>
<td>251,000-450,000 kr / 26,712-47,890 US</td>
<td>1039 (11.17)</td>
</tr>
<tr>
<td>451,000-750,000 kr / 47,996-79,816 US</td>
<td>2463 (26.46)</td>
</tr>
<tr>
<td>751,000-1,000,000 kr / 79,923-106,422 US</td>
<td>2559 (27.49)</td>
</tr>
<tr>
<td>&gt;1,000,000 kr / &gt;106,422 US</td>
<td>3043 (32.69)</td>
</tr>
<tr>
<td><strong>Lives with a spouse</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1989 (21.37)</td>
</tr>
<tr>
<td>Yes</td>
<td>7319 (78.63)</td>
</tr>
<tr>
<td><strong>Has enough friends to talk confidentially with</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1298 (13.94)</td>
</tr>
<tr>
<td>Yes</td>
<td>8010 (86.14)</td>
</tr>
<tr>
<td><strong>Has enough friends who could give help and support</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1028 (11.04)</td>
</tr>
<tr>
<td>Yes</td>
<td>8280 (88.96)</td>
</tr>
<tr>
<td>Variables</td>
<td>Values, n (%)</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Medical condition currently or in the past</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2442 (26.24)</td>
</tr>
<tr>
<td>Yes</td>
<td>6866 (73.76)</td>
</tr>
</tbody>
</table>

*Norwegian kroner (kr) / American dollar (US).

**Data Analysis**

The removal of cases containing missing values in the dependent or independent variables resulted in a complete dataset of N=9308 included in the further analyses. Data were analyzed with the IBM SPSS Statistics for Macintosh, Version 25.0 (IBM Corp, Armonk, NY). Descriptive statistics were used for data exploration, whereas associations between dependent and independent variables were analyzed using a logistic regression model. Goodness of fit was assessed using a Holsmer-Lemeshow test, and only statistically significant models are reported.

The following interactions between variables were tested in all four logistic regression models: age group and self-reported health status; occupation and household income; education and household income; age group and household income; age group and any medical condition; and having enough friends who could provide help and support and having enough friends to talk confidentially with.

Analyses were run including all independent variables into the regression models. Interaction terms that were considered important on the basis of the domain knowledge or that could act as confounders were also included. The interactions were tested before the regression analyses. Only statistically significant variables are reported.

**Results**

**Descriptive Analysis**

Looking at the distribution of the dependent variables (Figure 1), it is evident that the use of eHealth tools is more often associated with positive than negative feelings. Almost half of the users (4421/9308, 47.49%) reported feeling reassured and close to three-quarters (6740/9308, 72.41%) reported feeling more knowledgeable, compared with less than one-third of the respondents who reported becoming anxious (2392/9308, 25.69%) or confused (2595/9308, 27.88%) after using eHealth tools. At the same time, more than two-thirds of the participants reported no anxiety (6916/9308, 74.31%) or confusion (6713/9308, 72.12%) associated with their use of eHealth tools, whereas the ratio of respondents who had never felt reassured or more knowledgeable was 52.51% (4887/9308) and 27.59% (2468/9308), respectively.

**Figure 1.** Distribution of dependent variables (N=9308).
Relation Between Dependent and Independent Variables

Feeling Anxious

We conducted a logistic regression analysis with the dependent variable feeling anxious following the use of eHealth tools. The following predictors were included: age group, sex, self-reported health status, education, occupation, household income, lives with a spouse, has enough friends to talk confidentially with, has enough friends who could give help and support, and medical condition currently or in the past. The logistic regression model fitted well with data (Hosmer-Lemeshow goodness-of-fit chi-square=6.949, P=.54). The full model was statistically significant ($\chi^2=2676.6; P<.001$). None of the interactions were significant.

Seven variables made unique independent contributions to the model. One variable had a significant positive contribution to feeling anxious after using eHealth tools. Participants having a medical condition currently or in the past had relatively higher odds (odds ratio [OR] 1.239) to feel anxiety than the participants without any disease (Table 2).

**Table 2.** Significant contributions to feeling anxious after using electronic health tools.

<table>
<thead>
<tr>
<th>Significant variables</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1.00</td>
<td>Refb</td>
</tr>
<tr>
<td>50-59</td>
<td>0.818 (0.728-0.920)</td>
<td>.001</td>
</tr>
<tr>
<td>60-69</td>
<td>0.679 (0.595-0.776)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥70</td>
<td>0.699 (0.610-0.746)</td>
<td>.02</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Men</td>
<td>0.674 (0.610-0.746)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-reported health status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Excellent</td>
<td>0.606 (0.417-0.879)</td>
<td>.008</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time worker</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Retired</td>
<td>0.760 (0.586-0.985)</td>
<td>.04</td>
</tr>
<tr>
<td>Household income (1000 kr)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-250</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>251-450</td>
<td>0.719 (0.524-0.986)</td>
<td>.04</td>
</tr>
<tr>
<td>751-1000</td>
<td>0.666 (0.476-0.932)</td>
<td>.02</td>
</tr>
<tr>
<td>&gt;1000</td>
<td>0.633 (0.447-0.895)</td>
<td>.01</td>
</tr>
<tr>
<td>Enough friends who could provide help and support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>0.662 (0.554-0.791)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical condition currently or in the past</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>1.239 (1.099-1.396)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Complete list of variables included in the model: age group (40-49, 50-59, 60-69, and ≥70), sex (women and men), self-reported health status (very bad, bad, neither good nor bad, good, and excellent), education (primary/partly secondary, upper secondary, tertiary short, and tertiary long), occupation (works full-time, works part-time, unemployed, housekeeping, retired, student or military service, and social benefits receiver), household income (0-250,000 kr / 0-26,605 US, 251,000-450,000 kr / 26,712-47,890 US, 451,000-750,000 kr / 47,996-79,816 US, 751,000-1,000,000 kr / 79,923-106,422 US, and >1,000,000 kr / >106,422 US), lives with a spouse (no and yes), has enough friends to talk confidentially with (no and yes), has enough friends who could give help and support (no and yes), and medical condition currently or in the past (no and yes).

b Ref: reference group.

In total, six independent variables contributed negatively to feeling anxious after using eHealth tools. The OR of feeling anxious decreased with age; a few cases of anxiety were observed among participants older than 60 years. Men were less likely (OR 0.674) to feel anxious than women. Participants who rated their own health as excellent had lower odds (OR 0.606)
of feeling anxious than those rating their health as very bad. Retired participants were less likely (OR 0.760) to feel anxious than full-time employees. Higher income was associated with a lower chance of anxiety. The tendency to become anxious was the least prevalent in the two highest income groups (OR 0.666 and OR 0.633). Participants who had enough friends that could provide help and support had lower odds (OR 0.662) of feeling anxious after using eHealth tools. Significant predictors of feeling anxious among eHealth users are summarized in Table 2.

To sum up, those who were more likely to become anxious after using eHealth tools tended to be younger women rating their own health lower than excellent, currently or previously suffering from a medical condition, and not having enough friends who could provide help and support. They were likely in a lower household income group and were not retired.

**Feeling Confused**

We performed a logistic regression analysis with the dependent variable feeling confused following the use of eHealth tools. The following predictors were included: age group, sex, self-reported health status, education, occupation, household income, lives with a spouse, has enough friends to talk confidentially with, has enough friends who could give help and support, and medical condition currently or in the past. The logistic regression model fitted well with data (Hosmer-Lemeshow goodness-of-fit chi-square=6.376, \(P=0.61\)). The full model was statistically significant (\(\chi^2_{6}=2220.5; P<0.01\)). The influence of the independent variables on feeling confused after using eHealth tools is summarized in Table 3.

A total of five variables made unique independent contributions to the model. Having a current or previous medical condition had a positive contribution to feeling confused. Participants who had one or more medical conditions had higher odds (OR 1.16) of feeling confused after using eHealth tools in comparison with the healthy individuals.

In total, four variables contributed negatively to confusion after using eHealth tools. Increase in age contributed negatively to feeling confused, and the level of confusion was relatively lower in age groups 3 and 4 (≥60 years). Women were more likely to feel confused than men (OR 0.694). Participants who rated their health as good or excellent were less likely (OR 0.696 and OR 0.541, respectively) to feel confused than with the ones rating their health as very bad. The retired had lower odds (OR 0.769) of feeling confused than full-time workers.

In summary, the use of eHealth tools was more likely to cause confusion in younger women who currently or previously were had any medical condition. They were more likely to have relatively poor self-rated health status and were less likely to be retired.

A significant interaction was observed between the variables having enough friends who could provide help and support and having enough friends to talk confidentially with (OR 0.690, 95% CI 0.488-0.976; \(P=0.04\)). This shows that the odds for becoming confused were lower for those reporting both enough friends to talk confidentially with and who could provide help and support (OR 0.690) compared with those who only responded yes on one of these questions.
Table 3. Significant contributions to feeling confused after using electronic health tools.

<table>
<thead>
<tr>
<th>Significant variables</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>50-59</td>
<td>0.782 (0.698-0.875)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-69</td>
<td>0.612 (0.537-0.697)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥70</td>
<td>0.703 (0.520-0.951)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Men</td>
<td>0.694 (0.629-0.766)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Self-reported health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Good</td>
<td>0.696 (0.489-0.989)</td>
<td>.04</td>
</tr>
<tr>
<td>Excellent</td>
<td>0.541 (0.374-0.782)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time worker</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Retired</td>
<td>0.769 (0.596-0.992)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Medical condition currently or in the past</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>1.16 (1.035-1.302)</td>
<td>.01</td>
</tr>
</tbody>
</table>

Significant interaction observed between variables having enough friends who could give help and support and enough friends to talk confidentially with

0.690 (0.488-0.976) .04

aThe complete list of variables included in the model is as follows: age group (40-49, 50-59, 60-69, and ≥70), sex (women and men), self-reported health status (very bad, bad, neither good nor bad, good, and excellent), education (primary/partly secondary, upper secondary, tertiary short, and tertiary long), occupation (works full-time, works part-time, unemployed, housekeeping, retired, student or military service, and social benefits receiver), household income (0-250,000 kr / 0-26,605 US, 251,000-450,000 kr / 26,712-47,890 US, 451,000-750,000 kr / 47,996-79,816 US, 751,000-1,000,000 kr / 79,923-106,422 US, and >1,000,000 kr / >106,422 US), lives with a spouse (no and yes), has enough friends to talk confidentially with (no and yes), has enough friends who could give help and support (no and yes), and medical condition currently or in the past (no and yes).

bRef: reference group.

**Feeling Knowledgeable**

We conducted a logistic regression analysis with the dependent variable *feeling knowledgeable* following the use of eHealth tools. The following predictors were included: age group, sex, self-reported health status, education, occupation, household income, lives with a spouse, has enough friends to talk confidentially with, has enough friends who could give help and support, and medical condition currently or in the past. The logistic regression model fitted well with data (the Hosmer-Lemeshow goodness-of-fit chi-square=2.661, P=.95). The full model was statistically significant ($\chi^2=2254.7; P<.001$). The influence of the independent variables on feeling more knowledgeable after eHealth use is summarized in Table 4.

A total of four variables made unique independent contributions to the model. The level of education contributed positively to feeling more knowledgeable. A higher level of education was associated with higher odds for feeling more knowledgeable after using eHealth tools: Participants who had upper secondary education (OR 1.601), short university education (OR 2.526), and long university education (OR 2.858) had higher odds of feeling more knowledgeable in comparison with individuals who had primary or partly secondary education (Table 4). Having a medical condition currently or in the past had a significant positive contribution to feeling more knowledgeable. Participants who had any of the earlier mentioned conditions were more likely (OR 1.119) to feel more knowledgeable after using eHealth tools. The occupation variable contributed positively to feeling knowledgeable. Part-time workers (OR 1.211), unemployed (OR 2.429), and social benefits receivers (OR 1.448) had higher odds of feeling more knowledgeable than full-time workers.

Age group 3 (participants aged 60-69 years) had significantly lower odds (OR 0.787) of feeling knowledgeable than age group 1 (individuals aged 40-49 years).

In summary, a typical eHealth user who felt more knowledgeable after using eHealth tools was a younger person (no significant gender differences) with higher education, who currently had a medical condition or had a history of a medical condition. He/she worked part-time, was unemployed, or received social benefits.
A significant interaction was observed between the variables having enough friends who could give help and support and having enough friends to talk confidentially with (OR 0.631, 95% CI 0.427-0.933; \( P = .021 \)). This shows that the odds of having enough friends to talk confidentially with were lower (OR 0.631) in participants who had enough friends who could provide help and support in comparison with the ones who did not.

Table 4. Significant contributions to feeling more knowledgeable after using electronic health tools.

<table>
<thead>
<tr>
<th>Significant variables(^a)</th>
<th>Odds ratio (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1.00</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>60-69</td>
<td>0.787 (0.693-0.893)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Upper secondary</td>
<td>1.601 (1.375-1.865)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tertiary short(^c)</td>
<td>2.526 (2.142-2.980)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tertiary long(^d)</td>
<td>2.858 (2.437-3.351)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time worker</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Part-time worker</td>
<td>1.211 (1.015-1.444)</td>
<td>.03</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.429 (1.263-4.672)</td>
<td>.008</td>
</tr>
<tr>
<td>Social benefits receiver</td>
<td>1.448 (1.193-1.759)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Medical condition currently or in the past</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>1.119 (1.001-1.250)</td>
<td>.047</td>
</tr>
<tr>
<td>Significant interaction observed between variables has enough friends who could give help and support and has enough friends to talk confidentially with</td>
<td>0.631 (0.427-0.933)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)The complete list of variables included in the model is as follows: age group (40-49, 50-59, 60-69, and \( \geq 70 \)), sex (women and men), self-reported health status (very bad, bad, neither good nor bad, good, and excellent), education (primary/partially secondary, upper secondary, tertiary short, and tertiary long), occupation (works full-time, works part-time, unemployed, housekeeping, retired, student or military service, and social benefits receiver), household income (0-250,000 kr / 0-26,605 US, 251,000-450,000 kr / 26,712-47,890 US, 451,000-750,000 kr / 47,996-79,816 US, 751,000-1,000,000 kr / 79,923-106,422 US, and >1,000,000 kr / >106,422 US), lives with a spouse (no and yes), has enough friends to talk confidentially with (no and yes), and medical condition currently or in the past (no and yes).

\(^b\)Ref: reference group.

\(^c\)College/university, <4 years.

\(^d\)College/university, \( \geq \)4 years.

**Feeling Reassured**

We performed a logistic regression analysis with the dependent variable *feeling reassured* following the use of eHealth tools. The following predictors were included: age group, sex, self-reported health status, education, occupation, household income, lives with a spouse, has enough friends to talk confidentially with, has enough friends who could give help and support, and medical condition currently or in the past. The logistic regression model fitted well with data (Hosmer-Lemeshow goodness-of-fit chi-square=4.953, \( P = .76 \)). The full model was statistically significant (\( \chi^2_{5} = 191.7; \ P < .001 \)). None of the interactions were significant. The influence of the independent variables on feeling more reassured after using eHealth tools use is summarized in Table 5.

A total of four variables made unique independent contributions to the model. Education contributed positively to feeling reassured after using eHealth tools. The largest effect size was observed in the short university/collage education group (OR 1.339). The occupation variable had a positive contribution to feeling reassured. Unemployed participants and social benefits receivers were groups that differed the most from other participants. The OR of an unemployed person feeling reassured after using eHealth tools was 1.67, whereas for receivers of disability benefits, it was 1.22 in comparison with full-time employees (Table 5).

The age group and gender variables contributed negatively to feeling reassured after using eHealth tools. Men were less likely (OR 0.657) to feel reassured after using eHealth tools in comparison with women. The biggest difference with regard to age was between groups 1 (40-49 years) and 3 (60-69 years; OR 0.779).
In short, those who were more likely to feel reassured after using eHealth tools were the young, female, highly educated, unemployed, or receiving social benefits.

**Table 5. Significant contributions to feeling reassured after using electronic health tools.**

<table>
<thead>
<tr>
<th>Significant variables</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1.00</td>
<td>Ref b</td>
</tr>
<tr>
<td>60-69</td>
<td>0.779 (0.695-0.873)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Men</td>
<td>0.657 (0.603-0.717)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Upper secondary</td>
<td>1.179 (1.016-1.369)</td>
<td>.03</td>
</tr>
<tr>
<td>Tertiary short c</td>
<td>1.339 (1.147-1.565)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tertiary long d</td>
<td>1.192 (1.026-1.385)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time worker</td>
<td>1.00</td>
<td>Ref</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.673 (1.040-2.690)</td>
<td>.03</td>
</tr>
<tr>
<td>Social benefits receiver</td>
<td>1.220 (1.029-1.446)</td>
<td>.02</td>
</tr>
</tbody>
</table>

The complete list of variables included in the model is as follows: age group (40-49, 50-59, 60-69, and ≥70), sex (women and men), self-reported health status (very bad, bad, neither good nor bad, good, and excellent), education (primary/partly secondary, upper secondary, tertiary short, and tertiary long), occupation (works full-time, works part-time, unemployed, housekeeping, retired, student or military service, and social benefits receiver), household income (0-250,000 kr / 0-26,605 US, 251,000-450,000 kr / 26,712-47,890 US, 451,000-750,000 kr / 47,996-79,816 US, 751,000-1,000,000 kr / 79,923-106,422 US, and >1,000,000 kr / >106,422 US), lives with a spouse (no and yes), has enough friends to talk confidentially with (no and yes), and medical condition currently or in the past (no and yes).

Ref: reference group.

College/university, <4 years.

College/university, ≥4 years.

**Summary of the Findings**

Our findings on the psychological effects of eHealth tools are consistent with previous studies performed in several European countries [27,28] and are summarized in Table 6.
The psychological effects of health information will vary and will be determined by a range of factors, including cognitive capabilities [30,35,36]. In our study, we have drawn Kuhlthau’s theory related to information searching points out that information searching is informed by emotions and emotional factors, and people with health anxiety are in imbalanced, or misleading information can generate confusion and emotional reactions following health information searching, about a quarter had negative reactions. How people react to health information will be determined by a range of factors, including cognitive and emotional factors, and people with health anxiety are in general likely to respond more negatively than others [32]. However, online health information may be designed in such a way that it might, for instance, be helpful and reduce stress and negative feelings if provider/institution names and contact information were systematically provided together with the online health information.

The psychological effects of health information will vary and some information is likely to produce stronger emotional reactions than other types, such as information about life-threatening diseases [48]. Information provision is the main purpose of many eHealth services, based on the assumption that successful eHealth services may increase knowledge on health issues among their users. We examined some reactions to the use of eHealth services, and our results confirmed that the majority of users felt more knowledgeable and reassured after using eHealth services. In this section, findings from this study are discussed in the light of previous studies reporting relevant results.

The eHealth Trends Study [27], a telephone survey of 7903 respondents from Norway, Denmark, Germany, Greece, Poland, Portugal, and Latvia in 2005, found that 30% of internet users felt reassured or relieved after searching for information about health or illness online, whereas only 15% reported feeling anxious. In a subset of the general Norwegian population data [49], almost a quarter of the users (23%) reported feeling reassured by online health information, whereas 10% reported increased anxiety from the same type of information. The relative numbers of the participants who felt reassured and anxious doubled (42.6% and 17.3%, respectively), if only the eHealth user population was considered [50]. In our study, performed 10 years later, we found a slightly higher percentage of those feeling reassured (47.5%) and those feeling anxious (25.7%) among the eHealth users. Thus, the findings in our study are consistent with previous studies.

Medlock et al [28] reported similar findings in their small sample study from 2011 of Dutch seniors (aged 49-94 years; N=100; 85% older than 65 years). Feelings of anxiety (38%) and confusion (39%) were relatively higher than the figures in our study (25.7% and 27.9%, respectively), whereas more comparable figures were reported on feeling reassured in 56% (47.5% in Tromsø 7) and feeling more knowledgeable in 69% (72.4% in Tromsø 7). We may only speculate on the reasons for these differences, as the timing, the population, and the design of the studies vary. A stereotypical assumption that users of higher age, as in the Dutch study, would be more easily confused or worried by eHealth services is not confirmed by...
our data. On the contrary, tendencies of confusion and anxiety diminished by increasing age. However, the older age groups felt that they tended to be less reassured and less knowledgeable.

Several publications emanating from the US Health Information National Trends Survey have examined associations between online health information and participants’ knowledge and health behavior [16-19]. Although these have not centered primarily on emotional reactions, they show that there are important differences in how participants respond to online health information, supporting the concept of a third-level digital divide. In our study, we draw on the concept of the third-level digital divide and demonstrate empirically that the concept is relevant also for psychological reactions and emotions.

In our study, seven variables made significant contributions in predicting individual feelings after using eHealth tools (Table 6). Female gender (except feeling more knowledgeable) and younger age were associated with both positive and negative feelings. This is supported by earlier studies, showing that women are generally more engaged in eHealth activities [27,51], thus larger effects, both positive and negative, can be expected among women. Gender differences are also well documented in mental health issues, with reports of more worries and concerns and higher rates of anxiety and depression in women, compared with men [52]. The reduced anxiety and confusion among older users may reflect general age differences in perceptions and worries of health issues. Epidemiological studies report a general tendency of reduced anxiety with increasing age [53]. In our study, increasing age contributed negatively to both positive and negative feelings. On the basis of our data, we cannot conclude, but may speculate, if this may be related to decreasing levels of computer literacy in older participant groups, which may lower the expectations for eHealth tools and, consequently, the probability of both positive and negative effects. It may also be that older participants in general have more experience and thereby have developed coping strategies that make them less prone to be influenced emotionally by online health information.

Chronic illness is common among adults in the Western countries, and 45% of US adults have at least one chronic illness [54]. Having a current or past medical condition predicted both increased positive and negative emotions following eHealth use. One way to understand this finding is that the stakes can be higher for people who have (or have had) a medical condition. They have a personal experience of being ill and might be searching for information pertaining directly to themselves, which might make the health information feel more important or relevant to them than people who are completely healthy and well. Consequently, for people with a medical condition, information that is perceived as negative might result in stronger negative emotions and information that is perceived as positive might result in stronger positive reactions. Some of those who state that they have (or have had) a medical condition suffer from psychological problems, including different forms of anxiety. Prior research has suggested that people with health anxiety react stronger and more negatively to health information than others [32,43].

Socioeconomic status (SES) is a well-known and central indicator of health and use of health services, and low scores on SES indicators such as educational level, household income, and work status have been associated with relatively poorer health and higher use of certain health services [55,56]. However, in Norway, the use of specialist services has been higher among the more educated [57]. A detailed analysis of Tromsø 7 data with regard to health care services consumption and eHealth use is presented in part 4 of this paper series.

Our results confirm that feelings and reactions after using eHealth services are associated with SES and also show some interesting patterns that can be considered to reflect the third-level digital divide, that is, different groups of users have different emotional reactions to the use of the services [11,12]. Although the negative reaction of feeling anxious is associated with lower income, the positive reactions of feeling reassured and more knowledgeable are both associated with higher education. In general, anxiety and depression are more prevalent in lower-income populations [58], and this was also reflected in our results. We may speculate whether this indicates that higher education may provide individuals with cognitive tools to process health information, and perhaps critically judge the credibility of the information and the source of information. As an indicator of SES, education may reflect being more resourceful. Thus, the effect of education may relate to the group of higher educated participants, with education showing more prevalence and may more easily navigate in the health care system and get access to specialized health services, compared with the group of lower educated participants. Indeed, previous research indicates that the educational level is a significant predictor of health disparities and that health literacy partly mediates this relation [59,60].

Another interesting finding is the importance of social support on feeling anxious following the use of eHealth services. Notably, there was a significant effect of the interaction between having enough friends, expected to provide help and support, and having enough friends to talk confidentially with on feeling confused after using eHealth services. Our data suggest that talking to friends who they perceive as supportive may protect them from being confused by their use of eHealth services. This supports what has been established in the research on social support, that having a social network or talking to friends is not in itself sufficient to gain an effect of social support. The effect is seen when social networks are perceived as supportive [61].

Limitations

The population of the Tromsø 7 participants originates from the city of Tromsø in the North of Norway. Although the Tromsø 7 population represents Tromsø well, it may not be completely representative to other geographical locations.

The limitations of establishing any causality between the use of eHealth resources and feeling anxious, confused, reassured, or more knowledgeable is a general weakness of cross-sectional design studies. Owing to the design of the study and the questionnaire, we cannot draw any conclusions on the effect of eHealth tools on the positive and negative feelings in users. The findings are merely associations, and we cannot tell whether the use of eHealth tools caused any changes in the positive and
negative health-related feelings users may have had beforehand. Results discussed in this paper present the status of feelings in eHealth users; however, this status may not be directly attributed to the use of eHealth. Additional measures, such as health anxiety, personality profiles, or coping styles or strategies, may have contributed to the interpretation of the findings, but were not available for this study.

Although we have included a range of highly relevant variables, we lack some variables that might be relevant, such as previous experience with health services, technological literacy, and psychological factors such as personality, cognitive capacity, coping strategies, self-efficacy, and tendencies to worrying, anxiousness, and depression. We also lack a broader range of variables on social support and variables that could give even more nuanced information about the importance of partners to the reactions to the use of eHealth tools. Future studies should consider including some of these variables. Our study underlines the importance of including appraisals and emotional reactions to the information seeking process. However, as we only have retrospective data on emotional reactions to the health information-seeking process, we are unable to link our results to the information seeking process itself.

Conclusions
This study demonstrated that positive (reassured and more knowledgeable) feelings after using eHealth services are approximately 2.2 times more common than negative (anxious and confused) feelings in eHealth users. Women have stronger effects than men, and younger users are more likely to have both positive and negative effects than the older ones.

A person, who is likely to have positive outcomes of eHealth, is highly educated, but not in full-time employment. He/she is likely experiencing a medical condition currently or has experienced one in the past. Negative outcomes are more common in people with a poorer self-reported health condition; these people are also likely experiencing a medical condition currently or have experienced one in the past. They are likely not retired and do not have enough friends who could provide help and support.

Online health searching may be motivated by many different factors and needs that we have not studied in this work. Furthermore, people may experience different reactions and emotions when they have searched for health information online. In our study, drawing on prior literature, we have classified reactions into positive and negative. It is important that some participants reacted negatively, and this issue should be addressed by eHealth service providers when designing services—for instance, by including concrete information about how users can get more help and support. More studies that examine a greater range of reactions to online health information are needed, as are studies that examine more detailed factors that might predict negative reactions to online health information.
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Abstract

Background: Adolescent depression is one of the largest health issues in the world and there is a pressing need for effective and accessible treatments.

Objective: This trial examines whether affect-focused internet-based psychodynamic therapy (IPDT) with therapist support is more effective than an internet-based supportive control condition on reducing depression in adolescents.

Methods: The trial included 76 adolescents (61/76, 80% female; mean age 16.6 years), self-referred via an open access website and fulfilling criteria for major depressive disorder. Adolescents were randomized to 8 weeks of IPDT (38/76, 50%) or supportive control (38/76, 50%). The primary outcome was self-reported depressive symptoms, measured with the Quick Inventory of Depressive Symptomatology for Adolescents (QIDS-A17-SR). Secondary outcomes were anxiety severity, emotion regulation, self-compassion, and an additional depression measure. Assessments were made at baseline, postassessment, and at 6 months follow-up, in addition to weekly assessments of the primary outcome measure as well as emotion regulation during treatment.

Results: IPDT was significantly more effective than the control condition in reducing depression ($d=0.82$, $P=.01$), the result of which was corroborated by the second depression measure ($d=0.80$, $P<.001$). IPDT was also significantly more effective in reducing anxiety ($d=0.78$, $P<.001$) and increasing emotion regulation ($d=0.97$, $P<.001$) and self-compassion ($d=0.65$, $P=.003$). Significantly more patients in the IPDT group compared to the control group met criteria for response (56% vs 21%, respectively).
and remission (35% vs 8%, respectively). Results on depression and anxiety symptoms were stable at 6 months follow-up. On average, participants completed 5.8 (SD 2.4) of the 8 modules.

**Conclusions:** IPDT may be an effective intervention to reduce adolescent depression. Further research is needed, including comparisons with other treatments.

**Trial Registration:** International Standard Randomised Controlled Trial Number (ISRCTN) 16206254; http://www.isrctn.com/ISRCTN16206254

(J Med Internet Res 2020;22(3):e18047) doi:10.2196/18047
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**Introduction**

According to the World Health Organization [1], adolescent depression is the fourth-leading cause of illness and disability among young people 15-19 years of age. Adolescent depression is associated with higher risk of adversity throughout life, including recurrent depressive episodes, other mental health issues, relational problems, and lower educational attainment [2]. Still, only a minority of young people suffering from depression seek and/or receive professional help [3,4]. Barriers to seeking help include practical issues of accessing services, perceived stigma and feelings of shame, desire to be self-reliant, and difficulties recognizing symptoms of mental health disorders [5].

Internet-based interventions may address some of the barriers to seeking and receiving treatment. For example, people living in rural areas may access care in their home rather than travelling potentially long distances to services [6]. Internet-based interventions may potentially also reach patients who otherwise would avoid seeking treatment due to social stigma [7]. Moreover, it has been suggested that internet-based treatments might engage adolescents with more severe symptoms who are reluctant to seek care [8]. Thus, making treatment more accessible for adolescents via the internet may lead to future health benefits in the population as it enables people to receive treatment at an earlier stage of their psychiatric illness.

To date, the literature on internet-based treatments for adolescent depression is lagging behind the research on adult populations [9]. Given the affinity young people have with communication via the internet, it is rather surprising that research on this group is scarce. The research that exists suggests that internet-based cognitive behavioral therapy (ICBT) is an effective treatment for adolescent and childhood psychopathology [10]. However, few studies have specifically targeted adolescent and/or childhood depression, and the ones that exist have shown a mixed pattern of findings [11-13]. Two recent randomized controlled trials (RCTs) indicated positive results for ICBT with enhanced synchronous chat support in the treatment of adolescent depression. ICBT led to a 50% or higher reduction of depressive symptoms in 42% of cases [14] and 46% achieved clinically significant improvement [15]. Although these results are highly promising, it is possible that some patients might be better helped by another type of treatment, meaning that treatment alternatives should be developed and tested.

One such treatment alternative is psychodynamic psychotherapy (PDT). Albeit not as extensively researched as cognitive behavioral therapy (CBT), several meta-analyses support the efficacy of PDT as a treatment for adults suffering from psychopathology [16,17]. The available research also supports PDT as an effective treatment for children and adolescents, but the research is much less robust due to the limited number of controlled studies [18,19]. Results from the largest RCT on psychotherapy for adolescents with depression suggested that PDT can be as clinically effective and cost-effective as CBT [20]. Recently, internet-based interventions based on psychodynamic principles, such as internet-based psychodynamic therapy (IPDT), have been developed and tested with promising results in adult populations, both as a transdiagnostic approach (eg, Johansson et al [21] and Zwerenz et al [22]) and an approach targeting specific mood and anxiety disorders [23-25]. However, to the authors’ knowledge, no study has yet tested the effects of an IPDT adaptation in an adolescent population suffering from depression.

Thus, this RCT aimed to evaluate a newly developed, affect-focused IPDT program for adolescent depression. The treatment was given as a guided self-help program with therapist support and weekly chat sessions and was compared to a control condition in which participants were given online therapist support. It was hypothesized that the treatment would be significantly more effective than the control condition for depression as well as for secondary outcomes, such as anxiety, emotion regulation, and self-compassion. Furthermore, treatment effects on depression and anxiety were investigated at a 6-month follow-up after treatment completion. As this was a trial of a newly developed treatment, acceptability and attitudes toward the treatment were also investigated.

**Methods**

**Overview**

This study was carried out in accordance with the Consolidated Standards of Reporting Trials (CONSORT) statement for clinical trials [26]. The ISRCTN (International Standard Randomised Controlled Trial Number) registration ID is 16206254. The trial was approved by the Regional Ethics Board of Stockholm, Sweden (number: 2018/2268-31/5). Participants received the treatment at no cost. Written informed consent was obtained from all participants via the online treatment platform. During the diagnostic interview, participants were also given the same information and had the opportunity to ask questions.

http://www.jmir.org/2020/3/e18047/
Participants were not paid in any way for their participation or completion of measures. The project was undertaken by Stockholm University in collaboration with Linköping University.

Recruitment and Participants
Adolescents were recruited via social media as well as through information via schools, youth centers, youth mental health care providers, and other similar locations during January and February 2019. Eligibility criteria were being aged 15-18 years; fulfilling a diagnosis of unipolar major depressive disorder according to DSM-5 (Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition) criteria, as established by scoring at least 10 points on the Quick Inventory of Depressive Symptomatology for Adolescents (QIDS-A17-SR) [27]; and fulfilling criteria according to the Mini International Neuropsychiatric Interview 7.0 (MINI 7.0) [28]. Furthermore, participants had to have access to a computer, smartphone, or tablet with internet connection and had to be able to read, write, and speak Swedish without the aid of an interpreter. Exclusion criteria included a substantial risk of suicidality, as indicated by clearly stated intent and plans and/or earlier suicide attempts; partaking in other concurrent psychological treatment; psychotropic medication dosage not stable for at least 3 months; other primary diagnoses in need of other treatment; and current fulfillment of any of the following diagnoses: any psychotic disorder, bipolar I/II disorder, antisocial personality disorder, autism-spectrum disorder, or any substance use disorder.

Procedure
Potential participants were directed to a study website with information about the project and online registration. Informed consent was given upon registration. After applying for the study, participants were given access to an online screening survey consisting of demographic questions as well as online versions of the screening and outcome measures. If initial inclusion criteria were met (ie, scoring ⩾10 on the QIDS-A17-SR and not meeting any of the exclusion criteria), participants were contacted within the following few days for a diagnostic interview (ie, MINI 7.0) over the phone with study therapists or clinical psychologists in the research group. During this interview, each participant’s identity was confirmed through full name, social security number, and address. If the interview confirmed a current major depressive episode and no exclusion criteria were fulfilled, patients were included. All cases were discussed with the principal investigator and coordinators of the study as well as with a senior psychiatrist to determine inclusion or exclusion. Included participants were randomized to either the treatment or control condition in a 1:1 ratio, the process of which was conducted by an independent researcher using an online randomization tool [29]. See the CONSORT flowchart in Figure 1 for an illustration of the procedure. All participants who were excluded were given this information personally and offered advice or a referral to appropriate care. Neither participants nor therapist, per se, could be blinded to treatment condition. Since only self-report measures were employed after baseline assessment, any further blinding was redundant.

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flowchart. IPDT: internet-based psychodynamic therapy; ITT: intention-to-treat.
**Interventions**

The IPDT intervention consisted of eight therapist-supported self-help modules delivered over 8 weeks on a secure online platform [30]. Modules consisted of texts and videos followed by exercises that participants completed and sent to their therapist upon which they received feedback, typically within 24 hours on working days. In addition, the treatment included one 30-minute chat session between participants and their therapist each week. Chat sessions were unstructured, but therapists were instructed to focus on emotional conflicts underlying depressive symptomatology and relationship events affecting depression, as well as lending support and guidance throughout the treatment. Participants could also contact their therapist at any time via the integrated message system on the platform. Participants that had been inactive for a week received an encouraging message on the platform. *Textbox 1* details the content of the eight modules.

The IPDT program was developed specifically for this project (by the first and second author) and was based on similar principles as a treatment program with efficacy for adults in several RCTs (eg, Johansson et al [21] and Zwerenz et al [22]). The aim of the intervention was to decrease emotional avoidance and to increase awareness, experience, and expression of emotions. Following the “triangle of conflict” [31], participants were first introduced to the idea that emotional conflicts may underlie depressive symptoms. According to this theory, feelings that are perceived as threatening to key relationships (ie, when someone important to us reacts to our emotions by expressing discomfort, withdrawal, or by expressing anger) will evoke anxiety and, hence, be suppressed and/or distorted in order to maintain the relationship [32]. The triangle of conflict depicts how these unconscious feelings and/or impulses generate anxiety, which leads to the use of defenses (ie, experiential avoidance) to ward off the anxiety-laden affects and, thus, keep them out of awareness (see *Figure 2*). However, rigid use of defenses will lead to negative consequences in the long run, such as depression and anxiety as well as hampering our ability to grow and mature. Throughout the treatment participants were encouraged to become aware of their own defenses, notice and regulate anxiety, and gradually approach previously warded-off feelings related to situations that could trigger depressive symptoms. The final part of the program contained material on how to express previously avoided affects in close relationships, with specific attention to psychological developmental issues relevant to adolescence (ie, Blatt [33]). Compared to existing internet-based psychodynamic treatments for adults, the modules were substantially shorter and easier to read, with vignettes that were more recognizable for the age group.

*Figure 2*. Malan's (1979) triangle of conflict.
Textbox 1. Treatment modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td>Introducing theory on the interplay between basic emotions and attachment. Emphasis lies on how attachment needs are given priority above our emotions, thus leading to affect phobias (illustrated using the “triangle of conflict”).</td>
</tr>
<tr>
<td>Module 2</td>
<td>Superego, shame, and self-compassion. Focus on building the capacity for self-observation and differentiating between old habits of self-neglect and self-criticizing versus more healthy parts of the ego.</td>
</tr>
<tr>
<td>Module 3</td>
<td>Differentiation between optimal and too-high levels of anxiety. Anxiety regulation through an increased capacity for self-observation and breathing exercises.</td>
</tr>
<tr>
<td>Module 4</td>
<td>Affect theory and the visceral experience of affect. Exposure to warded-off feelings through an expressive writing exercise.</td>
</tr>
<tr>
<td>Module 5</td>
<td>Identifying and understanding defensive patterns. Identifying different defensive maneuvers and the long-term negative consequences connected to them.</td>
</tr>
<tr>
<td>Module 7</td>
<td>Interpersonal patterns of relatedness and self-definition. Identifying one’s predominant relationship patterns according to Sidney Blatt’s theory on anaclitic and introjective polarities of personality [33]. Participants are also taught how this is connected to avoidance of our emotions and how to break these patterns by going against them.</td>
</tr>
<tr>
<td>Module 8</td>
<td>Communicating and expressing affects appropriately and identifying and repairing relationship ruptures. Moving forward and maintaining gains.</td>
</tr>
</tbody>
</table>

The control condition consisted of supportive contact over the internet with weekly monitoring of symptoms and well-being. Each week, participants were contacted with a text message by their personally assigned therapist—both licensed clinical psychologists (JM and KL)—typically containing questions regarding their well-being during the previous week. All messages from participants were responded to, typically within 24 hours. Participants could also contact their therapist at any time via the integrated message system on the platform. Therapists provided basic support, expressed empathy and validated emotions and experiences, and encouraged participants to describe and discuss distressing life events but used no psychotherapeutic techniques or interventions. Participants who expressed suicidality, either in weekly ratings or verbally through text, were immediately contacted via phone or text message for an in-depth assessment and were offered appropriate support.

The control condition did not include any treatment material or chat sessions. After 10 weeks, participants in the control condition were offered the IPDT program without chat sessions (not presented in this study).

Therapists
A total of 11 therapists were included in the project and were either licensed psychologists (n=2) or students of clinical psychology in the last semesters of their psychology training (n=9). All therapists had chosen to specialize in PDT for their clinical training and, thus, had taken courses in PDT theory and practice. Student therapists received a 1-day training by the treatment developers (JM and KL) and treated the majority of participants in the treatment (n=32). All therapists were supervised in group (n = 5-6) during 90-minute weekly sessions by an experienced psychotherapist (PL) specialized in experiential psychodynamic psychotherapies.

Instruments
Psychiatric diagnoses at inclusion were assessed during telephone interviews using the MINI 7.0 [28]. The MINI 7.0 interview was modified for adolescents by adding the irritability criteria to the depression module as well as the separation anxiety module from the MINI for Children and Adolescents (MINI KID). The MINI 7.0 is a well-validated diagnostic measure. It has not been validated in a Swedish adolescent population, but a study of an earlier MINI version exists [34]. Furthermore, the suicidality module was replaced by the Columbia-Suicide Severity Rating Scale (C-SSRS) [35], baseline/screening version 090114. The C-SSRS was chosen due to it being more easily administered and also recommended by the United States Food and Drug Administration [36] as the instrument of choice in clinical trials. The C-SSRS has been used in samples of Swedish young adults [37] and validated in a population consisting of Danish adolescents [38]. The diagnostic interviews were conducted by licensed psychologists (n=3) from the research team as well as psychology students (n=3) who received training in both the MINI 7.0 and the C-SSRS.

The primary outcome was self-reported depressive symptoms, measured with the QIDS-A17-SR, a reliable self-rated measure of depressive symptoms validated for both adults and adolescents [27,39]. Using all available data from all time points, an average Cronbach alpha of .76 (range .71-.85) was found, suggesting an acceptable internal consistency. Assessments were made via internet-delivered self-rating forms pretreatment, weekly during treatment, and posttreatment. Furthermore, the treatment group was assessed 6 months following treatment termination.

Secondary outcomes were measured using the Generalized Anxiety Disorder 7-item scale (GAD-7) [40], the Montgomery Åsberg Depression Rating Scale–self-rated (MADRS-S) [41,42], and the Self-Compassion Scale short-form [43], which were administered pre- and posttreatment, as well as the Difficulties in Emotion Regulation Scale [44], which was administered weekly. Cronbach alpha values suggested that internal consistency on secondary outcome measures ranged from acceptable to good (alpha=.76, .82, .71, and .89, respectively). All secondary outcome instruments have been validated in...
adolescent populations [42,45-47] and official translations were used.

**Statistical Analysis**

Sample size was determined a priori based on an expected between-group effect size of $d=0.70$ previously observed for the comparison of ICBT participants and wait-list controls for anxiety and depression in adolescents [11]. At a 5% significance level, 80% power, and $d=0.70$, a total sample size of 72 was needed.

**Primary Outcome**

Since the primary outcome was measured weekly within subjects, we applied multilevel modeling (MLM) [48,49] to account for individual changes over time and to test between-group differences in change rates. MLM adequately handles nested data structures and uses all available data from randomized participants, constituting a full intention-to-treat (ITT) analysis. Further, MLM provides unbiased estimates with a relatively unrestrictive assumption about missing data (ie, missing at random [50]). Model building started with estimating a basic time model that included random intercepts and fixed and random slopes for *time*. *Time* was coded as 0 for pretreatment, 1-9 for the weekly assessments during treatment, and 10 for the follow-up assessment point. To account for possible nonlinearity in the data, a quadratic term for *time* (ie, $time \times time$) was also tested. It was found significant as a main effect as well as improving model fit for both measures (ie, reduction in Akaike’s Information Criterion $>2$) and was, thus, retained; a random quadratic effect was discarded since the model did not converge. Lastly, *group*—coded as 0 for control and 1 for IPDT—was entered both as a main effect, to test for possible differences between IPDT and control groups at pretreatment assessment, as well as in interaction with *time*, to test for group differences in change rates over time. All models were fitted with maximum-likelihood estimation and an unstructured covariance structure for the random effects. The MLM analyses were done using SPSS, version 25.0.0.1. (IBM Corp).

**Secondary Outcomes**

For all secondary outcome measures, missing data at posttreatment (n=3) were addressed using multiple imputation in R, version 1.7 (The R Foundation), packages Mice [51] and Miceadds [52]. Between-group differences in the secondary measures were determined by an analysis of covariance (ANCOVA), controlling for individual differences on the respective measures at baseline.

Between-group effect size for the primary outcome was calculated using model-estimated means at posttreatment and the observed pretreatment sample SD, as recommended by Feingold [53]. For secondary measures, between-group effect sizes were transformed from eta2 from the ANCOVA, according to the formula described by Cohen [54].

**Response and Remission Rates**

Response to treatment was calculated using the Reliable Change Index (RCI) [55] and was defined as fulfilling the RCI criteria while scoring 2 SD below the pretreatment mean. Baseline Cronbach alpha from this study was used. Remission was defined as a QIDS-A17-SR score of 6 or below [39].

**Results**

**Participants**

A total of 76 participants were included in the study (IPDT 38/76, 50%; control 38/76, 50%). Out of 76 participants, 61 (80%) were female and the sample had a mean age of 16.6 years (SD 1.1). A total of 4 participants randomized to IPDT never entered treatment, meaning that they never participated in any of the exercises or chat sessions and had no contact with the therapist, except in 2 cases to say that they wanted to drop out. A total of 3 of these participants never opened the initial study message, meaning that they dropped out without knowing their allocation (ie, treatment or control). These 4 nonstarters were still included in the ITT analysis for the primary outcome measure, but not for the secondary outcome measures.

Patients’ characteristics for the full ITT sample are presented in Table 1. All reported psychotropic medications were selective serotonin reuptake inhibitors (SSRIs) with dosages stable for at least 3 months. A total of 2 of the 4 patients on SSRIs at baseline also had prescriptions for anxiety medication—1 prometazin and 1 hydrocizine—and a sleeping aid (ie, melatonin) when needed. A total of 30 participants out of 76 (39%) reported living in a large city, 28 (37%) reported living in a smaller town, and 18 (24%) reported living in a rural area. A total of 73 participants out of 76 (96%) reported going to school. Out of 76 participants, 47 (62%) reported living with both parents; 23 (30%) reported living with either one parent, moving between two parents, or living with a remarried parent; and 6 (8%) reported living alone or with a friend, sibling, or partner.
Table 1. Demographic data at baseline.a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>IPDTb group (n=38)</th>
<th>Control group (n=38)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>31 (82)</td>
<td>30 (79)</td>
</tr>
<tr>
<td>Uncertain or other</td>
<td>4 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>16.6 (1.11)</td>
<td>16.5 (1.13)</td>
</tr>
<tr>
<td><strong>Disorder, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depressive disorderc</td>
<td>38 (100)</td>
<td>38 (100)</td>
</tr>
<tr>
<td>Any anxiety disorderc</td>
<td>22 (58)</td>
<td>23 (62)</td>
</tr>
<tr>
<td>Posttraumatic stress disorderc</td>
<td>4 (11)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Eating disorderc,d</td>
<td>2 (5)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Self-harm behavior, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>20 (53)</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Current</td>
<td>9 (24)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Currently on psychotropic medication, n (%)</td>
<td>2 (5)</td>
<td>2 (5)</td>
</tr>
</tbody>
</table>

aThere were no significant between-group differences on any of the data at baseline.
bIPDT: internet-based psychodynamic therapy.
cConfirmed by the Mini International Neuropsychiatric Interview 7.0 (MINI 7.0).
dBulimia nervosa and binge-eating disorder.

**Primary Outcome**

Fixed-effect estimates from our MLM analysis for QIDS-A17-SR are displayed in Table 2. The model intercept (15.62) represents the average baseline score in the control group while the IPDT estimate (−0.32) represents the group difference at baseline between IPDT and control groups, which was nonsignificant (P=.67). The slope estimate (−0.74) represents the initial symptom reduction rate in the control group and the $time \times time$ (estimate=0.05) means that for each session, symptoms were reduced at a slightly slower rate. The IPDT versus control estimate (−0.29) represents the additional weekly decrease in symptoms for patients in the IPDT group. This term proved significant ($P=.01$), indicating that patients in the IPDT group had a significantly steeper decline in symptoms compared to those in the control group. The between-group effect size at the posttreatment assessment point was large ($d=0.82$, 95% CI 0.35-1.29) and in favor of IPDT. The observed and estimated change on the QIDS-A17-SR is illustrated in Figure 3.

**Secondary Outcomes**

The ANCOVAs revealed that improvements on all secondary measures were significantly greater in the treatment group. Detailed results and effect sizes are presented in Table 3.
Table 2. Multilevel models estimating changes over time in the primary outcome measure, QIDS-A17-SR\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Model estimates</th>
<th>Estimate</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>15.62</td>
<td>14.57 to 16.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IPDT\textsuperscript{b}</td>
<td>-0.32</td>
<td>-1.76 to 1.13</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Rate of change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope</td>
<td>-0.73</td>
<td>-1.01 to -0.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time × time</td>
<td>0.05</td>
<td>0.02 to 0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IPDT versus control</td>
<td>-0.29</td>
<td>-0.51 to -0.07</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Variance components</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual variance</td>
<td>6.10</td>
<td>5.40 to 6.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intercept</td>
<td>7.61</td>
<td>5.04 to 11.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Slope</td>
<td>0.13</td>
<td>0.08 to 0.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Correlation</td>
<td>-0.05</td>
<td>-0.29 to 0.38</td>
<td>.78</td>
</tr>
<tr>
<td>Between-group effect size (Cohen d)</td>
<td>0.82</td>
<td>0.35 to 1.29</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}QIDS-A17-SR: Quick Inventory of Depressive Symptomatology for Adolescents.

\textsuperscript{b}IPDT: internet-based psychodynamic therapy.

Figure 3. Weekly mean scores on the QIDS-A17-SR (Quick Inventory of Depressive Symptomatology for Adolescents). IPDT: internet-based psychodynamic therapy.
Table 3. Secondary outcome results.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Pretreatment, mean (SD)</th>
<th>Posttreatment, mean (SD)</th>
<th>Follow-up, mean (SD)</th>
<th>Posttreatment, between-group Cohen d (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MADRS-S&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPDT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>24.97 (7.06)</td>
<td>18.97 (7.53)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.80 (0.32-1.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control&lt;sup&gt;d&lt;/sup&gt;</td>
<td>26.21 (6.93)</td>
<td>25.84 (8.51)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPDT</td>
<td>12.35 (4.11)</td>
<td>8.18 (4.62)</td>
<td>8.41 (5.54)</td>
<td>0.78 (0.30-1.26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control</td>
<td>10.45 (3.88)</td>
<td>10.42 (4.65)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DERS&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPDT</td>
<td>55.44 (12.12)</td>
<td>41.53 (14.47)</td>
<td>N/A</td>
<td>0.97 (0.48-1.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control</td>
<td>56.42 (10.64)</td>
<td>53.0 (14.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCS-SF&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPDT</td>
<td>25.91 (5.68)</td>
<td>31.06 (7.31)</td>
<td>N/A</td>
<td>0.65 (0.18-1.12)</td>
<td>.003</td>
</tr>
<tr>
<td>Control</td>
<td>26.87 (5.65)</td>
<td>27.08 (7.69)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>MADRS-S: Montgomery Åsberg Depression Rating Scale–self-rated.
<sup>b</sup>IPDT: internet-based psychodynamic therapy, n=34.
<sup>c</sup>Not applicable.
<sup>d</sup>Control, n=38.
<sup>e</sup>GAD-7: Generalized Anxiety Disorder 7-item scale.
<sup>f</sup>DERS: Difficulties in Emotion Regulation Scale.
<sup>g</sup>SCS-SF: Self-Compassion Scale short-form.

Response and Remission Rates
In all analyses of response and remission rates, missing cases (n=2, 1 in each group) were categorized as not improved. Using fulfillment of RCI and scoring 2 SDs below the pretreatment mean as criteria for response, 56% (19/34) of the treatment group compared to 21% (8/38) of the control group were categorized as responders. There was a significant difference between the groups in favor of the treatment group ($\chi^2$=10.9, P=.03). Using a QIDS-A17-SR score of 6 or under as a cutoff for remission, 35% (12/34) of the treatment group compared to 8% (3/38) of the control group were categorized as remitted. A higher proportion of participants in the IPDT group fulfilled the criteria for remission ($\chi^2$=8.2, P=.004).

Follow-Up Assessment
Follow-up assessments at 6 months posttreatment were conducted using the QIDS-A17-SR and GAD-7. Data were obtained from all participants who entered the treatment (n=34). Pairwise t tests between post- and follow-up assessments indicated no significant differences for either measure (QIDS-A17-SR mean difference --0.61, $t_{32}$=-0.66, P=.51; GAD-7 mean difference -0.09, $t_{32}$=-0.12, P=.91), suggesting results for depression and anxiety were maintained during the follow-up period.

Negative Effects and Adverse Events
Posttreatment QIDS-A17-SR scores and an open-ended question concerning negative effects [56] were used to assess potential negative effects during the trial. No participant in the treatment condition deteriorated reliably on the QIDS-A17-SR, while this was true for 3 participants in the control condition.

When responding to the open-ended question regarding negative effects, the vast majority did not report any (28/34, 82%). Out of 34 participants, 1 (3%) participant described that online text-based interactions were not optimal due to feelings of loneliness, and another participant (3%) described increased awareness of feelings of anger and that this was painful and distressing in the short term; however, the same participant then described the mastery of these angry feelings gained through the treatment as positive in the long term. Out of 34 participants, 2 (6%) described feelings of distress in connection with facing previously avoided thoughts and feelings, and 2 (6%) participants found the treatment format stressful; 1 (3%) of these participants also described feelings of shame in connection with not completing exercises on time. Thus, 6 patients in total out of 34 (18%) reported negative effects of the treatment. No serious adverse events were reported during the trial.

Program Use and Treatment Acceptability
Of the 34 participants that entered treatment, 4 (12%) dropped out of treatment, meaning that they stopped opening modules, attending chat sessions, or responding to messages before week 7. The completion of modules was defined as completing at least one exercise in the module. The mean number of completed modules was 5.8 (SD 2.4) of the 8 that were available. Excluding the 4 dropouts, the mean number was 6.2 (SD 1.9) and the median was 7. The mean number of chat sessions attended was
The mean number of chat sessions attended was 7.1 (SD 1.4). Of the 34 participants, 1 (3%) who did not drop out completed zero modules but continued attending chat sessions throughout the treatment period. Spearman correlations showed no dose-response relationship.

### Discussion

#### Principal Findings

This RCT aimed to evaluate an affect-focused psychodynamic internet-based treatment for depression in a sample of adolescents (15-18 years of age). The results indicated that the IPDT treatment was effective in reducing depression and anxiety, as well as in enhancing emotion regulation and self-compassion, compared to a supportive contact control condition. Results indicated that the treatment facilitated clinically significant changes [55] as 56% of the treatment group recovered according to RCI and 35% scored below clinical cutoff on the primary outcome measure after completing the treatment. Treatment gains for depression and anxiety symptoms were maintained at the 6-month follow-up. In addition, the IPDT treatment seemed acceptable and tolerable overall, although some distress was reported related to taking part in the treatment. None of the participants deteriorated reliably during the intervention. The vast majority of patients (28/34, 82%) who entered treatment did not report any negative effects, and those that were reported were relatively mild. The occurrence and nature of negative experiences were similar to what has previously been reported for ICBT in treatment with adults and adolescents [14,56]. The absence of deterioration and negative effects is especially important considering that deterioration seems common among young people in psychotherapy [57].

Between-group effect sizes were similar to those found in previous trials on IPDT targeting adult psychopathology [21] as well as ICBT targeting adolescent depression [11,14,15]. The significant result for anxiety has not been found in ICBT treatments in previous trials for the same target group [14,15] and this is a promising finding, albeit in need of replication. Although the target groups appear similar, there might be population differences affecting these results. Previous trials have used another anxiety measure, rendering comparisons of initial anxiety levels difficult. However, the results are in line with those shown in a meta-analysis by Driessen et al [16] who found that short-term PDT targeting depression was significantly more efficacious than other treatments on anxiety measures. One reason for this might be the more transdiagnostic nature of PDT, which, although focused on depression symptoms to a certain extent, might target a wider scope of symptoms. The model for depression in affect-focused psychotherapy is based on the triangle of conflict, which is the same across different psychiatric disorders [31].

Although some of the more classical ingredients of psychodynamic therapy are lost in the translation to a guided self-help program, being significantly more directive and not including transference work to the same extent, the treatment is clearly based on a psychodynamic model. This is an important point since this distinguishes the treatment from ones that have been previously developed and assessed for adolescent depression. The model for understanding depression, which was also presented to the participants, is the triangle of conflict [31]. Participants are taught about attachment theory and are encouraged to reflect on their own patterns of relating based on this and whether there are any patterns they would like to change. Furthermore, participants are encouraged to reflect on and experience affects that have been perceived as threatening to key attachment relationships. The treatment relies heavily on working with defenses against these anxiety-laden affects, leading to exposure to painful emotions [32]. Furthermore, the therapists were instructed not to give advice, but rather to invite exploration and to interpret problems using the triangle of conflict. In ICBT for adolescents, chat sessions are more structured, while the chat sessions in this RCT’s treatment were unstructured and the participants chose the subject; however, therapists were instructed to be symptom-focused, as the primary aim of the treatment was to uncover inner emotional conflicts creating and perpetuating symptoms of depression. While including exercises in psychodynamic treatments is not common practice, this is included in some psychodynamic modalities when deemed appropriate [58]. A future study will aim to examine the nature of therapist interventions in chat sessions during the treatment in detail. Future studies should also address whether these different treatments may be suitable for different target groups of depressed adolescents.

This study did not comprise an evaluation of adding synchronous chat sessions to the standard guided self-help format, so it is not possible to separate out the impact of each element to the overall effectiveness of the intervention. However, some aspect of the positive results may be related to the text-chat component, as it might have increased motivation and hence continued participation in the treatment. In order to minimize the workload, therapists were permitted to have two parallel chat sessions at the same time. The added value of synchronous chat sessions is an area for further research in the future.

While the chat sessions make the treatment format more time-consuming compared to internet-based interventions targeting adult depression, it is comparable to some other internet-based treatment protocols targeting adolescents [14,15,59] that enhance treatment protocols with blended real-time elements (ie, chat for 30-45 minutes or 20 minutes of weekly phone calls for 14 weeks, respectively). Also, 8 weeks of treatment is substantially shorter than other existing psychodynamic face-to-face protocols in the treatment of adolescent depression [20]. The rates of participation and completion of modules were lower than studies on adults typically show [60]. However, studies of face-to-face treatments for adolescents generally report high levels of attrition (eg, Abbass et al [19]).

The sample of the study is predominantly female. This is in line with other psychotherapy trials on face-to-face treatment (eg, Abbass et al [19]) as well as internet interventions [61]. There is also some evidence that the female predominance is even larger for internet-based interventions than in those conducted face to face [61]. One suggested reason for that is that males tend to need more influence from family and/or peers in order to seek support, and that seeking internet-based interventions

---
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relies more on individual motivation and choice. The dominance of females in the study sample could be seen as a problem, although common in the field of psychotherapy research, with generalizability of the results. It is clear that an important challenge for future treatments as well as trials is to find ways to reach and motivate males to apply as well.

**Strengths and Limitations**

Apart from the randomized design, a considerable strength is that a “pure” wait list was not used [62]. Instead, IPDT was compared to weekly support. In addition, a structured diagnostic interview was carried out before inclusion to confirm the depression diagnosis. The study approach was to use weekly measures of the primary outcome to detect group differences, which allowed for more sophisticated analyses. Furthermore, the trial had a low rate of attrition both at the postassessments and follow-up measurements, increasing the reliability of the results. The sample in this trial is representative of the depressed adolescent population and is a clearly psychiatric one. Participants had relatively high comorbidity and a substantial amount had current and/or past self-harm behaviors. The exclusion of severely suicidal teenagers is also in line with other research in the field (eg, Sander et al [63]).

Limitations of the study include the fact that no diagnostic interviews were conducted after the treatment and that 6-month follow-up data were only collected for two of the outcome measures. The reason for this was to avoid burdening the young people with too many measures and interviews, as it might have heightened the risk of missing data. Therefore, the most relevant instruments were prioritized for both postassessment and follow-up measurements. Also, although all interviewers were trained in the application of the MINI 7.0 and the C-SSRS, no measures of interrater reliability were conducted as interviews were not recorded. All measures in the study have been validated in adolescent populations and official translations were used. However, except for the MADRS-S [42], they have not been validated in Swedish adolescent populations. The lack of validation studies for teenage populations is a common problem in the field and one future aim is to publish psychometric data for the Swedish translations of the questionnaires. As shown, they have acceptable-to-good internal consistency in this study’s sample.

**Conclusions**

This RCT’s results provide preliminary support for affect-focused IPDT for adolescent depression. This study furthers the evidence that psychodynamic models can be translated into internet-based treatments and strengthens the evidence for the effectiveness of psychodynamic treatments in general.

Future research could aim to explore whether this treatment, in an adapted format, would be suitable for a transdiagnostic sample or to target adolescent anxiety. This study is preceding a noninferiority trial comparing IPDT to the already-proven effective ICBT program for depression in adolescents [14,15]. Furthermore, future research should address the efficacy of the treatment in other settings (ie, other countries).
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Abstract

Background: Internet search data on health-related terms can reflect people’s concerns about their health status in near real time, and hence serve as a supplementary metric of disease characteristics. However, studies using internet search data to monitor and predict chronic diseases at a geographically finer state-level scale are sparse.

Objective: The aim of this study was to explore the associations of internet search volumes for lung cancer with published cancer incidence and mortality data in the United States.

Methods: We used Google relative search volumes, which represent the search frequency of specific search terms in Google. We performed cross-sectional analyses of the original and disease metrics at both national and state levels. A smoothed time series of relative search volumes was created to eliminate the effects of irregular changes on the search frequencies and obtain the long-term trends of search volumes for lung cancer at both the national and state levels. We also performed analyses of decomposed Google relative search volume data and disease metrics at the national and state levels.

Results: The monthly trends of lung cancer-related internet hits were consistent with the trends of reported lung cancer rates at the national level. Ohio had the highest frequency for lung cancer-related search terms. At the state level, the relative search volume was significantly correlated with lung cancer incidence rates in 42 states, with correlation coefficients ranging from 0.58 in Virginia to 0.94 in Oregon. Relative search volume was also significantly correlated with mortality in 47 states, with correlation coefficients ranging from 0.58 in Oklahoma to 0.94 in North Carolina. Both the incidence and mortality rates of lung cancer were correlated with decomposed relative search volumes in all states excluding Vermont.

Conclusions: Internet search behaviors could reflect public awareness of lung cancer. Research on internet search behaviors could be a novel and timely approach to monitor and estimate the prevalence, incidence, and mortality rates of a broader range of cancers and even more health issues.

(J Med Internet Res 2020;22(3):e16184) doi:10.2196/16184
KEYWORDS
lung cancer; incidence; mortality; internet searches; infodemiology

Introduction
Cancer affects people at all socioeconomic levels and has become a worldwide public health problem. In 2018, the International Agency for Research on Cancer reported the substantial global burden of cancer [1]. Lung cancer is the most commonly diagnosed cancer type (11.6% of all cases) and is the leading cause of cancer-related deaths (18.4% of all cases). In the United States, cancer is the second leading cause of death, resulting in approximately 150,000 deaths per year [2,3]. Moreover, the mortality rate of lung cancer is the highest in the United States. Current data on cancer incidence, mortality, and survival have been mainly collected by the US Centers for Disease Control and Prevention (CDC) and the National Cancer Institute (NCI). However, the year of disclosing such data usually lags about 3 years behind the year in which the data are relevant owing to the time required for data collection, compilation, quality control, and dissemination [4]. Despite an increasing demand for up-to-date knowledge regarding cancers, the lack of real-time data continues to be a major impediment to timely and effective cancer surveillance [5]. Hence, new methods in the era of big data are needed to help supplement current strategies and improve the monitoring of lung cancer.

Along with the rapid spread of social media and medical forums, people frequently search internet resources for symptom-related information, basic medical advice, and to exchange information [6-10]. As more and more people utilize the internet, data from internet searches are increasingly able to better reflect real-world data. With the advent of big data, information and communication technologies have made it possible to reflect trends of real-world diseases based on search data [11-13].

The past decade has witnessed an exponential increase in internet penetration. As of April 2019, 56% of the world’s population was reported to have internet access, with rates in the developed world now exceeding 80% [14,15]. According to the World Bank, individuals who use the internet accounted for 76% of the total population in the United States in 2017 [16]. Additionally, 95% of Americans now own a cell phone of some kind, and approximately 77% of the US population now owns a smartphone [17]. Digital data passively generated from user online search behaviors may be utilized to estimate disease metrics in different states until verification data from a traditional source becomes available [18,19]. Internet technologies have the potential to mitigate some of the shortcomings of current health monitoring systems and might be used to supplement existing disease surveillance methods.

Previous studies have attempted to utilize search engines (eg, Google and Baidu) to improve the surveillance of some epidemics. Some scholars have made use of online social networks (eg, Facebook and Twitter) to mine public interest in medical-related issues such as diagnosis and treatment knowledge, patient experience sentiments, and quality of medical services. Meanwhile, more and more studies have elucidated trends in disease communications through internet communities (eg, Reddit) [20-22]. Since 2004, Google Trends [23] has provided national- and state-level search data for free via entering related search query terms [23]. Previous studies have revealed that it is possible to improve the surveillance and prediction of infectious diseases and examine public interest in multiple health topics by monitoring the search behaviors of millions of users and conducting data mining through such search engines [24-29]. However, few studies have focused on leveraging internet search data to monitor and predict cancers at a geographically finer state-level scale [30,31].

In the present study, we tested the hypothesis that the volumes of internet search queries related to lung cancer reflect real-world spatiotemporal variation in the incidence and mortality rates of lung cancer in the United States. Our findings suggest that internet search volumes may reflect disease characteristics of lung cancer (such as incidence and mortality) and provide an additional means of national- and state-level cancer surveillance in the United States.

Methods

Internet Search Data
We collected monthly search data for lung cancer through Google Trends [23] from 2004 to 2018, at both the state and national levels. The search data were downloaded from Google Trends in January 2019. A research firm reported that Google accounted for up to 92% of the market share of search engines in 2018, representing an increase of 57% and 89% in 2004 and 2015, respectively; thus, Google is currently the most widely used search engine in the world [32].

When downloading search data, we could freely choose our own time range. The earliest search data available for Google Trends are from 2004. Therefore, to illustrate and analyze more complete changes in search trends, we first chose to download data from 2004. Although the search data are updated in real time, as mentioned above, the publication of cancer registration data usually lag behind data collection for several years; thus, the latest incidence and mortality rates of lung cancer available for the present analysis were those published in 2015 by the CDC. To explore the association of internet search volumes for lung cancer with published cancer incidence and mortality rates in the United States, we downloaded the relevant data for the same period of time and set the year 2015 as our first deadline. We downloaded data in January 2019 so that we could obtain complete search data from 2004 to 2018 before conducting the subsequent analysis.

Search Query Terms
Lung cancer awareness was examined on the basis of the general population’s ability to seek such information or pay attention to it [33]. We selected 12 different query terms among the most commonly used terms for lung cancer [34]. The selected terms were not searched in quotes. Search query volumes were filtered by the term “health” using the Google query category feature to discard non health-related queries that may have confounded
the results. Each data point represented the relative search
volume (RSV) of specific query terms on a normalized scale of
0-100. The data were divided by total searches of a particular
geographic location and the particular time range they represent
to compare the relative popularity of the query terms. For
example, compared with the total search volumes, if a particular
region had a higher number of specific query terms, the RSV
would be closer to 100. Data of internet searches used in this
study are publicly available, anonymous, and cannot be traced
back to identifiable individuals.

Cancer Data
The age-adjusted incidence and mortality rates per 100,000
individuals with lung cancer in both sexes were obtained at the
state and national levels from the CDC for the period of
2004-2015 [2]. Incidence and mortality rates were then merged
by state and integrated with the monthly RSV data; the
processed dataset included 144 data points for each state for a
total of 7344 data points.

Statistical Analyses
RSVs at national and state levels are represented as time-series
data. Each time series was divided into four parts: long-term
trend, seasonal change, cycling, and random fluctuation. We
used a time-series decomposition method to eliminate the effects
of irregular changes and obtained the long-term trends of the
internet search data from January 2004 to December 2018. Each
long-term trend is a continuously increasing or decreasing trend
that an objective phenomenon exhibits over a long period of
time, which may be due to a fundamental cause. The purposes
of studying long-term trends are to understand the regularity of
the development of internet search data, provide the necessary
conditions for statistical prediction, and remove them from the
time series to ultimately analyze the influence of other factors
on the time series. The steps of this procedure were as follows.
First, we chose a multiplication model based on the time-series
data of the RSV of each state. Second, we used a
moving-average method to smooth the time series, and used a
monthly average method to calculate the seasonal index. Third,
we drew a scatter plot and selected the long-term trend of the
appropriate curve model to fit the sequence and obtain the
long-term trend. Finally, after decomposing the seasonal index
and the periodic variation factors, the remaining factors
represented the long-term trend.

We performed Spearman correlation analysis to evaluate the
relationship between the known lung cancer incidence and
mortality rates and Google RSVs over the period of 2004-2015.
As Spearman correlation analysis is a nonparametric method,
no assumptions of distributions were required on the original
variables. We also performed Spearman correlation analysis to
evaluate the relationship among the incidence and mortality
rates and search data after time-series decomposition.

We assumed that trends in lung cancer-related internet hits
would be consistent with those reported for national lung cancer
incidence. As the search data could be downloaded in real time,
we downloaded complete search data from 2004 to 2018.
However, publication of incidence and mortality rates usually
lags 3 years behind the actual data. Hence, after the correlation
analysis, we conducted a simple linear prediction of the
incidence and mortality rates of lung cancer from 2016 to 2018
based on previous epidemiological data, and explored whether
trends in lung cancer internet hits would be consistent with the
future incidence and mortality rates of lung cancer in the same
manner as described above. Therefore, we set the year 2018 as
our second deadline for the present analysis.

Statistical analysis was conducted using IBM SPSS (version
22.0, IBM Corporation, Armonk, NY, USA), EViews (version
8, IHS Global Inc, London, UK), and R project (version 3.4, R
Development Core Team, Vienna, Austria). The statistical
significance of the correlation for each dataset was computed
using a two-tailed Student t test. The significance level was set
at alpha=.05 for all tests.

Results

Burden of Lung Cancer
Figure 1 shows the ranking of lung cancer rates in each state in
2004 and 2015. Compared with those in 2004, both rates
decayed to varying degrees in all states by 2015. Kentucky
showed the highest incidence and mortality rates of lung cancer,
whereas Utah showed the lowest incidence and mortality rates
of lung cancer.
Figure 1. Mortality and incidence rates of lung cancer in the United States broken down by state in 2004 and 2015.

Inclusion of Search Query Terms

We separately extracted the Google RSVs for each of the 12 keywords selected in the above method. However, except for “lung cancer,” the other query terms lacked Google RSVs for all states. Thus, we only selected the common lay term “lung cancer” in this study in consideration of the integrity of the data (see Multimedia Appendix 1).

Regional Distribution of Relative Search Volumes

Figure 2 shows the regional distributions of the Google RSVs, mortality, and incidence data for lung cancer in 2004, 2015, and 2018. The change in color from green to red in the heatmap indicates low to high values of the datasets, respectively. From 2004 to 2015, the following states had the highest incidences of lung cancer (ranked in the top 5 at any point): Kentucky, West Virginia, Tennessee, Delaware, Arkansas, Mississippi, Maine, Oklahoma, Missouri, and Indiana. The following states
had the highest mortality rates (ranked in the top 5 at any point): Kentucky, Arkansas, West Virginia, Tennessee, Mississippi, Oklahoma, and Louisiana. The five states with higher average RSVs (>50 from 2004 to 2015) were as follows: Ohio, Maryland, Connecticut, Indiana, and Pennsylvania. The three states with lower average RSVs (<20) were as follows: Mississippi, Wyoming, and North Dakota. Thus, the states with higher incidence and mortality rates usually had higher RSVs (Figure 2).

**Figure 2.** Regional distribution of mortality, incidence rates, and relative search volumes (RSVs) for lung cancer in the United States in 2004, 2015, and 2018. The color of the map changes from blue to red; the closer the color is to red, the higher the value.

### Trends in Internet Searches Related to the Incidence and Mortality Rates of Lung Cancer

**Figure 3** shows a time series of the Google RSVs, along with the incidence (blue lines) and mortality (red lines) rates of lung cancer of all states from 2004 to 2018. The green lines represent the original RSVs, the gray lines represent the new RSVs after seasonal decomposition, and the dotted lines represent the predicted value (from 2016 to 2018). The trends of RSVs for these states initially fluctuated but eventually showed a steady trend over time. The incidence and mortality rates of lung cancer in each state showed a downward trend with time.
Correlational Analyses

Multimedia Appendix 2 shows the Spearman correlation coefficients among incidence rates of lung cancer, mortality rates of lung cancer, and Google RSVs by state in the United States. We found statistically significant correlations between incidence rates and original Google RSVs for lung cancer in 42 of 51 states, with the only exceptions being Arkansas, California, Connecticut, District of Columbia, North Dakota, Rhode Island, Utah, Vermont, and West Virginia. We also found statistically significant correlations between mortality rates and Google RSVs for lung cancer for all but four states. For California, Connecticut, and Vermont, there were no statistically significant correlations between incidence rates and relative Google search volumes, and there were also no significant correlations between mortality rates and Google RSVs. Following time-series
decomposition of the RSVs, both the lung cancer incidence and mortality rates were correlated with Google RSVs in 50 states, except for Vermont. Figure 4 shows a representative scatter plot of incidence rates, mortality rates, and relative Google RSVs of lung cancer by state in 2015.

Figure 4. Scatter plots with fitted linear regression lines of mortality and incidence rates vs relative search volumes for lung cancer by state. Note that linear regression lines are not equivalent to correlation coefficients and are only included for visual purposes.

Discussion

Principal Findings

Previous studies have mainly focused on the epidemiology of infectious diseases by analyzing internet searches or using social media data sources (eg, Twitter) to conduct health research. The present study examined the association between internet searches and the incidence and mortality rates of lung cancer at national and state levels in the United States over a 12-year period, and predicted the incidence and mortality rates of lung cancer based on their correlations with internet searches. We found an association between RSVs and actual incidence rates of lung cancer for 42 states. Upon examining lung cancer mortality rates, we found statistically significant correlations between mortality rates and RSVs for all but four states.

Our results support the concept of using internet search data and broader public access in health topics for estimating disease characteristics such as incidence and mortality rates. For Kentucky, which had the highest lung cancer incidence and mortality rates in the United States, both incidence and mortality rates were strongly correlated with Google RSVs. In Utah, which had the lowest incidence and mortality rates of lung cancer, RSVs were not correlated with either of these two rates. One possible explanation for this pattern could be that prior online search activities are amplified by individuals at risk for lung cancer, their caregivers, or those who want to acquire knowledge on lung cancer [35-37]. Our results further suggest that search behaviors may reflect, at least partially, the actual prevalence of lung cancer in each state. These types of data sources can be particularly useful when real-time information is needed, because the publication of cancer registration data usually lag several years from data collection. Previous studies have also confirmed that many data elements discernible from a user’s social media, especially demographics, can provide new opportunities to characterize the users whose data are analyzed in health research. Google and Twitter-based health research is a growing field that can be utilized to conduct content analysis, surveillance, engagement, intervention, and network analysis in health fields [38,39]. In 37 states, the correlation coefficients between mortality rates and RSVs were higher than those between incidence rates and RSVs. This situation may indicate that people pay more attention to the death caused by lung cancer, implying a general lack awareness of prevention, and that relevant departments are not paying enough attention to the prevention and intervention of lung cancer.

Many other factors may contribute to this association. Although most of the states surveyed in the present study showed statistically significant correlations of RSVs with incidence and mortality rates, some states did not show such correlations (eg, Vermont). However, our study contained only one query term, which was not able to reflect people’s search needs and changes in search patterns. Additionally, data downloaded from Google Trends are not raw and unprocessed data, and Google’s search algorithm is not static. The algorithm itself is constantly being tested and improved. The instability of Google searching caused by algorithmic dynamics may induce Google Trends to also offer an unstable depiction of the occurrence of lung cancer. Algorithmic dynamics represent changes made by engineers to improve business services and consumer use of their search services. Google’s search algorithms and user behavior changes can affect the tracking of Google Trends. The multitude of algorithmic changes is the result of Google’s numerous programmers working on small units combined with the use of search engines by millions of consumers around the world.
Hence, it is difficult to reproduce the original algorithm of Google Trends. When users search for disease information, Google may automatically provide more entries that are helpful for diagnosis, such that changes in each user’s search result in changes in the Google Trends due to the recommendation of the search bar. Google does offer a function called “related queries,” which allows users to identify the retrieved data after a given time series, but this only applies to data at the national level. The key concepts are the lack of transparency regarding absolute search volumes, the exact query text and search Boolean logic used to calculate search volumes, and preprocessing in the temporal domain. After processing by Google, the filtered data may have lost much of the information contained in the original raw data [40]. Several studies have attempted to ameliorate this shortcoming by supplementing search data from other search engines such as Bing and Baidu. These search engines are capable of providing more granular search information (eg, gender, age, and regional information of the search population) than is available from Google Trends [41].

Twitter, Facebook, Google, and the entire internet are changing day by day. Studying these changes, trends, and algorithms may help us to develop more efficient data analysis models. This situation may also be influenced by various public health activities related to lung cancer. The launch of these activities may increase the public’s online searches for lung cancer, regardless of disease indicators. One study found that RSVs increased in lung cancer screening after trials reported their potential to reduce the risk of death in heavy smokers [42]. Previous studies have found that after the public health campaign for a disease has been launched, information search behavior related to the disease increases. For example, every October, the annual breast cancer campaign in the United States stimulates online search activities, and the number of Google searches for “breast cancer” has since increased significantly [43]. Moreover, RSVs for lung cancer increased after trials reported the potential of screening to reduce the risk of death among heavy smokers [44]. Reports of cancer in famous individuals may also lead to an increase in internet searches, which has been called “the celebrity effect” [30].

There are also regional differences in search volumes. In recent years, the emergence of corresponding therapy and new early screening methods for lung cancer have helped to prevent and treat lung cancer, but the level of development of lung cancer prevention and treatment, along with the diagnostic rate and survival time of lung cancer, vary from state to state. It is well known that indoor and outdoor air pollution increases the incidence of lung cancer, including smoking, air pollution, secondhand smoke, and radon [45,46]. For example, Kentucky has a high smoking rate and a relatively high incidence of lung cancer, whereas Utah has a low smoking rate and a relatively low incidence of lung cancer. Local authorities should strive to ensure that online health information is available to the public, especially in areas with high smoking rates and lung cancer incidence. Researchers and public health practitioners can further explore this situation by accessing and analyzing recent Google Trends data, which may assist with predicting regions of concern for lung cancer. Additional research on this topic may help to determine how organizations might use Google Trends data as a tool for prediction and targeted interventions. Google Trends can also be used to measure the development of knowledge and interest in new cancer screening tests or specific screening tests. Some scholars have found that people are considerably interested in lung cancer screenings and virtual colonoscopies, but are not very interested in prostate cancer screening [44]. Researchers could explore the psychology behind why people search for lung cancer, such as whether they search primarily for information related to experiencing potential symptoms, have heard of public figures suffering from lung cancer, or have read other information on the news to prompt such searches [47-49]. Additionally, as keyword predictors vary over time, additional research could investigate how searches may relate to current behavioral trends. Our study suggests that Google Trends data could be a new data source for researchers and organizations focused on addressing lung cancer. In the United States, where lung cancer is reported by the CDC and the NCI Surveillance, Epidemiology, and End Results Program through traditional epidemiological methods, supplementing case report data with extant data sources like Google Trends data may help enhance current surveillance by forecasting changes in informing targeted awareness campaigns.

We also forecasted the incidence and mortality rates of lung cancer in all states from 2016 to 2018 based on correlations between these rates and Google RSVs. Our direction for future work may focus on predicting the incidence of lung cancer by combining RSV data and real-world medical data. This approach may not only benefit the development of early warning, intervention, prevention, and control measures for lung cancer but may also extend the research findings of lung cancer to other chronic diseases.

Limitations

Studying search engine data is inevitably restricted by some random factors. As such, the present study had some limitations. First, since the internet search data of other query terms in some states were not included in Google Trends, the present study only contained one search term. Second, Google Trends is not a real epidemiological instrument. The use of Google Trends to estimate lung cancer is not fully representative of the general population, since only individuals with access to the internet can be accounted for via this approach. Third, we were unable to determine which types of internet users conducted search activities. Fourth, we only utilized search data from one search engine, which may not represent search preferences of the whole population, although Google leads the explicit core search market in the United States [32,50]. We hope to continue to find novel ways to identify and reduce biases in search engine data for ultimately utilizing internet search data to provide useful information for cancer surveillance, evaluation of public cancer awareness, and education programs.

Conclusions

The widespread proliferation and increasing utility of the internet have fundamental impacts on the ways in which people seek and acquire medical information. Studying internet search data can augment traditional methods for cancer surveillance when registry data are lagging, and help to achieve improved...
prevention and control of diseases. In addition, underscoring the potential utility of internet searches may be beneficial to identify people or regions at risk for cancers or other chronic noncommunicable diseases.
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Abstract

Background: Although gun violence has been identified as a major public health concern, the scope and significance of internet gun advertising is not known.

Objective: This study aimed to quantify the characteristics of gun advertising on social media and to compare the reach of posts by manufacturers with those of influencers.

Methods: Using a systematic search, we created a database of recent and popular Twitter and YouTube posts made public by major firearm manufacturers and influencers. From our sample of social media posts, we reviewed the content of the posts on the basis of 19 different characteristics, such as type of gun, presence of women, and military or police references. Our content analysis summarized statistical differences in the information conveyed in posts to compare advertising approaches across social media platforms.

Results: Sample posts revealed that firearm manufacturers use social media to attract audiences to websites that sell firearms: 14.1% (131/928; ±2.9) of Twitter posts, 53.6% (228/425; ±6.2) of YouTube videos, and 89.5% (214/239; ±5.1) of YouTube influencer videos link to websites that facilitate sales. Advertisements included women in efforts to market handguns and pistols for the purpose of protection: videos with women included protection themes 2.5 times more often than videos without women. Top manufacturers of domestic firearms received 98 million channel views, compared with 6.1 billion channel views received by the top 12 YouTube influencers.

Conclusions: Firearm companies use social media as an advertising platform to connect viewers to websites that sell guns. Gun manufacturers appropriate YouTube servers, video streaming services, and the work of YouTube influencers to reach large audiences to promote the widespread sale of consumer firearms. YouTube and Twitter subsidize gun advertising by offering server and streaming services at no cost to gun manufacturers, to the commercial benefit of Google and Twitter’s corporate ownership.

(J Med Internet Res 2020;22(3):e15736) doi:10.2196/15736
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Introduction

Background
Gun production and imports of guns in the United States have risen significantly over the past 30 years. According to the Bureau of Alcohol, Tobacco, Firearms, and Explosives, there has been a three-fold increase in the total number of guns made in the United States from 3 million in 1986 to over 11 million in 2016. Imports grew from 0.7 million in 1986 to 4.49 million in 2017 [1]. As the international regulation of firearms in most industrialized countries tends to be more restrictive than the
United States, some foreign manufacturers, such as those in Japan, export over 90% of their annual production to the United States [2,3]. Proliferation of firearms presents significant challenges to domestic and global public health: weapons from US markets have been linked to elevated crime, violence, and homicide in other countries [3-8]. Public health responses to firearms require a closer examination of the company practices that facilitate the widespread distribution and increased lethality of small arms in the United States.

US gun control research has much to learn from successful public health programs that sought to reduce widespread injuries from motor vehicle accidents and harm from tobacco use. For example, in outlining his recommendations for a public health approach to guns, Hemenway [3] borrowed the Haddon matrix [9] from injury prevention studies to illustrate opportunities for health interventions before, during, and after injury events involving firearms. Hemenway also recommended that public health scholarship examine the approaches that firearm manufacturers use to promote gun sales, drawing comparisons to very successful health interventions in tobacco advertising and sales [3]. Interventions aimed at restricting the distribution of firearms, limiting gun advertising, and challenging the normalization of gun use are examples of prevention programs that reduce firearm-related injuries.

Although several past studies describe the characteristics of firearm advertising in print magazines and catalogs [2,10,11], the landscape for advertising, sales, and communications has changed radically with the advent of Web-based marketing. New public health scholarship in this area is needed [12,13]. However, despite diversification in the media to include Web-based videos, websites, blogs, podcasts, and social media, many of the advertising messages developed over the past few decades are similar to current approaches, making previous research still relevant for informing contemporary studies of social media and Web-based gun sales.

Building on work to characterize print advertising [2,10,14], this paper examined major themes in firearm advertising used in social media. First, we developed a system for sampling and comparing Twitter use by firearm manufacturers to distribute advertising, then we expanded our work to classify YouTube posts made by gun manufacturers and gun influencers to study firearm advertising. We have begun with a descriptive review of US civilian firearm ownership, the health consequences of firearm advertising, and the role of social media in advertising. Our methods for studying the advertising characteristics used by firearm manufacturers have been described, and the descriptive results of our analysis have been provided. Finally, we concluded with a list of possible interventions to curtail small arms proliferation in US civilian markets and a list of recommendations for future work.

**Characteristics of Civilian Gun Ownership in the United States**

Recent estimates of US civilian firearms place the total number of private guns at 393 million: higher than the US population [15]. Despite the high overall volume of weapons, the General Social Survey and Pew Research Surveys found a trend toward declining US gun ownership, from over half of adults in 1980 to less than one-third of adults in 2015 [16]. Concurrent with the decline in ownership is a rise in the number of guns per owner: the National Firearms Survey estimated that half the US civilian gun stock was owned by 14% of the gun owners, comprising roughly 3% of the US population [17].

Trends in US gun ownership are stratified by time, place, and demography. At no time in US history has ownership of this lethal weapon been equal. The General Social Survey results reveal significant regional and temporal variations in ownership over the past 50 years. The highest ownership rates were found in 1976, where over 80% of households located in East South Central states (Alabama, Kentucky, Mississippi, and Tennessee) reported owning a gun; conversely, in 2018, sample data for Middle Atlantic states (New York, New Jersey, and Pennsylvania) estimate ownership rates at 19% [18]. Contemporary studies found that 67% of gun owners respond that protection is a major reason for owning a gun [19].

The Pew Research Center found substantive demographic differences in US gun ownership: 39% of men and 22% of women recently surveyed own a gun [20]. White gun ownership is 50% greater than black gun ownership (36% compared with 24%), whereas Hispanic gun ownership is less than half the rate of white gun ownership (Hispanic gun ownership is estimated at 15%) [20]. One study found that public perception of gun ownership significantly overestimates actual ownership, which may contribute to more moderate views of gun control [21]. To reiterate, the majority of people in the United States do not own a gun, but male and white populations own guns at significantly higher rates.

**Health Outcomes and Gun Advertising**

The health impact of firearms in the United States is widespread. In total, 44% of US residents know someone who has been shot, and a higher proportion, 51% of US gun owners surveyed, know someone who was shot [22]. When combined across causes of death, including firearm deaths from homicides, suicides, and accidental shootings, the annual age-adjusted death rate declined from a peak in 1993, but the total number of firearm-related deaths in the United States has increased in recent years and in 2017 it reached 39,773, exceeding total deaths from motor vehicle accidents [22,23]. According to the Centers for Disease Control, from 1999 to 2017, 612,000 deaths by firearms occurred in the United States [23].

Many scholars have observed the significance of firearms on children’s health: gun-related injuries are the second leading cause of death for children and adolescents in the United States [24]. Over 70% of gun owners have small children, and firearm-related deaths are more frequent when handgun ownership is higher [25]. A study of school-associated homicides in the United States found that although rates of single-victim homicides remained unchanged over the past 20 years, multiple-victim incidence rates increased significantly from 2009 to 2018 [26]. In total, 95% of multiple-victim school-associated homicides in the United States were from firearm-related injuries, compared with the rate of 62.8% for single-victim homicides [26].
The presence of firearms is a known hazard. Occupations that require firearm use have been connected to elevated risk of fatality by suicide. Data from the northeastern United States found that 13% of suicide attempts resulted in fatality; however, 91% of suicide attempts by firearms were lethal [27]. Suicides among US police officers, veterans, and members of the armed forces have come under particular scrutiny. Recent studies have shown that the rate of suicide among veterans and service members is twice the rate of suicide in the civilian population and that firearms were used in 70% of service member suicide deaths [28]. New York Police Department suicides have been declared a mental health emergency [29]. Evidence-based interventions in the Israeli military that restricted officer access to firearms over the weekend reduced suicide deaths by 40% [30].

The risk of firearm injury found in occupational health extends to the general population. Research in preventive medicine found US gun ownership and youth suicide rates to be closely correlated [31] and that state legal restrictions on firearms reduced intimate partner homicide [32]. Permissive state gun laws are also significantly associated with greater numbers of mass shootings [33].

Perhaps in response to the high burden of deaths from firearms, 67% of Americans surveyed by the Associated Press in partnership with the University of Chicago in 2017 and 2018 favor stricter gun laws [34]. Community-based interventions that provide gun storage for families with suicidal individuals may also save lives, suggesting that where fewer state laws exist, law enforcement and gun dealers may step in to promote safe storage [35]. A recent survey of gun owners identified law enforcement and active military as the most effective groups to educate about safe gun storage [36].

Some scholars equate advertising with disease promotion. Freudenberg [37] argued:

> Advertising seeks to create new customers and encourage existing ones to purchase more. When the product being advertised is lethal (as in the case of tobacco or guns) or can easily be used in ways that harm health (e.g., alcohol, SUVs, and some pharmaceuticals), advertising falls squarely within the rubric of disease promotion.

Both the expansion of US civilian gun markets and the intensification of gun ownership to include more weapons are troubling trends, given recent evidence that individuals in the United States who self-report impulsive angry behavior and gun ownership currently comprise an estimated 8.9% of the population [38]. Reducing the appeal of assault weapons, and limiting advertisements of guns to police, veterans, and armed service members, by better understanding and intervening in gun advertising could translate into fewer gun-related deaths.

**Gun Advertising on Social Media**

Decisions by major print, television, and Web-based media sources to restrict paid firearm advertising is remarkable: gun advertisements used to circulate among major US newspapers and magazines commonly found in homes [11]. Notable advocacy campaigns, such as Close the Loophole on Gun Advertising, went from newspaper to newspaper to negotiate policies that would limit gun solicitations in classified advertisements [37]. Comcast followed NBC, Time Warner Cable, Fox, and ESPN to ban firearm and ammunition advertising in most channels in 2013 [39].

Despite encouraging statements by private media companies, public health responses to predatory advertising have been limited by the 2005 passage of the federal Protection of Lawful Commerce in Arms Act (PLCAA), which protects gun makers from lawsuits related to weapons misuse [14,40]. Although firearm advertisers have acknowledged constraints, such as exclusions from Super Bowl advertising, they have welcomed looser, more diversified Web-based options through both mainstream and alternative internet and social media [41].

The shift to internet advertising has been rapid. Since 2005, the number of US adults who used a social media site grew from 5% to 69% in 2018 [42]. The number is highest among adults aged between 18 and 29 years: 88% [42]. In 2019, the most commonly used social media platform by US adults was YouTube (73%) followed by Facebook (69%) and Twitter (22%) [43]. Among adults aged between 18 and 29 years, over 90% said they have used YouTube, and 44% of adults aged 18 to 24 years said they have used Twitter [43]. According to YouTube, 1.9 billion users log on each month, from over 90 countries [44].

Most US adult YouTube users agree that the site is very important for “figuring out how to do things they haven’t done before” [45]. However, users often identify problematic content. Among US adults viewing YouTube, 61% say they frequently or sometimes have observed videos with “people engaging in dangerous or troubling behavior” [45]. Moreover, 81% of US parents let their children watch videos on YouTube, and 61% of those parents have felt that their child regularly or occasionally “encountered content that they felt was unsuitable for children” [45].

The relative efficacy of social media advertising leading to firearm sales is unknown: most manufacturers are privately owned companies, so documents on advertising expenditures and company profitability are not public [2,3]. However, there is an emerging, but rich, body of research on the use of social media, particularly YouTube, for spreading tobacco and e-cigarette advertising [46-51]. Given there are restrictions on legal channels for advertising, tobacco companies have increasingly turned to internet promotion [52]. Platforms such as YouTube present challenges for consumer information, because it is difficult to differentiate paid advertising from purely creative content, and the authenticity of YouTube videos creates relationships between the video personalities and the viewers, which are particularly influential with young people [53]. In the case of tobacco, exposure to Web-based marketing was found to be a risk factor for use [54-56].

Celebrity endorsements have been found to positively influence sales, and previous research identifies Twitter and other social media platforms as important mechanisms to share endorsements [57]. In addition to celebrities, an increasingly scrutinized source of behavioral change is the role of the internet or social media influencers. For example, recent studies connected tobacco use...
behaviors to influencers on Twitter [58], and research on eating behaviors in youths found that YouTube influencers significantly affected unhealthy food consumption [59]. Studies now connect engagement strategies with increased advertising effectiveness [55,60]. Research also found that tobacco engagement marketing led to an increase in “the risk of initiation and progression and decrease in likelihood of cessation” [55].

Pew Research Center surveys reveal some of the patterns in media consumption among gun owners: 43% of male gun owners (33% of female gun owners) watch television programs or videos about guns, and 39% of male gun owners (28% of female gun owners) visit websites about guns [20]. Researchers also found that gun owners with more guns were more likely to watch gun videos or visit gun websites: 53% of gun owners with 5 or more firearms watch videos about guns, compared with 32% of gun owners with only 1 gun [20]. In total, 51% of gun owners with five or more visits visited gun websites, compared with 22% who owned only 1 gun [20].

Protection is a dominant concern for gun owners and a common marketing message used by manufacturers of guns. According to Pew Research Center findings, two-thirds of gun owners say that protection is the major reason that they own a gun [22]. Handgun advertising has been shown to exploit this rationale, despite evidence that households with firearms are at elevated risks of gun violence from homicide, suicide, and accidental injury [61].

Social networks also appear to influence a variety of health behaviors [62]. Screenagers, a documentary by Delaney Ruston, a primary care physician, describes the wide range of negative health and behavioral outcomes emerging from social media use by the youth [63]. Adoption of social media to create discord and harm poses a threat to public health: one study has explored violence and crime-related Twitter use by gangs in Detroit, Michigan [64]. Another recent article found troubling evidence for the use of Russian bots to distribute misinformation about vaccines on Twitter [65].

In some ways, internet and social media companies have been responsive to gun violence and other issues. Social media companies agreed to a variety of restrictions after the Parkland school shooting [66]. YouTube expanded its previous ban on videos demonstrating the use or construction of bump stock modifications following the Las Vegas shooting in 2016 to include more rigorous restrictions [67]. According to stated policy, videos intending to sell firearms, providing instruction on the construction of firearms, ammunition, or accessories, or providing instruction on the installation of accessories are not allowed and will result in the removal of the video [68]. However, the details of the policy description focus on person-to-person sales and do-it-yourself fabrication as the emphasis of content moderation. As of June 2019, Twitter’s policy is as follows: “Twitter prohibits the promotion of weapons and weapon accessories globally” [69]. Nevertheless, many are concerned that protections for viewers, particularly for children, are too relaxed and that implementation of company policies has been less effective than socially desired [70].

Recent research on commercial content moderation challenges the face value of social media policies, demonstrating the intentionality behind vague user guidelines and the purposeful cover-up of company instruments of control [71,72]. For example, most commercial content moderation requires human intervention that is not automated [71,72]. The employment and working conditions, particularly with respect to occupational health and mental health, are shocking, unethical, and hidden behind restrictive nondisclosure agreements or by recruiting work through contract labor, piecemeal labor, and offshore arrangements [72].

This study aimed to characterize the contemporary use of social media for the purposes of gun advertising by gun companies and YouTube influencers. We quantified the frequency of common themes found in gun advertisements, as first designated by research pertaining to print advertisements [10]. This study builds on past research of print advertisements by conducting a systematic search of Twitter and YouTube use by major US gun manufacturers, identifying links to internet gun sales made in Twitter and YouTube posts, and conducting a systematic search of gun promotion found in YouTube influencer posts.

**Methods**

To study the ways that firearm manufacturers use social media for advertising, we performed a systematic search and content analysis. We began by identifying top gun manufacturers. Next, we located the publicly accessible Twitter profiles and YouTube channels connected to the manufacturing companies. We sampled the manufacturer posts by examining the most recent and most popular posts. From our sample, we systematically reviewed the text, images, and video information delivered on each post for the presence of 19 advertising themes, originally explored in a previous study by Saylor et al [10]. These variables were coded into two databases: Twitter posts and YouTube posts.

In addition to surveying information distributed by firearm manufacturers on social media, we chose to explore the recent and most popular posts made by YouTube influencers. On the basis of marketing reports from the firearm advertising industry, we searched for the most influential YouTube channels that focus on sharing information about firearms. This sample of social media posts was also reviewed for the presence of gun advertising themes. After the observations of social media posts were complete, we conducted a content analysis by calculating summary statistics to describe the characteristics of posts made by manufacturers on Twitter and YouTube and by influencers on YouTube. We compared the recent posts with the most popular posts, across platforms and owners.

The specific process for identifying social media advertisements is outlined below. We began with a systematic search of top domestic gun producers and identified top foreign imports to the United States. We explored the relative and cumulative impact of their production of guns, and their relative and cumulative impact on social media advertising. We also specified the database design and contents.

Producers of firearms and ammunition in the United States and the quantities of guns made annually are listed in the Annual Firearms Manufacturing and Export Report, published by the.
Bureau of Alcohol, Firearms, Tobacco, and Explosives (ATF; see Table 1 for a summary) [73]. Information aggregated by the ATF demonstrates that production of firearms is concentrated in a few companies. The top domestic manufacturer, Sturm, Ruger & Company, produced 1.6 million firearms in 2017, which comprised 19.50% (1,631,554/8,366,943) of all new domestic firearms. The top 4 companies manufacture the majority of all firearms (4,521,925/8,366,942, 54.04%), and the top manufacturers producing over 50,000 firearms in 2017, included 23 companies, accounting for 87.78% (7,345,049/8,366,942) of US production. Of the 2111 firearm manufacturers identified by the ATF, over half (n=1120) manufactured fewer than 10 firearms.

### Table 1. Firearm manufacturing characteristics of top domestic producers (over 50,000 firearms produced in 2017).

<table>
<thead>
<tr>
<th>Federal firearms licensed manufacturers</th>
<th>Types of firearms produced</th>
<th>Number of firearms manufactured (includes rifles, pistols, shotguns, revolvers, and miscellaneous), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rifles, n (%)</td>
<td>Pistols, n (%)</td>
</tr>
<tr>
<td>Sturm, Ruger &amp; Company</td>
<td>661,155 (40.52)</td>
<td>781,623 (47.91)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1,631,554 (19.50)</td>
</tr>
<tr>
<td>Smith &amp; Wesson Corp</td>
<td>265,356 (17.62)</td>
<td>1,032,450 (68.54)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1,506,256 (18.00)</td>
</tr>
<tr>
<td>Remington Arms</td>
<td>448,513 (55.28)</td>
<td>59,581 (7.34)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>811,421 (9.70)</td>
</tr>
<tr>
<td>Sig Sauer Inc</td>
<td>35,920 (6.27)</td>
<td>536,774 (93.73)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>572,694 (6.84)</td>
</tr>
<tr>
<td>Maverick Arms Inc</td>
<td>80,275 (16.08)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>499,100 (5.97)</td>
</tr>
<tr>
<td>Henry Rac Holding Corp</td>
<td>235,037 (100.00)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>235,037 (2.81)</td>
</tr>
<tr>
<td>Heritage Manufacturing</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>226,065 (2.70)</td>
</tr>
<tr>
<td>Kimber Mfg Inc</td>
<td>11,378 (5.25)</td>
<td>183,858 (84.89)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>216,585 (2.59)</td>
</tr>
<tr>
<td>WM C Anderson Inc</td>
<td>2295 (1.07)</td>
<td>1448 (0.67)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>215,125 (2.57)</td>
</tr>
<tr>
<td>Glock Inc</td>
<td>0 (0.00)</td>
<td>175,696 (100.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>175,696 (2.10)</td>
</tr>
<tr>
<td>Palmetto State Armory</td>
<td>28,562 (17.80)</td>
<td>3326 (2.07)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160,417 (1.92)</td>
</tr>
<tr>
<td>Springfield Inc</td>
<td>69,352 (46.01)</td>
<td>81,377 (53.99)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150,729 (1.80)</td>
</tr>
<tr>
<td>SCCY Industries LLC</td>
<td>0 (0.00)</td>
<td>150,647 (100.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150,647 (1.80)</td>
</tr>
<tr>
<td>Kel Tec CNC Industries</td>
<td>66,235 (43.97)</td>
<td>58,982 (39.16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150,630 (1.80)</td>
</tr>
<tr>
<td>Radical Firearms LLC</td>
<td>88,430 (96.96)</td>
<td>2775 (3.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>91,205 (1.09)</td>
</tr>
<tr>
<td>Strassells Machine Inc</td>
<td>40,511 (46.82)</td>
<td>46,015 (53.18)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>86,526 (1.03)</td>
</tr>
<tr>
<td>Aero Precision LLC</td>
<td>1490 (1.87)</td>
<td>2 (0.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>79,525 (0.95)</td>
</tr>
<tr>
<td>Beretta USA Corp</td>
<td>2778 (3.60)</td>
<td>57,411 (74.35)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>77,214 (0.92)</td>
</tr>
<tr>
<td>FN America LLC</td>
<td>15,614 (20.25)</td>
<td>61,510 (79.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>77,124 (0.92)</td>
</tr>
<tr>
<td>Taurus International</td>
<td>103 (0.15)</td>
<td>69,123 (100.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>69,226 (0.83)</td>
</tr>
<tr>
<td>Colt's Manufacturing</td>
<td>13,942 (23.40)</td>
<td>31,987 (53.68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>59,591 (0.71)</td>
</tr>
<tr>
<td>Browning Arms</td>
<td>668 (1.30)</td>
<td>50,331 (97.82)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>51,452 (0.61)</td>
</tr>
<tr>
<td>Diamondback Firearms</td>
<td>26,960 (52.63)</td>
<td>24,270 (47.37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>51,230 (0.61)</td>
</tr>
<tr>
<td>Total among top manufacturers (listed)</td>
<td>2094,574 (28.52)</td>
<td>3,409,186 (46.41)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7,345,049 (87.79)</td>
</tr>
</tbody>
</table>

For this paper, we chose to explore the top manufacturers that produced over 50,000 firearms. Given that a significant portion of firearms enter the United States as imports [2,74], and are not included in the domestic manufacturing list, we identified top manufacturers in other countries with sizable exports of firearms to the United States: Croatia (HS Produkt), Turkey (MKE, also known as Zenith Firearms), the Czech Republic (CZ firearms), and the Philippines (Armscor). Within the list of major producers, a few did not have Twitter handles (Sturm, Ruger & Company; Colt’s Manufacturing Company; and HS Produkt), and some did not have YouTube channels (Heritage Manufacturing; HS Produkt; and Radical Firearms). The SCCY Network YouTube channel was excluded because it only included two videos.

By searching Twitter, we were able to identify Twitter handles for 24 manufacturers, representing 68% of the domestic firearm production (Table 2). From these, we archived the 44,571 most recent tweets, ending May 15, 2019, representing 65% of all tweets from these manufacturers, using Twitonomy, a social media analytics service [75]. From the recent tweets obtained, we explored the 20 most recent tweets, ending May 15, 2019, and the 20 most retweeted tweets, for each company: generating a sample size of 928 tweets. The choice to explore 20 was
arbitrarily made by the authors to create a sufficiently large sample to code within reasonable time constraints.

By searching YouTube, we found 24 channels hosted by the major firearm manufacturers, which account for 85% of the domestic firearm production (Table 3). Of the over 3600 videos posted by these manufacturers, we chose to classify the 10 most recent videos and the 10 most viewed videos. The number 10 was chosen arbitrarily by the authors. Our sample totaled to 425 videos, ranging in dates from May 2008 to May 2019. Overall, these channels covered over 0.5 million subscribers and 98 million views. The videos we reviewed account for 11.6% of all videos from these channels, but a sizable proportion of all views, at just over 44 million views.

Table 2. Twitter archive summary for top domestic firearm manufacturers by followers.

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Twitter handle</th>
<th>Total number of tweets, n</th>
<th>Followers, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glock Inc</td>
<td>@GLOCKInc</td>
<td>4954</td>
<td>290,240</td>
</tr>
<tr>
<td>Smith &amp; Wesson Corp</td>
<td>@SmithWessonCorp</td>
<td>2844</td>
<td>265,906</td>
</tr>
<tr>
<td>Remington Arms Company LLC</td>
<td>@RemingtonArms</td>
<td>4924</td>
<td>240,378</td>
</tr>
<tr>
<td>Beretta USA Corp</td>
<td>@Beretta_USA</td>
<td>14,831</td>
<td>189,945</td>
</tr>
<tr>
<td>Springfield Inc</td>
<td>@Springfield_Inc</td>
<td>1634</td>
<td>144,283</td>
</tr>
<tr>
<td>Sig Sauer Inc</td>
<td>@sigsaugerinc</td>
<td>2356</td>
<td>108,388</td>
</tr>
<tr>
<td>Kimber Mfg Inc</td>
<td>@kimberamerica</td>
<td>7646</td>
<td>75,738</td>
</tr>
<tr>
<td>Fn America, LLC</td>
<td>@FN_America</td>
<td>1695</td>
<td>68,417</td>
</tr>
<tr>
<td>CZ</td>
<td>@cuzasfirearms</td>
<td>3493</td>
<td>50,328</td>
</tr>
<tr>
<td>Aero Precision LLC</td>
<td>@aero_precision</td>
<td>691</td>
<td>43,939</td>
</tr>
<tr>
<td>Maverick Arms, INC (subsidiary of Mossberg &amp; Sons)</td>
<td>@MossbergCorp</td>
<td>3480</td>
<td>40,109</td>
</tr>
<tr>
<td>Taurus International Manufacturing Inc</td>
<td>@TaurusUSA</td>
<td>1785</td>
<td>23,941</td>
</tr>
<tr>
<td>Henry RAC Holding Corp</td>
<td>@HenryRifles</td>
<td>1251</td>
<td>17,227</td>
</tr>
<tr>
<td>Browning Arms Company</td>
<td>@BrowningArms</td>
<td>766</td>
<td>16,297</td>
</tr>
<tr>
<td>WM C Anderson Inc</td>
<td>@andersonrifles</td>
<td>6290</td>
<td>11,434</td>
</tr>
<tr>
<td>SCCY Industries LLC</td>
<td>@SCCYguns</td>
<td>1244</td>
<td>11,175</td>
</tr>
<tr>
<td>Kel Tec CNC Industries Inc</td>
<td>@keltcweapons</td>
<td>1330</td>
<td>9645</td>
</tr>
<tr>
<td>Palmetto State Armory, LLC</td>
<td>@PalmettoArmory</td>
<td>3891</td>
<td>9318</td>
</tr>
<tr>
<td>Diamondback Firearms LLC (owned by Taurus)</td>
<td>@DBFirearms</td>
<td>1048</td>
<td>5118</td>
</tr>
<tr>
<td>Armscor</td>
<td>@ArmscorRIA</td>
<td>571</td>
<td>3134</td>
</tr>
<tr>
<td>Strasser &amp; Machine Inc (also known as Hi-Point Firearms)</td>
<td>@HiPointFirearms</td>
<td>489</td>
<td>1559</td>
</tr>
<tr>
<td>Radical Firearms LLC</td>
<td>@RadicalFirearms</td>
<td>97</td>
<td>1112</td>
</tr>
<tr>
<td>MKE (also known as Zenith Firearms)</td>
<td>@ZenithFirearms</td>
<td>922</td>
<td>560</td>
</tr>
<tr>
<td>Heritage Manufacturing Inc</td>
<td>@heritagemfginc</td>
<td>473</td>
<td>131</td>
</tr>
<tr>
<td>Total</td>
<td>N/A*</td>
<td>68,705</td>
<td>1,628,322</td>
</tr>
</tbody>
</table>

*Not applicable.
Firearm advertisers and advertisements refer to the important role of influencers in communicating information about new firearms and ammunition and promoting gun ownership and use for recreation and home protection. According to the Danger Close Media (DCM) Group, a firearm advertising organization, influencers are essential to firearm advertisers as social media outlets increase restrictions [76]. From the DCM Group, a list of top influencers was identified. We explored influencer channels on YouTube and Social Blade, a YouTube analytics website, to identify influencers that were not recognized by the DCM Group. Among over 4 dozen influencers found, we inspected the top 12 influencers, with over 150 million channel views. The list of influencers, along with channel names, views, subscribers, and short summaries can be found in Table 4. The top 10 and most recent 10 videos were reviewed for each channel based on the same attributes explored for Twitter and YouTube posts shared by manufacturers. The sample of influencers included a total of 239 videos.

Drawing from the methodology and categories originally identified by Saylor et al [10], which explored themes in firearm advertisements commonly appearing in print media, we reviewed our samples of 928 tweets, 425 videos by manufacturers, and 239 videos by influencers, across 19 characteristics, described in Table 5. We expanded our classification system for influencers to identify various forms of paid promotions. All characteristics listed in Table 5 were coded as binary variables.

Tweets by manufacturers typically included photos. Tweets often include video content, so Twitter and YouTube samples overlap to some extent. In describing the content characteristics of the tweet or video post, we considered the descriptive text, photo, and video included in the message. Manufacturers and influencers post videos in a variety of YouTube categories, including education, sports, entertainment, people and blogs, science and technology, and more.
Table 4. Characteristics of YouTube firearm influencers by total channel views.

<table>
<thead>
<tr>
<th>Influencer channel</th>
<th>Subscribers</th>
<th>Total channel views</th>
<th>Description of influencer</th>
<th>Most viewed video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hickok45</td>
<td>4,201,360</td>
<td>1,143,690,107</td>
<td>Retired middle school teacher Greg Kinman collaborates with his son to review historic and modern firearms</td>
<td>460 Magnum versus Watermelons</td>
</tr>
<tr>
<td>DemolitionRanch</td>
<td>6,832,879</td>
<td>983,053,254</td>
<td>Popular YouTube personality and veterinarian Matt Carriker produces vlog-style gun reviews</td>
<td>How Deep into Dirt Will It Go?</td>
</tr>
<tr>
<td>FPSRussia</td>
<td>6,569,240</td>
<td>851,074,661</td>
<td>Now inactive; was one of the first and most popular gun channels on YouTube</td>
<td>AA-12 Fully Automatic Shotgun!!!</td>
</tr>
<tr>
<td>Iraqveteran8888</td>
<td>2,168,324</td>
<td>561,054,559</td>
<td>Iraq War veteran Eric Blandford makes gun and podcast videos with strong second amendment themes</td>
<td>RANGE TEST: THE ULTIMATE AR-15 MALL NINJA TACTICAL ZOMBIE DESTROYER!</td>
</tr>
<tr>
<td>Active Self Protection</td>
<td>1,385,888</td>
<td>557,194,826</td>
<td>Navy Veteran John Correia posts videos of him analyzing various self-defense encounters taken from security camera videos</td>
<td>More Proof that Evil Exists in Our World</td>
</tr>
<tr>
<td>Edwin Sarkissian</td>
<td>1,874,572</td>
<td>428,975,314</td>
<td>Entrepreneur makes range shooting videos with his friend</td>
<td>How many PUBG Cast Iron skillet does it take to stop a bullet?</td>
</tr>
<tr>
<td>Forgotten Weapons</td>
<td>1,211,469</td>
<td>359,042,434</td>
<td>Ian McCollum showcases historical guns and modern guns with unique histories</td>
<td>World's Smallest Pistol—2.7mm Kolibri</td>
</tr>
<tr>
<td>FullMag</td>
<td>2,406,155</td>
<td>352,093,297</td>
<td>Richard Ryan and a team of others make gun videos featuring a related brand, Black Rifle Coffee, and military themes</td>
<td>Will Bulletproof Glass Stop a .50 Cal? slow motion Richardson Ryan</td>
</tr>
<tr>
<td>nutnfancy</td>
<td>796,686</td>
<td>298,717,269</td>
<td>A retired Air Force pilot reviews guns, knives and weapon accessories. His videos occasionally feature his son, photos of military service, and his wife</td>
<td>Weasel vs Ground Squirrel: Nature's Combat</td>
</tr>
<tr>
<td>sootch00</td>
<td>837,830</td>
<td>231,285,288</td>
<td>Sooch makes gun review and podcast style videos with his sons and daughter: “God bless America, long live the republic.”</td>
<td>Classic Firearms Tour! Surplus Gun Heaven!</td>
</tr>
<tr>
<td>TFB TV</td>
<td>652,752</td>
<td>175,649,925</td>
<td>A team of people produce high quantity of gun review videos especially at events like the SHOT Show</td>
<td>Top 5 Hilariously Bad Carry Guns</td>
</tr>
<tr>
<td>Military Arms Channel</td>
<td>946,843</td>
<td>158,139,701</td>
<td>Tim Harmsen, Marine Corps veteran, reviews modern and historical military guns; he is known for his anti-NRA stance</td>
<td>5.7x28mm versus 22 Magnum</td>
</tr>
<tr>
<td>Total</td>
<td>29,883,998</td>
<td>6,099,970,635</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aNRA: National Rifle Association.

bNot applicable.
Table 5. Characteristics assessed in Twitter and YouTube activity of major firearm manufacturers and firearm influencers.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handgun</td>
<td>Handgun or pistol present in photo, text, or video</td>
</tr>
<tr>
<td>Shotgun</td>
<td>Shotgun present in photo, text, or video</td>
</tr>
<tr>
<td>Rifle</td>
<td>Rifle present in photo, text, or video</td>
</tr>
<tr>
<td>Attributes</td>
<td>Characteristics of firearm described in photo, text, or video</td>
</tr>
<tr>
<td>Protection</td>
<td>Post indicates or exhibits firearm use for protection</td>
</tr>
<tr>
<td>Hunting</td>
<td>Post indicates or exhibits hunting themes</td>
</tr>
<tr>
<td>Recreation</td>
<td>Post indicates or exhibits firearm use for recreation</td>
</tr>
<tr>
<td>2A</td>
<td>Post indicates or references the US Constitution’s Second Amendment</td>
</tr>
<tr>
<td>NRA</td>
<td>Post references the National Rifle Association</td>
</tr>
<tr>
<td>Conceal Carry</td>
<td>Post indicates or references firearm for concealed carry</td>
</tr>
<tr>
<td>Family</td>
<td>Post indicates or exhibits family themes</td>
</tr>
<tr>
<td>Kids</td>
<td>Post indicates or exhibits child use of firearms</td>
</tr>
<tr>
<td>Female</td>
<td>Post includes a woman or quotes a woman</td>
</tr>
<tr>
<td>Patriotism</td>
<td>Post indicates or exhibits patriotic themes (flags, leaders, and American pride)</td>
</tr>
<tr>
<td>Veterans</td>
<td>Post references or exhibits veterans</td>
</tr>
<tr>
<td>Military</td>
<td>Post references or exhibits military themes (soldiers, military use of weapons, and endorsement)</td>
</tr>
<tr>
<td>Police</td>
<td>Post references or exhibits law enforcement themes (police, thin blue line, and endorsement)</td>
</tr>
<tr>
<td>Western</td>
<td>Post references or exhibits western or cowboy themes</td>
</tr>
<tr>
<td>Weblink</td>
<td>Post links to website with sales, visually displays the link, or presents the link verbally</td>
</tr>
<tr>
<td>Gun Brand is Mentioned&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Video or description identifies specific gun brand(s)</td>
</tr>
<tr>
<td>Gun-Related Paid Promotion&lt;sup&gt;2&lt;/sup&gt;</td>
<td>Video or description features paid promotion from the firearm or ammunition company</td>
</tr>
<tr>
<td>Nongun-Related Paid Promotion&lt;sup&gt;2&lt;/sup&gt;</td>
<td>Video or description features paid promotion from the nongun company</td>
</tr>
</tbody>
</table>

*Additional characteristics identified for influencers.

**Results**

**Quantitative Aggregation**

A quantitative aggregation of the themes found in social media advertisements made by gun manufacturers and influencers helps characterize the prevailing strategies used by companies to increase purchases of consumer guns. To summarize our findings in social media advertising, we compared the use of themes across social media platforms, and we explored the types of guns advertised, advertised uses of guns, and how women, military, and police themes enter into advertising.

**Content Density and Gun Types in Firearm Advertising**

The content and themes presented in YouTube posts exceed the information conveyed by Twitter posts. An average of 2.2 themes was found for our sample of Twitter posts (n=928); whereas, twice as many themes, 4.4, were found in YouTube posts by manufacturers (n=425), and 5.3 themes were found on average among YouTube influencer videos (n=239). In summary, we found that twice as many themes are communicated in YouTube posts, compared with Twitter posts, indicating a higher density of content per YouTube post.

We found that handguns were advertised more frequently by manufacturers, and rifles were advertised more frequently by YouTube influencers. In comparison to shotguns or rifles, manufacturers on Twitter and YouTube more frequently display or refer to handguns or pistols (311/928, 30.2% of Twitter posts, and 243/425, 56.1% of YouTube posts). YouTube influencers, however, displayed rifles more often than other gun types (134/239, 58.3% of posts displayed rifles). This means that over half of the YouTube posts made by manufacturers intend to promote handguns but over half of the YouTube influencers promote rifles.

**Gun Use in Advertisements**

Of the major themes we examined, recreation was among the most common themes in YouTube video posts. We identified the recreational use for posts that displayed or discussed gun range shooting or shooting targets. The hunting use was classified in its own category (see Figure 1 for comparison). When we split the sample to explore only the most viewed YouTube posts, we found that 54.4% (124/228) of posts by manufacturers and 70.0% (84/120) of influencer posts displayed recreational gun use.

Military, patriotic, and law enforcement themes were also commonplace: 46.7% (56/120) of the top viewed influencer...
posts depicted military themes. Retweets from all branches of the armed forces were identified among Twitter posts made by gun manufacturers. Patriotic theme prevalence varied depending on the source: 1 in 5 of the most retweeted Twitter posts (108 of 484 posts), 1 in 4 of the most viewed YouTube posts by manufacturers (63 of 228 posts), and 1 in 3 of the most viewed YouTube posts by influencers (40 of 120 posts) conveyed US patriotism.

Figure 1. Suggested use for guns by most popular posts (1% CIs displayed).

Women, Children, and Other Themes in Gun Advertising

The appearance of women in firearm advertising also varied significantly by source: the presence of a female in an advertisement was found in more than 1 out of 5 YouTube posts by manufacturers (108 of 425 posts), but in less than 1 out of 10 posts on Twitter (93 of 928 posts) or in those made by YouTube influencers (23 of 239 posts). Of the posts that do include women, handguns and gun protection themes were more prevalent (Figure 2).

Family themes were found in fewer than 10% of Twitter or YouTube posts. In all, 4.0% (17/426) of YouTube posts by manufacturers included children. Posts with children showed young children observing or participating in gun fire at shooting ranges, displaying hunting weapons, or receiving firearms as gifts. Although posts with children are less common than the other themes explored, children appear twice as often in video posts with women. The once common western and cowboy themes were found less than 5% of the time across sources.

Second amendment themes were also found in less than 5% of YouTube posts and 6.8% (64/928) of Twitter posts. The National Rifle Association (NRA) mentions or promotions were identified in 9.1% (85/928) of Twitter posts, 2.1% (9/425) of YouTube manufacturing posts, and 14.6% (35/239) of YouTube influencer posts. Although we also coded a theme labeled attribute, we found that the vast majority of gun advertisements describe the attributes of the guns. We chose to exclude this category from substantive comparison.
Promotion of Internet Sales

In contrast to generally stated social media policies, social media posts connect viewers to websites with gun sales (Figure 3). YouTube posts more frequently provided links than Twitter posts. YouTube influencer posts were the most likely to link to gun sales: 8 out of 10 of the most popular YouTube influencer videos connected viewers to sales (104 of 120 posts), and 9 out of 10 of the most recent videos connected viewers to sales (111 of 120 posts).

In total, 64.4% (154/239) of YouTube influencer posts mention specific gun brand names, and 19% (45/239) include gun-related paid promotions. In total, 6.6% (16/239) of YouTube influencer posts contain nongun paid promotions; 18.9% (91/480) of recent Twitter posts made by gun manufacturers link to websites, but only 9.0% (44/484) of the most popular Twitter posts link to websites. Half of the YouTube videos by manufacturers provided links to internet sales (228 of 425 posts).

Among Twitter posts, firearm giveaways were not uncommon, and some manufacturers advertise and giveaway builds for custom rifles. At the time of analysis, firearm sponsorship in social media depicted gun use by the Major League Baseball pitcher, Andrew Cashner; company logos on a National Hockey League zamboni for the Nashville Predators; and as a featured sponsor of the National Association for Stock Car Auto Racing. Actress Halle Berry and actor Keanu Reeves were featured in video and photo Twitter posts for Sig Sauer MPX. One of the most popular retweeted posts across all manufacturers was a post by Anderson Rifles, who retweeted a post originally made by Texas governor, Greg Abbott: “I’m EMBARRASSED: Texas #2 in nation for new gun purchases, behind CALIFORNIA. Let’s pick up the pace Texans. @NRA.” The post also linked to the Houston Chronicle article that reported the state ranks for new gun purchases [77].
Examples of Gun Video Content

Exploitation of stranger rape and glorification of military gun use were easily found in contemporary gun advertising. The following descriptions of a few important case studies exhibit gun advertising themes of protection for women, sexualization of gun use, promotion of assault weapons use for nonmilitary buyers, and arms production for the purpose of undermining gun control. The guns featured in these examples include Glock handguns, assault rifles and pistols from Sig Sauer, and AK-47s from Palmetto State Armory.

The **GLOCK and Gunny—Wrong Girl** advertisement was first posted by Glock on YouTube in 2013. This 2-min video is the most viewed manufacturer video with over 1.3 million views. In the video, a young woman at home, watching television in her pajama shorts and top, is being stalked by a bearded man in a van. She hears a knock at the door, does not see anyone, and goes to her room to remove a gun, presumably loaded, from a safe under her bed. Banging at the front door continues. She stands pointing her handgun at the door, and when it bursts open, the attacker faints. The police arrest him. No words are spoken until R Lee Ermey, playing the medic who constrains the attacker, concludes: “Somebody picked the wrong girl.” A link to the Glock website is shown across the screen.

The Glock video appears to be well received, with over 7000 likes, and a like to dislike ratio of 9:1. A user with the pseudonym **UziNineMillomeetah** commented, “Smokin’ hot red head who likes Glocks? My dream girl.” The video conveys handgun use for home protection and protection for women against stranger rape, while normalizing gun use and supporting defensive gun use as the first and only self-defense tactic. Gun use is sexualized. R Lee Ermey posted an **Extended Version** on his website, which received over 3 million views, but is identical to the post by Glock. Other videos in this series of advertisements include **GLOCK and Gunny—Wrong Convenience Store** and **Gunny & Glock—Wrong Guy**. All of the advertisements in this series convey the message that Glock guns are for protection: a message that also seeks to undercut public health evidence that the possession of firearms is a major risk factor for violent death from homicide and suicide and accidental death by a firearm.

Another category of advertisement worth exploring includes messages that glorify combat weaponry for private consumption. The Sig Sauer Sig MCX VIRTUS Mission series, including 4 advertising videos with a combined 0.75 million views, labeled under the YouTube category **Sports**, offers a case study in promotional militarism. The advertisements include the following: Mission 1: Overwatch, Mission 2: Target Identified, Mission 3: Vehicle Assault, and Mission 4: Tango Down. These videos feature gun use in cinematic combat settings, specifying the location as Ramadi, in Iraq. In **Mission 1**, the Sig MCX VIRTUS is shown in use by a sniper. The text on the Mission 1 post declares: “The world’s most innovative battle rifle, the SIG MCX VIRTUS, is ready for any mission.” The text on YouTube accompanying the Mission 2 video includes links to the sales website and explains, “Built from the ground up for suppressed operation, the MCX VIRTUS can go places - and do things - that no other rifle can.” Two messages are evident from these advertisements: first, the Sig MCX VIRTUS is intended for combat and lethality and second, Sig Sauer seeks to provide products with highly customized combat performance features to gun buyers.

Although Glock and Sig Sauer chose highly tailored video advertisements, Palmetto State Armory, a US gunmaker of AK-47s, posted a candid description of the company’s history.
and goals. Injured veteran and CEO Jamin McCallum stated the following:

I hope in thirty years people look back and say...we tried to pass gun control...but it wasn’t very effective...because this pesky company made 20 million ARs...they got them into circulation...and now the regulations we put into effect have little effect because there’s so much of it out there already.

Normalization of gun use with the intent to reach the masses, was an object of discussion by YouTube influencer, sootch00, who stated the following:

We have got to stay on YouTube because this is where the masses are coming. I’m telling you guys all over the place, people tell me all the time: “I got on YouTube, I saw a gun video, I was like, oh, I hadn’t even thought about guns in a long time.” Before long they were watching different gun videos. They went out and bought a gun. They got to concealed carry. They joined the NRA, or GOA, or whatever. They became second amendment activists. If I go to Full30, I’m just preaching to the choir.

Full30 is a reference to a firearm video website that is sponsored by firearm manufacturers and contains almost exclusively videos on guns. Palmetto State Armory’s video collection includes a video of Sarah, a gunsmith, demonstrating how to assemble an AK-47 from parts that can be purchased from the manufacturer [78].

YouTube influencers occasionally give weapons poor reviews. In these moments, influencers may convey certain health warnings on a variety of factors. Influencers observed gas in your face from weapons use, commented on offending smells, eye irritation, potential risks of hearing loss, concerns about extremely high temperatures of the firearms after use, and observations about weight and recoil of weapons. Complaints like these by military personnel have been important in directing health research to explore the respiratory effects of occupational gunfire, including two recent Norwegian studies that found significant declines in forced expiratory volume even 24 hours after shooting practice, and reports of respiratory symptoms similar to metal fume fever in almost all participants [79,80]. The authors explain that “soldiers are exposed to emissions of CO, particulate matter (dust), combustion products, copper, zinc, bismuth, lead and tin,” and “bullets without potentially harmful emissions are not available” [80]. Unfortunately, these important health messages are lost to the more common tropes from influencers describing the fun of recreational shooting.

When Saylor et al [10] explored firearm advertising in gun magazines from 2001 to 2002, they found a circulation of 4.2 million, with hunting and outdoors (20.4%) and patriotism (15.0%) as the most common themes identified in their sample. These themes continue to be prevalent. However, the reach of videos, based on measurements of views, appears to be significantly wider than print materials.

### Discussion

#### Principal Findings

We demonstrate that firearm manufacturers use Twitter and YouTube to promote the sale of guns to millions of viewers. The renewed interest in and attention to firearm advertising permits an important deepening and sophistication to public debate in the United States on the scope of possible responses to gun violence. Like all consumer products, firearms have a life cycle that requires scrutiny and is subject to intervention through multiple phases: design, manufacturing, retail, distribution, and disposal.

A focus on firearm advertising demonstrates that marketing to promote retail and distribution is one area, among many, that may be considered for both research and revised rule making. Better understanding the life cycle of guns raises both opportunities and significant challenges to where and how we work as communities to reduce lethal violence. This section first explores opportunities for changes in the US legislation that can help reduce the widespread proliferation of small arms in the United States by limiting advertising and suggests avenues for future research. After identifying opportunities, major challenges are listed to propose subsequent research and dialog on these more embedded obstacles to achieving peaceful communities.

#### Opportunities

Specific changes in the legislation are possible. The American Public Health Association collaborated with 14 partners to write to the US Congress in favor of federal research funding on gun violence, currently limited by the 1996 Dickey amendment [81]. Several public health scholars have argued in favor of repealing the PLCAA [14,40]. Repealing the PLCAA would remove protections for manufacturers and dealers from lawsuits related to harmful gun use and false advertising pertaining to gun use as a form of protection.

Organizations such as Moms Demand Action have made progress in lobbying retail stores, such as Starbucks and Target, to prohibit guns from their premises. Furthermore, private sector policies may shape retail behavior. The Washington Post reported an example where the software marketing agency, Salesforce, threatened to withhold services for distributors of military-style rifles [82]. Both private and public actions, from grassroots and from the national stage, can help build a culture of nonviolence; and, should the PLCAA and Tiahrt Amendment be repealed, 1 advertisement agency has already proposed graphic warning labels for ammunition [83].

The work presented here studies how firearm manufacturers use social media for advertising. However, present advocacy efforts to reduce gun violence have made significant progress in connecting gun control advocates by using social media to promote community engagement and campaigns to incentivize corporate changes. For example, the Moms Demand Action campaign explicitly discusses the strategy to use social media to unite gun control advocates [84]. Every town for Gun Safety [85] has similarly adopted a social media approach. Web-based media coverage of gun violence from The Trace provides an
example of generating a counternarrative to the NRA's Web-based media [86]. Academic consortiums, such as those emerging from work by the Coalition to Stop Gun Violence, can assist particularly during strategic opportunities when lawmakers are focused on gun violence [87]. All this is to say gun control advocacy and its relative success in relation to gun promotion deserves deeper consideration and can contribute to best practice guidelines or lessons learned materials for local health departments and advocacy groups.

Additional research can contribute to our understanding of firearm advertising. For instance, future work in this area could explore the local use of social media advertising by small business producers of firearms and the interaction of these uses with larger companies. The state of New Jersey offers a simple example. Among the states with relatively few firearm manufacturers, New Jersey ranked 46th in the number of firearm manufacturers, with 28 federally licensed firearm manufacturers and one major producer: Henry Repeating Arms. However, 79% (22/28) of New Jersey manufacturers maintain websites, most of which connect users to sales and social media. Although the sales may be relatively small for these producers, their community impact on firearm social media may be significant. As suggested in the literature on health communications generally [88], understanding the media commonly viewed by gun owners can help in the design of brochures, posters, webpages, and informational materials that may reinforce recommendations made by physicians on the topic of gun ownership (eg, facts on gun ownership and health risks introduced into homes with guns and evidence of decades of predatory advertising for the purpose of increasing sales). Twitter is also used by local health departments for health communications, and scholars have suggested that these programs might engage community members, to a greater extent, in a dialog about local health [89]. Social media also offers the possibility for public health engagement in the chat features, as were identified in some protobacco YouTube posts [52]. Some research has gone as far to suggest that policy might help ensure a prohealth balance to available media [90].

**Obstacles**

The globalization of media presents an obstacle for regulation, although some countries do legislate restrictions [91]. An emerging concern from the public health literature on social media and tobacco use is that social media are not neutral platforms. Social media companies are commercial entities, not public goods, despite efforts by these companies to appear free and open [71,72]. Significant progress made toward restrictions on tobacco, eg, are facing reversal owing to the combination of e-cigarettes, internet advertising, and internet sales. Youths’ use of e-cigarettes has been declared an epidemic [92].

The power of industry, where full-time employees are paid to produce advertising content—photographs, videos, entertainment, and compelling messaging—for social media platforms, is not counteracted by advocacy messaging or ordinary people who hold the majority opinion [93]: firearm ownership and tobacco use are not health behaviors that should be encouraged or modeled. Firearm manufacturers are making efforts to fully exploit social media channels for commercial purposes.

The incentive to profit from consumer products exceeds the current social capacity to counterpose these messages, suggesting that health interventions are necessary. However, guidelines are available for communicating public health objectives effectively [94,95]; and, several organizational structures serve to advocate for changes in corporate behavior: national organizations, coalitions, health professionals and researchers, legal groups, local organizations, and other participants in campaigns [37]. These groups can, then, engage in information gathering, legislative action, electoral activities, litigation, actions aimed at corporations, and education, information, and mobilization campaigns [37]. Roberts suggests that democratic policy interventions and partnerships with public libraries may be more suitable approaches to combating misinformation spread by social media than working within social media settings [72]. This paper contributes to the larger discussion about opportunities for regulating the media that promote harmful health behaviors in the United States and internationally.

Unfortunately, rather than entering at the peak of adoption, public health work is now addressing firearms, tobacco, and marijuana in a phase of escalation. From this point of view, gun violence and health effects from tobacco, e-cigarettes, and marijuana are anticipated to increase and not decline in the foreseeable future. As some firearm manufacturers and dealers have increased sales of gun parts to avoid regulation, concerns about circulation and social media distribution of 3D printed guns remain on the horizon. A future legislation and policy intervention to limit the advertising and content viewed by children is likely [70]. Such work might consider the characteristics and strategies used by influencers.

The domestic production and distribution of small arms in the United States contributes to regional and global health challenges. While reporting on the trial of Joaquin Guzman, the Mexican drug lord known as El Chapo, the PBS Newshour stated that “one of El Chapo’s deputies testified that 99 percent of the guns he purchased came from the United States” [96]. Actions taken to understand and intervene in the life cycle of US firearms can reduce gun violence not only in the United States, but regionally and around the world. In this way, by focusing upstream on gun production, US public health actors can make substantive contributions to the UN Sustainable Development Goal 16: “Promote peaceful and inclusive societies for sustainable development, provide access to justice for all and build effective, accountable and inclusive institutions at all levels.” Specifically, Target 16.1 seeks to “significantly reduce all forms of violence and related death rates everywhere” [97].

In building consensus and shifting cultural norms on gun ownership and use, US military and law enforcement present the largest obstacles, but also the most important opportunities for reducing gun violence. Public health collaboration with the military and law enforcement is absolutely necessary for building effective actions. For example, public health review, health impact assessments, and environmental impact assessments of military and law enforcement small arms
purchasing and communications could provide agencies with vital information about the civilian and regional health consequences of their choices.

Any restrictions on military and law enforcement agencies from training soldiers and police officers on gun safety in the home should be lifted. Section 1062 of Public Law 111-383, which “forbids the Department of Defense to ‘collect or record’ any information about private firearms of members of the military or its civilian employees....” [14] should be repealed. Social media produced by the military and law enforcement currently works to the benefit of firearm producers: future social media produced by these government agencies should consider opportunities to promote peace and stability, in our homes, communities, and around the world. Perhaps the Department of Defense (DoD) might reconsider social media use altogether given the commercial, nonpublic, and obscurely regulated nature of these platforms.

In some cases, helpful changes to firearm advertising could emerge from enforcement of existing policy. According to DoD instructions on visual information:

Service members must comply with DoD 5500.07-R, DoDI 8550.01, and DoDI 1334.01 prior to permitting NFEs (Non-Federal Entities) to use their image in uniform. Both active duty Military Service members and former members are prohibited from wearing their uniform in connection with commercial interests when an inference of official sponsorship for the activity or interest could be drawn. [98]

Several influencers, such as nutnfancy, may be in violation of this policy, and the DoD may be able to take steps to reduce the reach of influencers who gain credibility in promoting firearm sales by visually displaying their current or past military experience. The DoD disclaimer, “The appearance of U.S. Department of Defense (DoD) visual information does not imply or constitute DoD endorsement,” was not identified in firearm advertising that used armed service symbols and images. Sig Sauer, eg, explicitly uses DoD visual material as an endorsement, without disclaimers.

Limitations and Future Research

By focusing primarily on social media advertising, we were not able to demonstrate why, despite tighter restrictions on cable advertising, firearm production rose and stayed high, during both Obama and Trump administrations. A market analysis that includes careful consideration of the firearm economy over the past decade may help reveal the causes in the overall purchasing trends for guns. Twitter and YouTube may be used for a time-series analysis and possibly for uncovering the relative market power of social media in influencing global firearm sales.

The methodology that this paper pursued was based on previous research on print advertising. By selecting the most recent and most popular Twitter and YouTube posts, we generated a systematic search and analysis of major gun manufacturer and popular influencer use of these services. Our search was not a simple random sample. We cannot make inferences about the less-viewed influencers that we did not assess. We also cannot infer social media themes used by very small gun manufacturers. We were also not able to examine gun use on Instagram or Facebook, which are also commonly used social media services. The exploration of these forums is an opportunity for future research.

By choosing to evaluate the 20 most recent tweets and 10 most recent videos, the periods for the evaluated posts varied depending on the frequency and temporal distribution of posts made by manufacturers and influencers. We sought to explore variations in posts based on popularity and recency to identify differences between the two. Our intention was to characterize the advertising themes and presence of links to sales found in social media by top gun producers and influencers, and not to examine causal relationships. Future research could benefit from better understanding contemporary firearm consumers and the influence of advertising on their decision making.

Continued work in the domain of firearm advertising can help deepen the understanding of other themes and strategies used by manufacturers. For example, safety can be a specific theme explored in detail. Connections to religion were observed and worth exploring further. Race, ethnicity, and sexual orientation were not explored in detail here, but would be interesting to study further. Our work was limited to English-only social media: advertising in other languages would make for an interesting comparison. Podcasts are another new source of internet content distribution that would be helpful to analyze.

Social media and print media across audiences, specifically the police and military, need more attention. Gun advertisements appear to be printed by staff writers across magazines and Web-based sources. While researching for this paper, we found a Glock advertisement surface word-for-word in articles, not as advertisements or sponsored content, but as reader content for Police magazine [99] and Military Times [100]. The copied text includes links to the Glock website. How frequently are gun advertisements appearing as news articles? What are the perceptions about the legitimacy of this media? Who are the audiences for these magazines? Future research could help shed light on these questions.

The informational material on the US Army Picatinny Arsenal website, which engages in small arms acquisition for the armed forces, offers an interesting contrast to the way firearm advertisers characterize guns. The website describes the purpose of the arsenal as providing nearly 90% of the Army’s lethality [101]. Lethality seems a more suitable term for describing the purpose of firearms. In analyzing firearm advertising, we observed numerous instances of sharing of information from the armed services and promotional videos highlighting the bravery of specific servicemen. Future work could explore social media use by the US armed services and law enforcement to understand how these agencies respond to or incorporate advertising from firearm manufacturers into their information sharing with the communities that follow them.
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Abstract

Background: Previous studies have revealed that most pregnant women rarely discuss informal information found on the internet with health professionals and have frequently expressed concerns for medical experts’ reactions to the online information they shared, as well as the lack of time to consult the medical experts in general. To date, little information is available on the effect of individual differences in utilizing medical help-seeking strategies on their medical decisions during the perinatal period.

Objective: The objectives of this study were (1) to determine associations among perinatal women’s medical help-seeking strategies, changes in medical decision making, and online health information utilization with a focus on the mediating effect of self-efficacy in perinatal health literacy on the intent to consult health professionals, and (2) to clarify these associations in perinatal women with two different medical problems: obstetric and mental health.

Methods: A total of 164 perinatal women aged 24 to 47 years (mean 34.64, SD 3.80) repeatedly completed the Problem Solving in Medicine and Online Health Information Utilization questionnaires to examine the moderating effect of two types of medical problems on their decision-making processes. To validate the hypothesized relationships in the proposed conceptual model encompassing obstetric and mental health problem-solving models, path analyses were performed.

Results: This study found that some perinatal women, who use an online informal medical help-seeking (OIMH) strategy, would be more likely to change their medical decisions based only on internet-based information without consulting health professionals (P<.001), compared to other women using different medical help-seeking strategies. Particularly, this concern is significantly prevalent when encountering obstetric problems during the perinatal period (obstetric problem-solving: P<.001; mental health problem-solving: P=.02). Furthermore, perinatal women with mental health issues using the OIMH strategy showed a significant difference in intent to consult health professionals based on online health information when the medical problem they had to solve was different (obstetric problem-solving: P=.94; mental health problem-solving: P=.003).

Conclusions: Despite the positive mediating effects of perinatal women’s enhanced health literacy on the intent to discuss personal medical issues with health professionals based on online health information, the strategy used is of fundamental importance for understanding their help-seeking and decision-making processes during the perinatal period. Beyond a short consultation to...
steer patients quickly and authoritatively towards an obstetric doctor’s choice of action, it is recommended in this study that obstetricians attempt to provide their patients with needed context for the information found online. To fully explain this information with an open mind, they should actively develop or support information and communications technology (ICT)-based health information services.

(J Med Internet Res 2020;22(3):e14095) doi:10.2196/14095
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**Introduction**

**Background**

Medical help-seeking can be defined as the ability to actively seek help from others to cope with medical problems or painful experiences [1-3]. The help-seeking process is a transition from the personal domain (being aware of personal needs, thoughts, and feelings) to the interpersonal domain (being willing to share and disclose one’s needs to others) [2,3]. Internet health-seeking complements rather than replaces in-person health-seeking [4,5]. Particularly, online health information has been used to fill an informational void that promotes self-efficacy and affects medical decisions and actions about how to treat an illness or other medical conditions; this information can be discussed with friends, family members, and health care providers [6]. Physical and mental health professionals have serious concerns about the quality of online health information [6], and women in the perinatal period from conception through pregnancy to childbirth and the postpartum stage become more overwhelmed with false or misleading health information from multiple online sources, which in turn causes them to feel frightened and anxious rather than informed and empowered [7-11] and vise versa [12]. Even though internet searching allows pregnant women with the need for empirical medical information specific to their own situations to readily access experienced women’s birth stories on social media and provides social support to anxious women at the same time [13], women with a less experienced or robust capacity to make sense of conflicting health information from informal online sources may challenge their pre-existing ideations and aspirations of birth processes and address issues that they have not yet considered [11,14]. Hence, the provision of appropriate online health information can be considered an important step toward patient education and empowerment [6,15].

When it comes to dealing with difficulty assessing the accuracy, reliability, and credibility of relevant medical information on the internet, the evidenced-based information provided by health professionals will play a critical role in guiding perinatal women’s medical decisions on the right course of treatment [16]. For prenatal women, the association between trust in health providers and medical information sources should be carefully considered. Unlike many chronic disease patients who maintain the primacy of information acquisition from their doctors [17], mothers with lower levels of trust in health providers use more informal sources such as friends, family, other parents, the internet, and alternative medicine providers and do not regard their doctors as the main source of medical information [18].

Furthermore, most pregnant women have rarely discussed informal information found on the internet with internet health information, women who solve medical problems by online informal consultation or search results can be more likely to make the wrong medical decisions, fail to receive appropriate medical treatments, or be confronted with new decision-making situations [23]. In this regard, this study focused on the association between perinatal women’s intentions of online informal medical help-seeking for health problems and their medical decision-making processes based on health information from the internet.

To address this issue, individual differences in using medical help-seeking strategies should be considered because the majority of pregnant women (83.7%) tend to use multiple information sources whose conflicting information increases anxiety and leads those with no chronic diseases to decide not to use medicines more than those with chronic diseases [24]. Based on the Chen and colleagues’ research model [25], this paper categorizes perinatal women into four types of health information seekers with different medical help-seeking strategies, considering the formality (formal: querying doctors, medical experts, and health care professionals vs informal: querying family members, friends or relatives, and experienced people with previous medical problem-solving experiences) and channel (online: email, internet medical forum, instant messenger, and websites or online blogs vs nononline: face-to-face visit and communication) of the information source: (1) nononline formal medical help-seeking (NFMH), (2) online formal medical help-seeking (OFMH), (3) nononline informal medical help-seeking (NIMH), and (4) online informal medical help-seeking (OIMH). Further, when encountering two different obstetric and mental health problems, whether perinatal women with the four distinct medical help-seeking strategies will make medical decisions and change their decisions in a different manner, particularly based on online health information, has yet to be determined by comparing the proposed research model within the same Korean sample.

**Objectives**

Given the potential impact of the information on a patient’s medical decision-making process that will lead to a change in their health-seeking behaviors, the personal, cognitive, and
social skills that determine an individual’s motivation and ability to obtain, evaluate, and use health care information is of great importance for making appropriate medical decisions and promoting and maintaining good health [26]. The objective of this study was to develop and validate a medical problem-solving model to (1) determine associations among perinatal women’s medical help-seeking strategies, changes in medical decision making, and online health information use with a focus on the mediating effect of self-efficacy in perinatal health literacy on the intent to consult health professionals and (2) clarify these associations in perinatal women with two different medical problems (obstetric and mental health).

Research Model and Hypotheses

As shown in Figure 1, this study proposes a medical problem-solving model with a 2-step mediation approach that includes promoting self-efficacy in perinatal health literacy (PS) and consulting others (CO), both based on online health information perinatal women obtained, as potential mediators of the effects of perinatal women’s medical help-seeking strategies on changes in their medical decisions based on online health information (CD). Furthermore, the moderating role of two types of medical problems (obstetric vs mental health) will be further examined in this conceptual research model. According to the model, the following hypotheses are stated in the literature review.

Figure 1. Medical problem-solving model. NFMH: nononline formal medical help-seeking; NIMH: nononline informal medical help-seeking; OFMH: online formal medical help-seeking; OIMH: online informal medical help-seeking; PS: promoting self-efficacy in perinatal health literacy based on online health information; CO: consulting others (health professionals) based on online health information; CD: changing their medical decisions based on online health information.

In terms of the formality of medical help-seeking strategies, patients who prefer to seek medical help from formal sources have good health literacy [27]. Particularly, patients seeking online formal medical help achieve better health literacy [28] than those seeking nononline formal medical help in that the OFMH strategy is beneficial to compare, cross-check, and evaluate health-related information from multiple reliable information sources by looking for consistent results. However, as far as patients’ trust in their doctors is concerned, perinatal women with high trust levels will promote self-efficacy in perinatal health literacy based on their doctors’ guidelines, while those with low trust levels will do so based on online health information because they do not regard their doctors as the main source of medical information [18]. Thus, we posit the following hypotheses:

- H1/H2: Perinatal women’s strategies of (1) NFMH and (2) OFMH will be positively associated with PS.

Additionally, a recent study of patient samples, not specifically consisting of perinatal women, revealed that patients employing an NFMH strategy when facing medical problems had a significantly positive association with consulting others about relevant issues based on the online health information they obtained [25]. In the perinatal period, women who have maintained a long-term doctor-patient relationship through rapport building can be motivated to directly address their medical concerns sourced from the internet in order to reduce anxiety before and after a visit to the health professional [19,20,29-34]. As a facilitating factor in the decision to communicate with health professionals about difficulties in the perinatal period [35], a woman’s social network (eg, partner, friends, relatives, family members, and experienced mothers) will influence the help-seeking process by encouraging professional help-seeking, participating in the decision-making process, and initiating help-seeking [36]. Accordingly, the following hypotheses are proposed:

- H3/H4: Perinatal women’s strategies of (3) NFMH and (4) NIMH will be positively associated with CO.

Among the various benefits of using the internet, providing perinatal women with personal and emotional support from other women in similar situations is of unquestionable importance [13], since they are vulnerable to undergoing unknown, unpredictable events. In fact, finding people with the same medical problems is not easy online, but it will be helpful to share their concerns and doubts with other women and take positive energy from one another in online forums and social media platforms [37], thereby reducing anxiety and increasing confidence in making medical decisions for themselves and their babies after such internet use [20,21]. In addition, the
internet can help expert users identify more questions they
tended to ask a health professional, be more involved in the
decision-making process, make better decisions, and feel they
had more control over their decisions than novice users [21].
Hence, we postulate the following hypotheses:

- **H5:** The perinatal women’s strategy of OIMH will be
  positively associated with PS.
- **H6:** The perinatal women’s strategy of OIMH will be
  positively associated with CO.
- **H7:** The perinatal women’s strategy of OIMH will be
  positively associated with CD.

According to a continuum of health literacy including basic or
functional health literacy, communicative/interactive health
literacy, and critical health literacy, there is a need to focus more
on developing the skills and confidence to make well-informed
health choices than on limiting the transmission of information
[38]. The internet can empower people, including pregnant
women, to communicate with their health professionals and
play a critical role in making decisions [21]. However, the
association between promoting self-efficacy in perinatal health
literacy and changing perinatal women’s medical decisions
might interfere with their anxiety levels. First-time pregnant
women show a significant negative association between the
level of maternal anxiety and feelings of control during labor
[39]. As fears can be caused by negative moods and stories told
by others about alarming information, diseases, and child-related
problems in primiparas as well as negative experiences of a
previous pregnancy, childbirth, and a baby’s health and care in
multiparas, it will not be easy to change their views to align
with the online health information they obtained without
communicating with health professionals [40]. Therefore, we
hypothesize the following:

- **H8:** PS will be positively associated with CO.
- **H9:** PS will be negatively associated with CD.
- **H10:** CO will be positively associated with CD.

**Methods**

**Participant Recruitment**

To test the proposed hypotheses, we administered an
internet-based questionnaire built with Google Forms (Google
Inc). Perinatal women aged 19 to 59 years who were being
prepared for pregnancy, in fertility treatment, pregnant, or
postpartum (up to 2 years after delivery) and had the ability to
read, understand, and respond to the questionnaire items were
eligible to be enrolled in this study. Those who failed to meet
the inclusion criteria were not listed in our survey pool. In total,
168 women responded to the questionnaire for a 50.5% response
rate, as the total survey pool consisted of 333 patients from the
Fertility Center and/or Department of Obstetrics Gynecology,
CHA Bundang Women’s Hospital, South Korea. This study
was approved by the institutional review board of CHA Bundang
Medical Center, CHA University.

The questionnaire was delivered to the participants’ mobile
phones via a Google Forms link embedded in a short message
service or multimedia messaging service text message or chat
in KakaoTalk (Kakao Corp). Participants were allowed to access
the survey link during a 2-month period from November 1,
2018, to December 31, 2018. To identify participants who met
the criteria, a unique identification (ID) number was assigned
to each patient with the survey link, and all patients were
instructed to enter the preassigned ID number into the Google
Form. Before receiving access to the online questionnaires,
patients were asked to read and understand the aims of this study
and relevant information, confirming that participating in the
survey would be considered the equivalent of giving informed
consent.

**Measurement Instruments**

To assess the associations between perinatal women’s strategies
of medical help-seeking to solve obstetric and mental health
problems, medical decision making, and their online medical
information use, the Problem Solving in Medicine and Online
Health Information Utilization questionnaires developed by
Chen and colleagues [25] were implemented twice in this study.
The wording of the original questionnaire items was slightly
modified to reflect the context of medical problems to be solved.
The Problem Solving in Medicine questionnaire consisted of 2
constructs with 6 observed variables measuring 27 latent
variables: medical help-seeking (NFMH: 4 items, OFMH: 4
items, NIMH: 5 items, and OIMH: 5 items) and health
information searching (nononline health information search [4
items] and online health information search [5 items]). The
Online Health Information Utilization questionnaire included
2 constructs with 3 observed variables measuring 12 latent
variables: medical decision making (PS: 4 items and CO: 4
items) and changes in medical decision making (CD: 4 items)
based on online health information. All items were rated on a
7-point Likert scale ranging from 1=strongly disagree to
7=strongly agree. The reliability, validity (Table 1), and
descriptive statistics (Table 2) were assessed for the
measurement instruments.

Pregnancy-related anxiety was measured with a 10-item scale
[41] that assessed the extent to which women felt concerned
about their health, their baby’s health, labor and delivery, and
caring for a baby. In this study, responses were made on a
5-point Likert scale ranging from 1=not at all to 5=very much.
Items on the pregnancy-related anxiety scale were as follows:
(1) I am confident of having a normal childbirth (reverse-coded),
(2) I think my labor and delivery will go normally
(reverse-coded), (3) I have a lot of fear regarding the health of
my baby, (4) I am worried that the baby could be abnormal, (5)
I am afraid that I will be harmed during delivery, (6) I am
worried about how the baby is growing and developing inside
me, (7) I am worried about losing the baby, (8) I am worried
about having a hard or difficult labor and delivery, (9) I am
worried about taking care of a new baby, and (10) I am worried
about developing medical problems during my pregnancy.
Table 1. The internal reliability and convergent validity of the measurement instruments.

<table>
<thead>
<tr>
<th>Factor and item</th>
<th>Factor loading</th>
<th>Cronbach alpha</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NFMH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NFMH1</td>
<td>0.84</td>
<td>.80</td>
<td>0.86</td>
</tr>
<tr>
<td>NFMH2</td>
<td>0.79</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NFMH3</td>
<td>0.83</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>OFMH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OFMH1</td>
<td>0.84</td>
<td>.85</td>
<td>0.85</td>
</tr>
<tr>
<td>OFMH2</td>
<td>0.80</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>OFMH3</td>
<td>0.76</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>OFMH4</td>
<td>0.64</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>NIMH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIMH2</td>
<td>0.85</td>
<td>.83</td>
<td>0.87</td>
</tr>
<tr>
<td>NIMH4</td>
<td>0.72</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NIMH5</td>
<td>0.90</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>OIMH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OIMH1</td>
<td>0.71</td>
<td>.86</td>
<td>0.86</td>
</tr>
<tr>
<td>OIMH2</td>
<td>0.66</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>OIMH3</td>
<td>0.72</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>OIMH4</td>
<td>0.82</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>OIMH5</td>
<td>0.78</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>PS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSOH1</td>
<td>0.68</td>
<td>.86</td>
<td>0.89</td>
</tr>
<tr>
<td>PSOH2</td>
<td>0.89</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PSOH3</td>
<td>0.87</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PSOH4</td>
<td>0.82</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>CO</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COOH1</td>
<td>0.59</td>
<td>.78</td>
<td>0.83</td>
</tr>
<tr>
<td>COOH2</td>
<td>0.89</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>COOH4</td>
<td>0.85</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>CD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDOH1</td>
<td>0.83</td>
<td>.93</td>
<td>0.94</td>
</tr>
<tr>
<td>CDOH2</td>
<td>0.91</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CDOH3</td>
<td>0.93</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CDOH4</td>
<td>0.91</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aComposite reliability is defined for each factor by the ratio of the total variance (squared sum of standardized factor loadings for items) to the observed variance (squared sum of standardized factor loadings for items + sum of error variances). As Cronbach alpha is sensitive to the number of items in the scale and tends to underestimate the internal consistency reliability except under restricted assumptions of equal common factor loadings and uncorrelated measurement errors, composite reliability is measured as the second check for internal consistency.

bNFMH: nononline formal medical help-seeking.

OFMH: online formal medical help-seeking.

NIMH: nononline informal medical help-seeking.

OIMH: online informal medical help-seeking.

PS: promoting self-efficacy in health literacy based on online health information (PSOH1).
Table 2. Descriptive statistics and discriminant validity of the measurement instruments.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Mean (SD)</th>
<th>NFMH</th>
<th>OFMH</th>
<th>NIMH</th>
<th>OIMH</th>
<th>PS</th>
<th>CO</th>
<th>CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFMH</td>
<td>5.44 (1.26)</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OFMH</td>
<td>3.44 (1.56)</td>
<td>0.30</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIMH</td>
<td>4.82 (1.41)</td>
<td>0.25</td>
<td>0.13</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OIMH</td>
<td>2.95 (1.43)</td>
<td>0.09</td>
<td>0.57</td>
<td>0.30</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>4.29 (1.11)</td>
<td>0.19</td>
<td>0.30</td>
<td>0.18</td>
<td>0.27</td>
<td>0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>4.84 (1.07)</td>
<td>0.25</td>
<td>0.19</td>
<td>0.25</td>
<td>0.24</td>
<td>0.33</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>4.09 (1.28)</td>
<td>0.05</td>
<td>0.08</td>
<td>0.15</td>
<td>0.26</td>
<td>0.03</td>
<td>0.28</td>
<td>0.90</td>
</tr>
</tbody>
</table>

aNFMH: nononline formal medical help-seeking.
bOFMH: online formal medical help-seeking.
cNIMH: nononline informal medical help-seeking.
dOIMH: online informal medical help-seeking.
ePS: promoting self-efficacy in health literacy based on online health information.
fCO: consulting others based on online health information.
gCD: changing medical decisions based on online health information.

Kaiser-Meyer-Olkin and Bartlett sphericity tests, conducted to measure the sampling adequacy, showed that the samples met the criteria for factor analysis (0.83, P<.001). According to the results of an exploratory factor analysis using SPSS Statistics 18.0 software (IBM Corp) with varimax rotation on these 27 items, online health information search and nononline health information search were not clearly defined by the intended items and were excluded from the data analysis. We eliminated the following 4 items with loading values less than 0.50: NFMH4 (When I have an obstetric or mental health problem, I will ask the pharmacist of a nearby pharmacy store for information), NIMH1 (When I have an obstetric or mental health problem, I will seek help from a drugstore), NIMH3 (When I have an obstetric or mental health problem, I will go to the temple praying to god for advice), and COOHI3 (I will discuss relevant issues with my family or friends based on the health information on the internet). On the basis of the results of the exploratory factor analysis, the factor CO, which is an abbreviation for consulting others including a doctor (COOHI2), family members or friends (COOHI3), and other medical experts (COOHI4), did not include the item COOHI3, indicating that perinatal women of this study sample did not consider their family and friends as an important reference when making their medical decisions.

Results

Participant Characteristics

For the data analysis, 4 out of the 168 respondents were excluded (2.4%): 2 did not enter their given IDs and 2 did not have easy access to the internet when needed. A total of 164 perinatal women were included ranging in age from 24 to 47 years, with a mean age of 34.64 (SD 3.80) years. Perinatal women showed a mild to moderate level of fear and anxiety about their own health, their baby’s health, and labor and delivery outcomes (mean 2.85 [SD 0.69]), and the majority of them were aged from 30 to 49 years (150/164, 91.5%). As presented in Table 3, the sociodemographic and clinical characteristics of this study sample were documented as well as relevant information-seeking data more in detail.
Table 3. Sociodemographic and clinical characteristics of this study sample (n=164).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>164 (100)</td>
</tr>
<tr>
<td><strong>Age of perinatal women in years</strong></td>
<td></td>
</tr>
<tr>
<td>19-29</td>
<td>14 (8.5)</td>
</tr>
<tr>
<td>30-39</td>
<td>134 (81.7)</td>
</tr>
<tr>
<td>40-49</td>
<td>16 (9.8)</td>
</tr>
<tr>
<td><strong>Age of their partners in years</strong></td>
<td></td>
</tr>
<tr>
<td>19-29</td>
<td>8 (4.9)</td>
</tr>
<tr>
<td>30-39</td>
<td>116 (70.7)</td>
</tr>
<tr>
<td>40-49</td>
<td>39 (23.8)</td>
</tr>
<tr>
<td>50-59</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Married</td>
<td>162 (98.8)</td>
</tr>
<tr>
<td><strong>Highest level of education completed</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>14 (8.5)</td>
</tr>
<tr>
<td>Technical college (2-3 years)</td>
<td>37 (22.6)</td>
</tr>
<tr>
<td>Undergraduate degree (bachelor’s: 4-5 years)</td>
<td>76 (46.3)</td>
</tr>
<tr>
<td>Postgraduate degree (master’s)</td>
<td>32 (19.5)</td>
</tr>
<tr>
<td>Postgraduate degree (PhD)</td>
<td>5 (3.0)</td>
</tr>
<tr>
<td><strong>Religious status</strong></td>
<td></td>
</tr>
<tr>
<td>Nonreligious</td>
<td>69 (42.1)</td>
</tr>
<tr>
<td>Christian (Protestant)</td>
<td>49 (29.9)</td>
</tr>
<tr>
<td>Christian (Catholic)</td>
<td>27 (16.5)</td>
</tr>
<tr>
<td>Buddhist</td>
<td>19 (11.6)</td>
</tr>
<tr>
<td><strong>Professional status</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed (housewife)</td>
<td>72 (43.9)</td>
</tr>
<tr>
<td>Employed</td>
<td>92 (56.1)</td>
</tr>
<tr>
<td><strong>Parity</strong></td>
<td></td>
</tr>
<tr>
<td>Nullipara</td>
<td>8 (4.9)</td>
</tr>
<tr>
<td>Primipara</td>
<td>120 (73.2)</td>
</tr>
<tr>
<td>Multipara</td>
<td>36 (22.0)</td>
</tr>
<tr>
<td><strong>Fetal plurality</strong></td>
<td></td>
</tr>
<tr>
<td>Before birth</td>
<td>23 (14.0)</td>
</tr>
<tr>
<td>Singleton</td>
<td>131 (79.9)</td>
</tr>
<tr>
<td>Twins</td>
<td>8 (4.9)</td>
</tr>
<tr>
<td>Singleton + twins</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
</tr>
<tr>
<td>Before birth</td>
<td>23 (14.0)</td>
</tr>
<tr>
<td>1</td>
<td>97 (59.1)</td>
</tr>
<tr>
<td>2</td>
<td>39 (23.8)</td>
</tr>
<tr>
<td>3</td>
<td>4 (2.4)</td>
</tr>
</tbody>
</table>
Measurement Model
A confirmatory factor analysis performed with SPSS Amos 18.0 software (IBM Corp) indicated that the measurement model provided an acceptable fit to the data ($\chi^2 = 278.00$, normed chi-square $[\chi^2/df]=2.47$, comparative fit index [CFI] 0.92, Tucker-Lewis index [TLI] 0.90, standardized root mean square residual [SRMR] 0.06, and root mean square error of approximation [RMSEA] 0.07). All values with an adequate level of construct validity were achieved by the recommended fit indices of the measurement model: $\chi^2/df<3.0$ [42], CFI>0.90 [43], TLI>0.90 [44], SRMR<0.08 [45], and RMSEA<0.08 [46].

The reliability and validity results (Tables 1 and 2) indicated that the questionnaire items had acceptable internal consistency with Cronbach alpha>0.70 and composite reliability values>0.60, convergent validity values with factor loadings (all significant at $P<.001$) and average variance extracted values>0.50, and discriminant validity with the square roots of the average variance extracted values being higher than the correlations between the factors.

Structural Model and Hypothesis Testing
To validate the hypothesized relationships in the proposed conceptual model (Figure 1), path analyses were performed. As mentioned previously, the same-fit indices of the measurement model were used to assess the goodness of fit of structural models. The results of the path analysis for pregnant women’s medical help-seeking strategies, decision making, and any changes based on online information showed that the conceptual model had satisfactory levels of fit indices: $\chi^2 = 5.00$, $P=.41$, $\chi^2/df=1.01$, CFI 1.00, TLI 1.00, SRMR 0.02, and RMSEA 0.01.

As predicted in H1, H2, and H5, the strategies of NFMH (H1: $\beta=.12$, $P=.02$), OFMH (H2: $\beta=.17$, $P=.01$), and OIMH (H5: $\beta=.17$, $P=.009)$ had positive effects on PS. Consistent with H3, H4, and H6, the strategies of NFMH (H3: $\beta=.16$, $P=.003$), NIMH (H4: $\beta=.13$, $P=.02$), and OIMH (H6: $\beta=.12$, $P=.03$) had positive effects on CO. Among those strategies for medical help-seeking, OIMH (H7: $\beta=.23$, $P<.001$) appeared as the only significant determinant of CD. H8, H9, and H10 were also supported by the results as CO was positively affected by PS (H8: $\beta=.25$, $P<.001$); however, CD was negatively affected by PS (H9: $\beta=-.12$, $P=.03$) and positively affected by CO (H10: $\beta=.26$, $P<.001$; Figure 2).
In addition, the other structural model for the moderating effect of different types of medical problems that pregnant women might encounter showed a satisfactory model fit: $\chi^2_{10.09}=10.34$, $P=.41$, $\chi^2/df=1.03$, CFI 1.00, TLI 1.00, SRMR 0.02, and RMSEA 0.01. The results of the multiple group path analysis (Table 4) revealed that the only significant difference was found in 2 paths, H6_1 and H6_2, for obstetric and mental health problem-solving models, respectively (OIMHCO; critical ratio [CR] 2.01, significant at $P<.05$ [if CR>1.96]).

In the obstetric problem-solving model, the following hypotheses were rejected: H1_1 ($\beta=0.10$, $P=.20$), H3_1 ($\beta=0.10$, $P=.18$), H5_1 ($\beta=0.12$, $P=.17$), H6_1 ($\beta=.01$, $P=.94$), and H9_1 ($\beta=-11$, $P=.15$). As hypothesized, H2_1 ($\beta=.21$, $P=.02$) and H4_1 ($\beta=.18$, $P=.02$) were supported. In the mental health problem-solving model, the following hypotheses were rejected: H1_2 ($\beta=.14$, $P=.07$), H2_2 ($\beta=.10$, $P=.29$), H4_2 ($\beta=.09$, $P=.24$), and H9_2 ($\beta=-.13$, $P=.10$). Unlike the results of hypothesis testing for the obstetric problem-solving model, H3_2 ($\beta=.20$, $P=.007$), H5_2 ($\beta=.24$, $P=.01$), and H6_2 ($\beta=.22$, $P=.003$) were supported. In both models, the findings indicate that online health information was considered an important reference only for those with an OIMH strategy (H7_1: $\beta=.27$, $P<.001$; H7_2: $\beta=.19$, $P=.02$) when changing their medical decisions. Based on the online health information use, PS had positive effects on CO (H8_1: $\beta=.26$, $P<.001$; H8_2: $\beta=.23$, $P=.002$); furthermore, CO had positive effects on CD (H10_1: $\beta=.25$, $P=.001$; H10_2: $\beta=.28$, $P<.001$; Figure 3).
Table 4. Summary of the hypothesis testing results.

<table>
<thead>
<tr>
<th>Model and hypotheses</th>
<th>$\beta$</th>
<th>$P$ value</th>
<th>SE</th>
<th>CR</th>
<th>Supported</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medical problem solving (n=328)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1: NFMH$^d$→PS$^b$</td>
<td>.12</td>
<td>.02</td>
<td>0.05</td>
<td>2.25</td>
<td>Yes</td>
</tr>
<tr>
<td>H2: OFMH$^e$→PS</td>
<td>.17</td>
<td>.01</td>
<td>0.05</td>
<td>2.56</td>
<td>Yes</td>
</tr>
<tr>
<td>H3: NFMH→CO$^i$</td>
<td>.16</td>
<td>.003</td>
<td>0.04</td>
<td>2.99</td>
<td>Yes</td>
</tr>
<tr>
<td>H4: NIMH$^f$→CO</td>
<td>.13</td>
<td>.02</td>
<td>0.04</td>
<td>2.36</td>
<td>Yes</td>
</tr>
<tr>
<td>H5: OIMH$^g$→PS</td>
<td>.17</td>
<td>.009</td>
<td>0.05</td>
<td>2.61</td>
<td>Yes</td>
</tr>
<tr>
<td>H6: OIMH→CO</td>
<td>.12</td>
<td>.03</td>
<td>0.04</td>
<td>2.12</td>
<td>Yes</td>
</tr>
<tr>
<td>H7: OIMH→CD</td>
<td>.23</td>
<td>&lt;.001</td>
<td>0.05</td>
<td>4.16</td>
<td>Yes</td>
</tr>
<tr>
<td>H8: PS→CO</td>
<td>.25</td>
<td>&lt;.001</td>
<td>0.05</td>
<td>4.72</td>
<td>Yes</td>
</tr>
<tr>
<td>H9: PS→CD</td>
<td>-.12</td>
<td>.03</td>
<td>0.07</td>
<td>-2.16</td>
<td>Yes</td>
</tr>
<tr>
<td>H10: CO→CD</td>
<td>.26</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>4.72</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Obstetric problem solving (n=164)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1_1: NFMH→PS</td>
<td>.10</td>
<td>.20</td>
<td>0.07</td>
<td>1.27</td>
<td>No</td>
</tr>
<tr>
<td>H2_1: OFMH→PS</td>
<td>.21</td>
<td>.02</td>
<td>0.06</td>
<td>2.38</td>
<td>Yes</td>
</tr>
<tr>
<td>H3_1: NFMH→CO</td>
<td>.10</td>
<td>.18</td>
<td>0.06</td>
<td>1.34</td>
<td>No</td>
</tr>
<tr>
<td>H4_1: NIMH→CO</td>
<td>.18</td>
<td>.02</td>
<td>0.05</td>
<td>2.29</td>
<td>Yes</td>
</tr>
<tr>
<td>H5_1: OIMH→PS</td>
<td>.12</td>
<td>.17</td>
<td>0.07</td>
<td>1.36</td>
<td>No</td>
</tr>
<tr>
<td>H6_1: OIMH→CO$^k$</td>
<td>.01</td>
<td>.94</td>
<td>0.06</td>
<td>0.07</td>
<td>No</td>
</tr>
<tr>
<td>H7_1: OIMH→CD</td>
<td>.27</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>3.58</td>
<td>Yes</td>
</tr>
<tr>
<td>H8_1: PS→CO</td>
<td>.26</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>3.42</td>
<td>Yes</td>
</tr>
<tr>
<td>H9_1: PS→CD</td>
<td>-.11</td>
<td>.15</td>
<td>0.09</td>
<td>-1.43</td>
<td>No</td>
</tr>
<tr>
<td>H10_1: CO→CD</td>
<td>.25</td>
<td>.001</td>
<td>0.10</td>
<td>3.24</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Mental health problem solving (n=164)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1_2: NFMH→PS</td>
<td>.14</td>
<td>.07</td>
<td>0.07</td>
<td>1.83</td>
<td>No</td>
</tr>
<tr>
<td>H2_2: OFMH→PS</td>
<td>.10</td>
<td>.29</td>
<td>0.07</td>
<td>1.05</td>
<td>No</td>
</tr>
<tr>
<td>H3_2: NFMH→CO</td>
<td>.20</td>
<td>.007</td>
<td>0.06</td>
<td>2.68</td>
<td>Yes</td>
</tr>
<tr>
<td>H4_2: NIMH→CO</td>
<td>.09</td>
<td>.24</td>
<td>0.06</td>
<td>1.17</td>
<td>No</td>
</tr>
<tr>
<td>H5_2: OIMH→PS</td>
<td>.24</td>
<td>.01</td>
<td>0.07</td>
<td>2.50</td>
<td>Yes</td>
</tr>
<tr>
<td>H6_2: OIMH→CO$^k$</td>
<td>.22</td>
<td>.003</td>
<td>0.06</td>
<td>2.96</td>
<td>Yes</td>
</tr>
<tr>
<td>H7_2: OIMH→CD</td>
<td>.19</td>
<td>.02</td>
<td>0.07</td>
<td>2.38</td>
<td>Yes</td>
</tr>
<tr>
<td>H8_2: PS→CO</td>
<td>.23</td>
<td>.002</td>
<td>0.08</td>
<td>3.12</td>
<td>Yes</td>
</tr>
<tr>
<td>H9_2: PS→CD</td>
<td>-.13</td>
<td>.10</td>
<td>0.09</td>
<td>-1.64</td>
<td>No</td>
</tr>
<tr>
<td>H10_2: CO→CD</td>
<td>.28</td>
<td>&lt;.001</td>
<td>0.09</td>
<td>3.46</td>
<td>Yes</td>
</tr>
</tbody>
</table>

a: $\beta$: standardized coefficient.

b: SE: standard error.

c: CR: critical ratio.

d: NFMH: nononline formal medical help-seeking.

e: OFMH: online formal medical help-seeking.


g: OIMH: online informal medical help-seeking.

h: PS: promoting self-efficacy in health literacy based on online health information.

i: CO: consulting others based on online health information.
CD: changing medical decisions based on online health information.

A multigroup path analysis was performed between H6_1 and H6_2.

Figure 3. Obstetric (top) and mental health (bottom) problem-solving models with standardized path coefficients (*P<.05, **P<.01, ***P<.001). NFMH: nononline formal medical help-seeking; NIMH: nononline informal medical help-seeking; OFMH: online formal medical help-seeking; OIMH: online informal medical help-seeking; PS: promoting self-efficacy in perinatal health literacy based on online health information; CO: consulting others (health professionals) based on online health information; CD: changing their medical decisions based on online health information.

Finally, mediation analyses were conducted by examining the direct and indirect effects of perinatal women’s medical help-seeking strategies and online health information use with CO and CD, with a focus on PS. It was revealed in the entire conceptual model that PS partially mediates the relation between CO and the strategies of NFMH (β=.03, P=.01) and OIMH (β=.04, P=.005), fully mediates the relation between OFMH and CO (β=.04, P=.003), and fully mediates the relation between NFmH and CD (β=.03, P=.049). In the obstetric problem-solving model, PS fully mediated the relation between the strategy of OFMH and CO (β=.06, P=.01), and in the mental health problem-solving model, PS partially mediated the relation between OIMH and CO (β=.06, P=.006).

Discussion

Principal Findings

As the goodness-of-fit indices between the measurement and structural models and the significance of all the hypothesized paths were statistically confirmed, the proposed conceptual model is expected to extend the understanding of the medical decision-making process in perinatal women with the 4 different medical help-seeking strategies. However, the decision-making process among perinatal women relied on which medical problem they would encounter, obstetrics or mental health, because there were substantial differences in the paths to self-efficacy in perinatal health literacy and intent to consult health professionals from their different medical help-seeking strategies, illustrated in the path diagrams (Figure 3). In the medical problem-solving model, the medical problem type had
a partial moderating effect between OIMH and CO (H6_1 vs H6_2). Contrary to when the perinatal women using the OIMH strategy needed to solve mental health problems, no significant direct path from their adoption of the OIMH strategy to the intent to CO was found when they needed to solve obstetric problems. Furthermore, the direct paths from perinatal women’s adoption of the OIMH strategy to CD were significant in both obstetric and mental health problem-solving models.

When encountering obstetric problems, perinatal women with the OIMH strategy were more likely to change their medical decisions based on numerous conflicting and confusing online information sources without consulting health professionals compared with those with the same strategy to solve mental health problems. In this study, the majority of the perinatal women (151/164, 92.1%) preferred to search pregnancy/delivery information from multiple sources to compensate for a lack of accuracy and reliability of information, and only 4 out of the remaining 13 women (30.8%) preferred to obtain the information from doctors, nurses, and other health professionals, indicating they did not consider their doctors to be a main source of medical information, showed lower levels of trust in medical experts [18], and used multiple information sources whose conflicting information increases anxiety [24]. Considering that perinatal women were not willing to discuss the pregnancy-related information obtained from the internet with health professionals in the previous studies [16,19,31], they will be more exposed to the risks of either applying treatment that is not evidence-based or missing the right time to initiate the appropriate medical treatment with the best chance to achieve better pregnancy and delivery outcomes.

As evidenced by the findings of previous studies [21,35], perinatal women who use the NIMH strategy to solve obstetric problems tended to validate the online health information by communicating with health professionals. Lagan and colleagues [21] reported that almost all (96.2%) discussed the internet-based information with their partner or husband, and 70.8% discussed the information with at least one health professional, reflecting that the presence of a partner or relatives facilitates perinatal women’s communication with health professionals about their perceptions of being at risk [35]. Despite the associated support, informal help from partners, friends, and family members has disadvantages such as stigma or inappropriate support caused by their lack of relevant medical knowledge; therefore, making or changing medical decisions following suggestions provided by those with insufficient knowledge can be unhelpful or even harmful [47]. Meanwhile, those preferring to use the NFMH strategy did not make or change their medical decisions regarding obstetric problems by referring to online health information. As 70.1% of this study sample (115/164) considered accuracy and reliability to be the most important criteria in their evaluation when seeking pregnancy/delivery information, it could be inferred by our findings that the internet was considered a supplementary information source before or after contacting health professionals as a primary information source.

Our study revealed a positive relationship between self-efficacy in perinatal health literacy and intent to consult health professionals in both models. Once the level of perinatal women’s health literacy increases, they can be more easily encouraged to identify questions they wish to ask a health professional, be involved in the decision-making process, make better decisions, and exert more control over their decisions [21]. Searching online health information before paying a visit to their health professionals and after their consultation [30] is common as a means to deal with doubts and navigate other women’s pregnancy-related decisions, which can also result in increased confusion, anxiety, and fright [48]. With the perinatal women’s concerns on the lack of time to sufficiently discuss personal medical issues with health professionals [21,22] and the professionals’ reactions to the information they shared [20], a number of previous studies found that the majority of women believed that health professionals should suggest suitable and reliable internet websites [20,21] where they could find relevant information with appropriate context and avoid erroneous or misleading claims [48]. As revealed in the obstetric problem-solving model, the OFMH strategy was positively related to PS, which reflects the implications of other studies.

When it comes to solving mental health problems, perinatal women showed a different attitude toward online information use. Those using the NFMH strategy disclosed their intent to discuss relevant issues with mental health professionals without the precondition of enhanced self-efficacy in perinatal health literacy. Generally, psychiatrists and other mental health professionals, whose goals are to provide each patient with the opportunity to discuss problems with a sympathetic listener by helping to establish a rapport between the patient and doctor, educate and motivate the patient, and take a clinical examination of the mental state, depend on a psychiatric interview. In comparison with the significance of the direct and indirect paths from NFMH to CO (ie, NFMHPS, NFMHPSCO, and NFMHCO) in the two different medical problem-solving models shown in Figure 3 and Table 4, the findings of this study suggest that what women expected from the interaction with obstetricians or psychiatrists during their clinic visits would be different during the perinatal period. Accordingly, these findings can well explain why it is important for health professionals not to discourage their patients to share obstetric concerns and treatment suggestions retrieved from the internet.

Limitations and Future Direction

There are several limitations of this study that should be considered in future research. The sample size and its demographic composition limited our opportunity to examine the possible age difference, relationship with one’s doctor, number of births, and history of experienced obstetric and mental health problems because this study focused on the entire perinatal period, encompassing conception, pregnancy, childbirth, and postpartum. Given the small sample size, it would result in an insufficient statistical power, particularly as reflected by significantly low standardized path coefficients. For a more accurate estimate, a larger sample size would be required in the future studies. In terms of age distribution, the proportion of participants aged 19 to 29 years (14/164, 8.5%) was considerably less than that of those aged 30 to 39 years (134/164, 81.7%). Given the age differences of people obtaining online health information [49], the possibility that younger women may differ in how they make and change their medical decisions by using...
online health information compared with older women cannot be ruled out. As this study sample, enrolled from a large hospital-based sample of patients, was willing to complete an online questionnaire, the participants might be more likely to have a good rapport with their doctors or be internet-savvy patients accessing the internet more frequently for solving medical problems than the others who did not so. Finally, whether perinatal women have given birth to at least one child or had a history of obstetric and mental health problems may be associated with their intent to either share their own experiences with other mothers in trouble or trust and follow the doctor’s instructions only. Taken together, there is a need to control for these determinants in future studies.

Conclusions
Despite the positive mediating effects of perinatal women’s enhanced health literacy on the intent to discuss personal medical problems with health professionals, the findings from this study revealed that some women using an OIMH strategy would be more likely to change their medical decisions not by consulting health care professionals but by referring to online health information compared with other women using different medical help-seeking strategies. Particularly, this concern would be prevalent when encountering participants with obstetric problems during the perinatal period. Beyond a short consultation to quickly and authoritatively steer patients toward an obstetric doctor’s choice of action, it is recommended that obstetricians provide their patients with needed context for information found online. To fully explain this with an open mind, they need to actively develop or support information and communications technology–based health information services such as mobile apps and chatbots.
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Abstract

Background: The internet is being widely used for seeking health information. However, there is no consensus on the association between health information seeking on the internet and the use of health care services.

Objective: We examined the association between health information seeking via the internet and physician visits. In addition, we investigated the association between online health information seeking and the decisions to visit and not to visit a physician.

Methods: We used the cross-sectional electronic health (eHealth) data of 18,197 participants from the seventh survey of the Tromsø Study (Tromsø 7). The participants were aged ≥40 years and living in Tromsø, Norway. We used logistic regression models to examine the association between online health information seeking and physician visits, the decision to visit a physician, and the decision not to visit a physician, with adjustment for the demographic status, socioeconomic status, and health status of the participants.

Results: The use of Web search engines was associated with a physician visit. However, the association was moderated by age, and the OR decreased as age increased. The ORs for the use of Web search engines were 1.99 (95% CI 1.94-2.02) and 1.07 (95% CI 1.03-1.12) at ages 40 and 80 years, respectively. The decision to visit a physician was associated with the use of Web search engines (OR 2.95, 95% CI 2.03-4.46), video search engines (OR 1.43, 95% CI 1.21-1.70), and health apps (OR 1.26, 95% CI 1.13-1.42). The association between social media use and the decision to visit a physician was moderated by gender. Women who used social media had 1.42 (95% CI 1.31-1.55) times higher odds of deciding to visit a physician, whereas the decision to visit a physician was not different between men who used social media and those who did not use social media. Conversely, the decision not to visit a physician was associated with the use of Web search engines (OR 2.78, 95% CI 1.92-4.18), video search engines (OR 1.27, 95% CI 1.07-1.51), social media (OR 1.28, 95% CI 1.10-1.49), and health apps (OR 1.20, 95% CI 1.07-1.35).

Conclusions: Health information found on the internet was positively associated with both the decision to visit a physician and the decision not to visit a physician. However, the association of health information seeking with the decision to visit a physician was slightly stronger than the association with the decision not to visit a physician. This could imply that the use of eHealth services is associated with a resultant increase in physician visits. In summary, our findings suggest that the internet serves as a supplement to health care services rather than as a replacement.
Introduction

Access to the internet is currently widespread. In 2017, around the time the data for this study were collected, the internet coverage of Norwegian households was 97%. Internet access varies between 91% and 100% depending on household income. Ninety percent of Norwegians aged between 16 and 79 years use the internet on a daily basis, with similar internet usage between women (87%) and men (90%) [1].

Broad access to the internet has triggered a rapid growth in the use of the internet for health-related applications, such as accessing and transferring health information and receiving guidance and support [2-6]. Health information seeking is considered the most common and influential use of the internet [7-11]. Among Norwegian internet users, 62% used the internet for seeking health information, with a higher proportion of women and younger adults [1], which is consistent with the findings in other countries [8,12-14].

The perceived benefits of online health information seeking include widespread access to health information, convenience (ie, ease and speed), and anonymity [15-19]. These benefits are expected to enable individuals to play an active role in their health care, make better-informed decisions, and possibly improve health outcomes [18,20,21]. There are also concerns that the variable quality of online health information combined with limited ability to critically evaluate health information may contribute to negative outcomes, such as unnecessary physician visits, delays in seeking necessary medical care, change in treatments, and seeking alternative treatments that can be harmful [5,16,17,22-26].

In Nordic countries, including Norway, and many other European countries, including the United Kingdom, general practitioners (GPs) represent the basis of publicly funded health services. GPs typically have lists of patients who they are responsible for and see more or less regularly. GPs are expected to diagnose and treat a major proportion of patients and refer only those who need more specialized health services to hospitals for further assessment and treatment (ie, the “gatekeeper” function) [27]. The threshold to seek consultation with a GP may be relatively low, but many GPs are very busy and patients nevertheless have to decide whether their current problem warrants a physician visit [27].

Searching for health information is a complex process influenced by a range of factors. Lambert & Loiselle [28], in their review, found that the behavior of health information searching is often studied within the context of coping with illness, involvement in medical decision-making, or preventive behavior. Different theoretical frameworks have been applied in research on health information searching [28]. The framework of Miller [29] is one of the most cited frameworks, and a differentiation is made between those who actively engage with information (monitoring) and those who avoid such information (blunting) [30]. Psychological factors, including cognitive and emotional factors [31,32], might be central in the decision-making process for many health information searchers. The process of online health information searching may be powered by not only a need for information about some health- or illness-related topic but also different emotional states, such as anxiety [33], and people with health anxiety are more likely to seek for health information [33]. Moreover, how people react to the health information they find online may also vary according to a range of factors, including emotional factors [31,32]. Although finding the required information can result in a positive emotional reaction, it may also result in confusion or increased anxiety [34]. Similarly, the decision to visit a physician or not to visit a physician after finding health information online is a complex process that could be influenced by many different factors, some of which will be examined in this study.

Health information seeking is known to highly influence subsequent health-related behavioral decisions. It has been reported that 46% of European adults [8] and 48% of American adults [4] who sought health information via the internet used the information they found to decide whether they needed to see a physician. Prior studies have found different results regarding the question about whether online health information searching impacts physician visits. Some studies have suggested that searching for online health information can be conducive to increased physician visits. A proposed mechanism underlying this increase is that some individuals may find it difficult to interpret complex and uncertain medical knowledge without the help of health care professionals [35-41]. Therefore, more access to health information via the internet may lead to more uncertainties in understanding health conditions and, consequently, to additional contact with health care professionals. Other studies have found that online health information searching reduces traditional health care service consumption [42,43], and some studies have found no such association [44]. In this study, the objective was to make an accurate assessment of the association between health information seeking and health care service use. We believe that this will be useful for estimating future health care service need in Norway and other countries and for informing future policies related to health care in general and electronic health (eHealth) services in particular.

Studies often capture the outcomes of health information seeking in terms of the decision to visit a physician as a single question that asks if the health information individuals found online led them to decide to visit a physician or not [40]. However, some studies had two questions that capture both outcomes [44], as a single question may not capture both outcomes, given that individuals may make both decisions at different time points in...
a study period. Therefore, a separate question is needed for each of the outcomes.

The seventh survey of the Tromsø Study (Tromsø 7) included a questionnaire with a wide variety of questions, such as those on the use of eHealth tools, use of health care services, socioeconomic status, and health status. We explored a subset of the data from this questionnaire in a series of four papers. In paper 1, we presented the main findings regarding the characteristics of the participants and their use of eHealth [45]. In paper 2, we studied how the presence of different illnesses influences the use of eHealth [46]. In paper 3, we examined the psychological and emotional outcomes with the use of eHealth [34]. Paper 4 (this paper) aims to study the association between health information seeking using eHealth tools and physician visits. This paper also investigates the associations of online health information seeking with decisions to visit and not to visit a physician.

Methods

The Study Site

The participants of the study are inhabitants of Tromsø municipality. Tromsø is a major city in north Norway with a population of around 75,000 inhabitants. The city of Tromsø is located in the sub-Arctic region at 69 degrees North. North Norway is a sparsely populated area with most inhabitants working within the public sector, including health care, education, and administration, and the service sector. Other important employment areas in north Norway are tourism, fishery, agriculture, and some industries.

The Tromsø Study

The Tromsø Study is a population-based longitudinal health study conducted by UiT The Arctic University of Norway, the National Health Screening Service, and others [47]. Tromsø 7 was conducted in 2015-2016 with a focus on inhabitants aged 40 years or above. However, this is the first time the Tromsø Study collected eHealth related information. Therefore, this paper, which is based on eHealth survey data, involves a cross-sectional study. A total of 21,083 individuals (11,074 women and 10,009 men) participated in the study, with a response rate of 65%.

Independent Variables

The variables used in this study were measures of health information seeking via Web search engines (ie, Google), video search engines (ie, YouTube), social media (ie, Facebook), and smartphone or tablet health apps. The variables were constructed from four questions regarding whether a participant had used each of the eHealth tools in the last year. The responses to the questions were “never,” “once,” “sometimes,” and “often.” We subsequently dichotomized the responses into “never” and “ever,” where “ever” includes once, sometimes, and often.

The other independent variable was a dichotomous measure of whether a participant reported having one or more diseases in the last year. The variable was constructed from questions regarding whether a participant had diseases, such as high blood pressure, heart attack, heart failure, atrial fibrillation, angina, stroke, diabetes, kidney disease, bronchitis, asthma, cancer, rheumatoid arthritis, arthrosis, migraine, psychological problems, and chronic pain. The responses to the questions were “no,” “yes,” and “yes, previously.”

Age, gender, education, household income, occupation, and self-reported health, which are known to influence health information-seeking behaviors, were also controlled for in this study. Age was converted into 10-year intervals, as a small age difference is not associated with a large change in the outcome variables.

Dependent Variables

In the Tromsø Study, there were three questions examining different aspects of health service use. The first dependent variable was a dichotomous measure of whether the participant had a physician visit in the last year. The variable was constructed from questions that asked whether a person visited a GP, emergency care practitioner, psychologist, or psychiatrist in the last year.

The second dependent variable measures the decision to visit a physician following health information seeking on the internet. The variable was constructed from a question that asked whether a participant decided to visit a physician according to the information found on the internet. The response to the question was “never,” “once,” “sometimes,” or “often.” We dichotomized the responses into “never” and “ever,” where “ever” includes once, sometimes, and often.

The third dependent variable measures the decision not to visit a physician following health information seeking on the internet. The variable was constructed from a question that asked whether a participant decided not to visit a physician according to the information found on the internet. The response to the question was “never,” “once,” “sometimes,” or “often.” We dichotomized the responses into “never” and “ever,” where “ever” includes once, sometimes, and often.

The physician visit variable measures whether a participant visited a physician in the last year. It is known that people seek health information for a wide variety of purposes, including deciding whether to visit a physician, preparing for a physician appointment, and reassurance, second opinion, and expanding knowledge on the information received from health care providers after a physician visit [15,16,18,48]. In other words, a participant may seek health information before or after a physician visit. Even when a participant seeks health information before a physician visit, the health information the participant obtains may not necessarily be used for deciding whether to visit a physician.

The variable of the decision to visit a physician measures whether a participant decided to visit a physician because of the health information the participant read online. Similarly, the variable of the decision not to visit a physician solely measures whether a participant decided not to visit a physician because of the health information the participant read online. Therefore, a subset of actual physician visits can be associated with decisions to visit made after reading online health information.
If a participant never decides to visit a physician according to health information read on the internet, it does not necessarily mean the participant used the information to decide not to visit a physician and vice versa. The participant may have sought the health information for other purposes, may not have found the information useful, or may not have understood the information well enough to base decisions on it.

**Study Sample**

**Figure 1** shows the study sample selection workflow. Of the 21,083 participants in Tromsø 7, we excluded 2886 participants who had missing responses for one or more of the variables, such as age, gender, education, household income, occupation, Web search engine use, video search engine use, social media use, health app use, diseases, self-reported health status, and physician visit. The final study sample consisted of 18,197 participants (9251 women and 8946 men).

Of the 18,197 participants included in this study, 9259 participants sought health information via one or more eHealth tools. Of these 9259 participants, we subsequently excluded 188 participants with missing information regarding the variables of the decisions to visit and not to visit a physician. As a result, a subcohort that consisted of 9071 participants (5110 women and 3961 men) was created.

**Statistical Analysis**

Descriptive statistics were calculated to summarize the dependent and independent variables. Multivariable logistic regression models were fitted for the following three outcome variables of interest: (1) physician visit; (2) decision to visit a physician according to health information read on the internet; and (3) decision not to visit a physician according to health information read on the internet. The first model was fitted on the whole cohort dataset (n=18,197), and the other two models were fitted on the subcohort dataset (n=9071).

We used purposeful selection of independent variables for each of the logistic regression models as proposed by Hosmer et al [49]. First, we fitted the model with only one independent variable. Second, we fitted a multivariable model with all independent variables whose \( P \) values were <.25 in the previous step. Third, we iteratively checked whether variables not significant (Wald test and .05 alpha value) in the multivariable model provided important adjustment to other variables that remained in the model. Important adjustment was measured by a change in coefficients by more than 20% between the multivariable models with and without the variable. Variables that provided important adjustment were added back into the multivariable model. Fourth, to ensure we did not miss any important variables, we added independent variables not added in the second step, one at a time to the multivariable model, using the Wald test to verify the effect of each additional variable at an alpha value of .05. Thereafter, we added all independent variables that were significant to the multivariable model. Fifth, we explored possible interactions of age, gender, and education with the use of eHealth tools. We also explored possible interactions between age and disease, age and self-reported health, age and household income, education and self-reported health, education and self-reported health, education and household income, and self-reported health and household income. We added the interactions, one at a time, to the multivariable model at the end of step four and removed interaction terms that were not significant (Wald test and .05 alpha value) in the multivariable model.
significant with the Wald test and an alpha value of .05. Thereafter, we fitted the model excluding the nonsignificant interactions. Sixth, we checked the fitness of the model with regard to the data using the Hosmer-Lemeshow goodness-of-fit test.

We tested statistical significance at an alpha level of .05. All analyses were conducted using R statistical software (version 3.4.0; R Project for Statistical Computing, Vienna, Austria). All the ORs reported in the paper are adjusted ORs.

Ethics

Tromsø 7 was approved by the North Norway Regional Committee for Medical and Health Research Ethics (REK Nord, reference 2014/940). All participants provided written informed consent for Tromsø 7.

Results

Participants' Characteristics

Characteristics of the study participants are summarized in Table 1. Of the 18,197 study participants, 9251 (50.84%) were women and 8948 (49.16%) were men. The mean age of the overall study sample (n=18,197) was 56.38 years, with 51.10% (9298) of participants having a college education. About three-fourths of the participants (73.22%, 13,323/18,197) had one or more diseases, 50.88% (9259/18,197) sought health information via one or more eHealth tools, and 80.38% (14,627/18,197) had a physician visit in the last year.
Table 1. Characteristics of the study sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cohort (n=18,197)</th>
<th>Subcohort (n=9071)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Percentage</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9251</td>
<td>50.84</td>
</tr>
<tr>
<td>Male</td>
<td>8946</td>
<td>49.16</td>
</tr>
<tr>
<td>Age, years</td>
<td>56.38(^a)</td>
<td>11.00(^b)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or secondary</td>
<td>3831</td>
<td>21.05</td>
</tr>
<tr>
<td>Upper secondary</td>
<td>5068</td>
<td>27.85</td>
</tr>
<tr>
<td>Less than 4 years of college</td>
<td>3650</td>
<td>20.06</td>
</tr>
<tr>
<td>Four years or more of college</td>
<td>5648</td>
<td>31.04</td>
</tr>
<tr>
<td><strong>Household income (US)</strong>(^c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;39 000 US</td>
<td>2132</td>
<td>11.72</td>
</tr>
<tr>
<td>39 000 – 61 000 US</td>
<td>3725</td>
<td>20.47</td>
</tr>
<tr>
<td>61 000 – 83 000 US</td>
<td>3242</td>
<td>17.81</td>
</tr>
<tr>
<td>83 000 – 111 000 US</td>
<td>4396</td>
<td>24.16</td>
</tr>
<tr>
<td>&gt;111 000 US</td>
<td>4702</td>
<td>25.84</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>11,145</td>
<td>61.25</td>
</tr>
<tr>
<td>Part-time work</td>
<td>1453</td>
<td>7.99</td>
</tr>
<tr>
<td>Unemployed</td>
<td>122</td>
<td>0.67</td>
</tr>
<tr>
<td>Housekeeping</td>
<td>99</td>
<td>0.54</td>
</tr>
<tr>
<td>Retired</td>
<td>3720</td>
<td>20.44</td>
</tr>
<tr>
<td>Student/military service</td>
<td>55</td>
<td>0.30</td>
</tr>
<tr>
<td>Disability and other family welfare benefits</td>
<td>1603</td>
<td>8.81</td>
</tr>
<tr>
<td><strong>Disease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13,323</td>
<td>73.22</td>
</tr>
<tr>
<td>No</td>
<td>4874</td>
<td>26.78</td>
</tr>
<tr>
<td><strong>Self-reported health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>54</td>
<td>0.29</td>
</tr>
<tr>
<td>Bad</td>
<td>909</td>
<td>4.99</td>
</tr>
<tr>
<td>Neither bad nor good</td>
<td>4583</td>
<td>25.19</td>
</tr>
<tr>
<td>Good</td>
<td>9891</td>
<td>54.36</td>
</tr>
<tr>
<td>Very good</td>
<td>2760</td>
<td>15.17</td>
</tr>
<tr>
<td><strong>Physician visit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14,627</td>
<td>80.38</td>
</tr>
<tr>
<td>No</td>
<td>3570</td>
<td>19.62</td>
</tr>
<tr>
<td><strong>Web search engine use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>8956</td>
<td>49.22</td>
</tr>
<tr>
<td>Never</td>
<td>9241</td>
<td>50.78</td>
</tr>
<tr>
<td><strong>Video search engine use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>900</td>
<td>4.95</td>
</tr>
</tbody>
</table>
Among our subcohort of 9071 participants who sought health information using one or more eHealth tools, 2075 (22.88%) decided to visit a physician and 2093 (23.07%) decided not to visit a physician according to the information they found. Among these participants, 1047 (11.54%) decided both to visit a physician and not to visit a physician in the last year. In other words, 34.40% (3121/9071) of the subcohort used the health information as a basis for one or more decisions.

**Actual Physician Visit (n=18,197)**

The independent variables selected in the multivariable logistic regression model for a physician visit were age, gender, education, household income, occupation, disease, self-reported health, Web search engine use, video search engine use, social media use, and health app use. The interactions between gender and health app use, age and disease, and age and Web search engine use were statistically significant in the multivariable model. The likelihood ratio test ($\chi^2_{3}=31.89$, $P<.001$) of the models with and without the interaction terms indicated that the interactions had statistically significant contributions to the model. The Hosmer-Lemeshow goodness-of-fit test ($\chi^2_{8}=12.57$, $P=.13$) indicated that the model fitted with the data very well, which means the observed and predicted values had no statistically significant difference ($P=.13$).

As shown in Table 2, the model revealed that a physician visit was predicted by Web search engine use, age, gender, education, household income, occupation, and self-reported health. Health app use, video search engine use, and social media use did not predict a physician visit.
Table 2. Odds ratios and 95% confidence intervals in the logistic regression analysis of the association between online health information seeking and a physician visit (n=18,197).

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per 10-year interval)</td>
<td>1.27 (1.17-1.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.60 (0.55-0.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary and secondary</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Upper secondary</td>
<td>1.02 (0.90-1.15)</td>
<td>.78</td>
</tr>
<tr>
<td>Less than 4 years of college</td>
<td>0.98 (0.85-1.12)</td>
<td>.75</td>
</tr>
<tr>
<td>Four years or more of college</td>
<td>0.78 (0.68-0.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Household income (US)$^a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;39 000 US</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>39 000 – 61 000 US</td>
<td>1.28 (1.08-1.52)</td>
<td>.005</td>
</tr>
<tr>
<td>61 000 – 83 000 US</td>
<td>1.32 (1.10-1.57)</td>
<td>.002</td>
</tr>
<tr>
<td>&gt;83 000 US</td>
<td>1.23 (1.04-1.46)</td>
<td>.02</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Part-time work</td>
<td>1.26 (1.06-1.50)</td>
<td>.008</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.76 (0.49-1.20)</td>
<td>.23</td>
</tr>
<tr>
<td>Housekeeping</td>
<td>0.59 (0.36-1.02)</td>
<td>.047</td>
</tr>
<tr>
<td>Retired</td>
<td>1.00 (0.85-1.19)</td>
<td>.96</td>
</tr>
<tr>
<td>Student/military service</td>
<td>0.68 (0.37-1.31)</td>
<td>.22</td>
</tr>
<tr>
<td>Disability and other family welfare benefits</td>
<td>1.65 (1.34-2.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Web search engine use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>3.69 (2.33-5.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Video search engine use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>0.95 (0.77-1.17)</td>
<td>.63</td>
</tr>
<tr>
<td>Social media use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>0.89 (0.75-1.08)</td>
<td>.23</td>
</tr>
<tr>
<td>App use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.00 (0.84-1.20)</td>
<td>.98</td>
</tr>
<tr>
<td>Disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.22 (0.79-1.88)</td>
<td>.38</td>
</tr>
<tr>
<td>Self-reported health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td>0.36 (0.02-1.73)</td>
<td>.32</td>
</tr>
<tr>
<td>Neither bad nor good</td>
<td>0.20 (0.01-0.92)</td>
<td>.11</td>
</tr>
</tbody>
</table>

$^a$ Income is provided for household members only.
The statistically significant interaction between Web search engine use and age indicated that the association between Web search engine use and physician visit was moderated by age. In other words, the OR for Web search engine use was not constant over different ages. Therefore, the meaningful ORs of Web search engine use at different ages needed to be derived from the coefficients of Web search engine use, age, and the interaction term (see [49] for an elaborate description on how the ORs are derived). In general, Web search engine use had lower odds of a physician visit as age increased. For example, at age 40 years, those who used Web search engines had 1.99 (95% CI 1.94-2.02) times higher odds of a physician visit as compared with those who did not use Web search engines. However, at age 80 years, those who used Web search engines had 1.07 (95% CI 1.03-1.12) times higher odds of a physician visit.

Men had lower odds of a physician visit as compared with women. High household income was positively associated with higher odds of a physician visit as compared with household income less than 350,000 Norwegian kroner.

Those with 4 or more years of college education had 22% (95% CI 0.68-0.88) lower odds of a physician visit as compared with those who had a primary or secondary education. However, no difference regarding a physician visit was found for the other education levels.

A physician visit was both positively and negatively predicted depending on the type of occupation. It was positively predicted by part-time work (OR 1.26, 95% CI 1.06-1.50) and disability and other family welfare benefits (OR 1.65, 95% CI 1.34-2.05) as compared with full-time work. Those who listed housekeeping as their occupation had 41% (95% CI 0.36-1.02) lower odds of a physician visit.

Decision to Visit a Physician (n=9071)

The independent variables selected in the multivariable logistic regression model for the decision to visit a physician were age, gender, education, occupation, self-reported health, Web search engine use, video search engine use, social media use, and health app use. The interaction between gender and social media use was statistically significant in the multivariable model. The likelihood ratio test ($\chi^2 = 4.96$, $P = .02$) of the models with and without the interaction term indicated that the interaction had a statistically significant contribution to the model. The Hosmer-Lemeshow goodness-of-fit test ($\chi^2 = 5.2$, $P = .74$) showed that the model’s prediction of whether the participants decided to visit a physician according to the health information they read did not significantly differ ($P = .74$) from the actual values reported by the participants.

As shown in Table 3, the model revealed that the decision to visit a physician was predicted by Web search engine use, health app use, video search engine use, social media use, age, gender, education, and occupation.

---

### Table 3: Decision to Visit a Physician

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>0.12 (0.01-0.57)</td>
<td>.04</td>
</tr>
<tr>
<td>Very good</td>
<td>0.07 (0.004-0.33)</td>
<td>.009</td>
</tr>
<tr>
<td>Gender, male; app use, ever</td>
<td>1.34 (1.05-1.71)</td>
<td>.02</td>
</tr>
<tr>
<td>Age; disease, ever</td>
<td>1.16 (1.07-1.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age; Web search engine use, ever</td>
<td>0.86 (0.79-0.93)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*One US dollar is approximately 9 Norwegian kr.*
Table 3. Odds ratios and 95% confidence intervals in the logistic regression analysis of the association between online health information seeking and the decision to visit a physician (n=9071).

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per 10-year interval)</td>
<td>0.73 (0.68-0.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.87 (0.78-0.98)</td>
<td>.02</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary and secondary</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Upper secondary</td>
<td>1.18 (0.97-1.43)</td>
<td>.11</td>
</tr>
<tr>
<td>Less than 4 years of college</td>
<td>1.25 (1.03-1.53)</td>
<td>.03</td>
</tr>
<tr>
<td>Four years or more of college</td>
<td>1.34 (1.11-1.62)</td>
<td>.003</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Part-time work</td>
<td>0.92 (0.76-1.10)</td>
<td>.36</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.83 (0.45-1.45)</td>
<td>.54</td>
</tr>
<tr>
<td>Housekeeping</td>
<td>0.95 (0.35-2.26)</td>
<td>.92</td>
</tr>
<tr>
<td>Retired</td>
<td>1.11 (0.87-1.42)</td>
<td>.40</td>
</tr>
<tr>
<td>Student/military service</td>
<td>0.86 (0.40-1.73)</td>
<td>.69</td>
</tr>
<tr>
<td>Disability and other family welfare benefits</td>
<td>1.39 (1.14-1.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Web search engine use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>2.95 (2.03-4.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Video search engine use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.43 (1.21-1.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social media use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.43 (1.20-1.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>App use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.26 (1.13-1.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-reported health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td>1.43 (0.58-4.02)</td>
<td>.46</td>
</tr>
<tr>
<td>Neither bad nor good</td>
<td>1.45 (0.60-4.04)</td>
<td>.44</td>
</tr>
<tr>
<td>Good</td>
<td>1.27 (0.53-3.53)</td>
<td>.62</td>
</tr>
<tr>
<td>Very good</td>
<td>0.96 (0.40-2.70)</td>
<td>.94</td>
</tr>
<tr>
<td>Gender, male; social media use, ever</td>
<td>0.70 (0.51-0.96)</td>
<td>.03</td>
</tr>
</tbody>
</table>

Those who used Web search engines had 2.95 times higher odds of deciding to visit a physician as compared with those who did not use Web search engines (95% CI 2.03-4.46). The association of the decision to visit a physician with Web search engine use was higher than the association with other eHealth tools. Those who used health apps had 1.26 times higher odds (95% CI 1.13-1.42) and those who used video search engines had 1.43 times higher odds (95% CI 1.21-1.70) of deciding to visit a physician.

The statistically significant interaction between social media use and gender indicated that the association between the decision to visit a physician and social media use was moderated...
by gender. In other words, the OR of social media use was not the same for male and female participants. Therefore, the ORs of social media use for male and female participants needed to be derived from the coefficients of social media use, gender, and the interaction term (see [49] for an elaborate description on how ORs are derived). Women who used social media had 1.42 times higher odds of deciding to visit a physician as compared with those who did not use social media (95% CI 1.31-1.55), whereas among men, there was no difference between those who used social media and those who did not use social media.

Similarly, because of the interaction, the meaningful ORs for gender were different between a social media user and nonuser, and they needed to be derived from the coefficients of social media use, gender, and the interaction term. Men who used social media had 39% (95% CI 0.55-0.69) lower odds of deciding to visit a physician as compared with women who used social media, whereas men who did not use social media had 13% (95% CI 0.86-0.88) lower odds as compared with women. A 10-year age increment was associated with 27% (95% CI 0.68-0.79) lower odds of deciding to visit a physician according to the health information found on the internet.

Higher education positively predicted a physician visit. Participants with less than 4 years of college education had 1.25 (95% CI 1.03-1.53) times higher odds of deciding to visit a physician as compared with those having a primary or secondary education, whereas participants with more than 4 years of college education had 1.34 (95% CI 1.11-1.62) times higher odds. Those who received disability and other family welfare benefits had 1.39 (95% CI 1.14-1.68) times higher odds of deciding to visit a physician as compared with full-time workers.

### Decision not to Visit a Physician (n=9071)

The independent variables selected in the multivariable logistic regression model for the decision not to visit a physician were age, gender, education, disease, Web search engine use, video search engine use, social media use, and health app use. No statistically significant interactions among the independent variables were found. The Hosmer-Lemeshow goodness-of-fit test ($\chi^2_{8}=6.74, P=.57$) indicated that the model predicted the participants’ decisions not to visit a physician very well.

As shown in Table 4, the model revealed that a physician visit was predicted by Web search engine use, health app use, video search engine use, social media use, age, gender, education, and disease.

Those who used Web search engines had 2.78 times higher odds of deciding not to visit a physician as compared with those who did not use Web search engines (95% CI 1.92-4.18). The association of the decision not to visit a physician with Web search engine use was stronger than the association with other eHealth tools. Those who used health apps had 1.20 times higher odds (95% CI 1.07-1.35), those who used video search engines had 1.27 times higher odds (95% CI 1.07-1.51), and those who used social media had 1.28 times higher odds (95% CI 1.10-1.49) of deciding not to visit a physician.

A 10-year age increment was associated with 22% (95% CI 0.73-0.83) lower odds of deciding not to visit a physician according to the health information found on the internet. Men had 33% lower odds of deciding not to visit a physician as compared with women (95% CI 0.60-0.74).
Table 4. Odds ratios and 95% confidence intervals in the logistic regression analysis of the association between online health information seeking and the decision not to visit a physician (n=9071).

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per 10-year interval)</td>
<td>0.78 (0.73-0.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.67 (0.60-0.74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary and secondary</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Upper secondary</td>
<td>1.09 (0.90-1.33)</td>
<td>.37</td>
</tr>
<tr>
<td>Less than 4 years of college</td>
<td>1.29 (1.07-1.56)</td>
<td>.01</td>
</tr>
<tr>
<td>Four years or more of college</td>
<td>1.20 (0.99-1.44)</td>
<td>.06</td>
</tr>
<tr>
<td>Web search engine use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>2.78 (1.92-4.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Video search engine use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.27 (1.07-1.51)</td>
<td>.006</td>
</tr>
<tr>
<td>Social media use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.28 (1.10-1.49)</td>
<td>.001</td>
</tr>
<tr>
<td>App use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>1.20 (1.07-1.35)</td>
<td>.002</td>
</tr>
<tr>
<td>Disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.18 (1.05-1.32)</td>
<td>.006</td>
</tr>
</tbody>
</table>

The decision not to visit a physician was positively predicted by education. Participants with less than 4 years of college education had 1.29 times higher odds of deciding not to visit a physician as compared with those having a primary or secondary education (95% CI 1.07-1.56). Those who had one or more diseases in the past year had 1.18 times higher odds of deciding not to visit a physician as compared with those who did not have a disease (95% CI 1.05-1.32).

**Discussion**

**Actual Physician Visit**

This study examined the association between a physician visit and health information seeking using eHealth tools (ie, Web search engines, video search engines, social media, and health apps). Our results indicated that a physician visit was positively predicted by health information seeking on Web search engines, which confirms the findings of some prior studies [37-40]. The use of Web search engines had a stronger association with a physician visit possibly because online health information seeking often starts with a Web search engine (ie, Google) [17,40]. However, the association was moderated by age, where the OR decreased as age increased. A physician visit was also positively predicted by higher household income, female gender, and older age, which is in line with the results found in other studies [37,39,50]. A physician visit was both positively and negatively predicted depending on the type of occupation.

A previous study has shown that the difference in physician visits between highly educated and less educated individuals is gradually decreasing in Norway [51]. A recent Norwegian study on patients with diabetes found no difference (95% CI 0.44-5.59) regarding physician visits between highly educated and less educated individuals [44]. In general, our results were in line with existing findings on the lack of a difference in physician visits between highly educated and less educated individuals. However, we found that those who had 4 or more years of college education had lower odds of physician visits as compared with those who had primary and secondary education.

**Decision to Visit a Physician**

Of 9071 participants who sought health information online, 3121 (34.40%) used the information they read to decide whether they needed to visit a physician. This is lower than the number reported in previous studies [4,8,40]. The difference can possibly
be attributed to the fact that the participants included in this study were older than the participants in the other studies. In addition, differences in the health care systems (ie, publicly and privately funded) of the countries could cause varying access to health care services and, consequently, influence the reasons for seeking health information on the internet. It is possible that tax-funded health systems with small or no payment from patients are conducive to the use of traditional face-to-face consultations and to a lower use of eHealth as compared with health systems that are dependent on the financial situation of individuals. A previous study found that 88% of Norwegians prefer to see their GPs face-to-face [52]. Hence, the most common reasons Norwegians seek health information via the internet could be for purposes other than to decide whether to visit a physician.

Studies have shown that people seek health information on the internet for many reasons including deciding whether to visit a physician; preparing for a physician appointment; and reassurance, second opinion, and expanding knowledge on the information received after a physician visit [15,16,18,48]. Thus, the results of our model on a physician visit provided general information on how health information seeking is associated with a physician visit. On the other hand, the models for the decisions to visit a physician and not to visit a physician provided information on how health information seeking is specifically associated with each of these decisions.

Similar studies often use a single variable that measures whether participants decide to visit a physician according to the health information they read on the internet [40]. However, our study used two variables that measure participants’ decisions to visit a physician and not to visit a physician. Our results showed that of 9071 participants who sought health information using eHealth tools, 1047 (11.54%) decided both to visit a physician and not to visit a physician in the last year, a finding that would not have been captured by a single question.

Health information obtained from eHealth tools (ie, Web search engines, health apps, video search engines, and social media) positively predicted both the decision to visit a physician and the decision not to visit a physician. The positive associations of eHealth tools with both decisions would not have been captured by a single question. However, we also recognize that the decision to visit or not to visit a physician according to the health information they read online was greater than the odds of the decision not to visit a physician. Therefore, health information seeking via the internet overall slightly increased physician visits, supporting our findings on the positive association between health information seeking via Web search engines and actual physician visits.

Women had higher odds of making a decision according to the health information they read on the internet as compared with men. Receiving disability and other family welfare benefits was also associated with higher odds of deciding to visit a physician as compared with full-time workers. This difference might be attributed to the disease conditions that led to the welfare benefit.

Participants with one or more diseases had higher odds of deciding not to visit a physician according to the health information they read on the internet as compared with those who did not have a disease. Difficulty to interpret medical knowledge found on the internet is considered to increase physician visits [37]. Another study revealed that individuals diagnosed with a medical condition had a positive association with higher knowledge from the health information they read as compared with those who were not diagnosed with a disease [34], which is probably because they were better equipped to understand the health information. Consequently, these participants were able to make a decision according to what they read. These results highlight the potential of eHealth for managing chronic conditions.

Being older and less educated were associated with lower odds of deciding to visit a physician and deciding not to visit a physician according to the health information found on the internet. In other words, older and less educated individuals had lower odds of using the health information they found online to make a decision. These characteristics are known to negatively predict the use of eHealth in general [17,40,45,53]. These participants’ lower odds of decision-making according to online health information might be attributed to a lack of necessary skills for navigating the internet, doubts regarding the quality or relevance of the health information available on the internet, or a view that physicians know best [17,45]. These differences signal a need to provide educational support to these population groups in particular.

Many individuals are likely to search the internet for health information to prepare for a physician appointment that has already been decided [8]. Deciding to visit a physician or not to visit a physician according to online health information is a choice individuals may make in connection with each search. There can be many rational reasons to see a physician after finding health information online. For instance, the information can substantiate worries that people may have concerning symptoms or illnesses. In some cases, people can find information suggesting that they are at increased risk of having or developing some illnesses, such as cardiovascular disorders and diabetes [54]. Some disorders can also be screened or diagnosed by the patient with the help of information found online, and this may necessitate further evaluation and treatment by health professionals [55]. However, we also recognize that the decision to visit or not to visit a physician after obtaining online health information is multifactorial. The findings of this study can be understood in light of the theory by Kuhltau [31,32] regarding information searching. The Information Search Process Model describes information seeking in six phases. It sees the process as complex and takes into consideration both cognitive and emotional factors, recognizing that information searchers can experience
a range of feelings throughout the process, including optimism, satisfaction, confusion, and disappointment.

In this study, overall, we found that online health information is associated with increased use of traditional health services (ie, visiting a physician). By drawing on the Information Search Process Model [31,32], we understand that simply finding the relevant information may not be the endpoint of the process and that many online health information searchers will have feelings, such as confusion and frustration, even after finding the information they were looking for online. The decision to visit a physician following online health information searching may therefore also, in part, be based on emotional factors. People with health anxiety are more likely to visit a physician after finding health information online [33], supporting the idea that emotions also play an important role in the decision-making process.

**Implications**

We examined the importance of some central factors, such as demographic characteristics and health status, in the association between online health information searching and the decision to visit or not to visit a physician. However, drawing on the theory about health information searching [28-32], we emphasized the complexity of our topic, pointing out that the decision to visit a physician or not to visit a physician is based on a range of factors that we lack information about, including cognitive factors and emotional factors.

We believe that online health information has its place as part of a well-functioning health service and that much can be done to further improve the availability of quality online health information that will benefit patients and the general public [56,57]. Although we believe that this study has made a great contribution to the literature, many questions remain, and they should be addressed in future studies.

**Future Research**

There is a need for more studies related to this topic. For instance, studies that include psychological data about participants could provide important insights into the relevance of cognitive and emotional factors regarding how health information searchers react with respect to seeing a physician following health information searching [33]. Further studies are needed to examine what aspects of information sources contribute to deciding either to visit a physician or not to visit a physician. Issues, such as emotional content, understandability, usability, and readability, could be of importance [56]. Future studies could also address how health information searching influences other health-related behaviors, such as posting about health and illness on social media. Studies combining data on health information seeking via the internet and outcomes of physician visits are also needed to investigate whether access to eHealth might be conducive to unnecessary physician visits.

**Strengths and Limitations**

This study is based on cross-sectional data, with a large sample size and relatively good response rate. The invitation for participation was sent to all inhabitants of Tromsø aged 40 years or above by mail, which contributes to the representativeness of the study sample. Although prior studies have shown that the reproducibility and validity of self-reported findings from the Tromsø Study are quite high [58,59], there is still a possibility of recall bias, which may affect the validity of the results. High proportions of nonrespondents were men and older individuals, and people with one or more diseases and those who had physician visits were overrepresented among the participants [60].

Both the decision to search for health information on the internet and the decision to visit a physician or not to visit a physician are likely to be influenced by a range of different factors, including cognitive factors and emotional factors. Similarly, how people react to the use of eHealth services and traditional face-to-face services will be influenced by many different factors. We have taken some of the factors, such as demographic factors and health status, into account in this study regarding the relationship between online health information searching and physician visits, but there was a lack of information regarding many other variables that might be of interest. For instance, there was a lack of data on health anxiety that may moderate the relationship between health information seeking and the decision of whether to visit a physician.

The cross-sectional study design did not make it possible to establish causality, and the results might be affected by unmeasured confounding variables. With the current widespread use of the internet on smartphones and tablets, the difference between the use of search engines and apps may be blurry for some participants, which may affect the results.

**Conclusions**

In this study, we examined the association between health information seeking on the internet with a physician visit, making a decision to visit a physician, and making a decision not to visit a physician. We found that both the decision to visit a physician and the decision not to visit a physician were positively predicted by searching for health information online. However, searching for health information on the internet was associated with a resultant increase in physician visits. The implication of this finding is that for our participants, overall, online health information did not replace or reduce the need for traditional face-to-face health services. As such, online health information does not, at least in our study, stand out as a means for saving resources or resolving the demands on traditional resource-strained health services.
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Abstract

Background: Surveys suggest that a large proportion of people use the internet to search for information on medical symptoms they experience and that around one-third of the people in the United States self-diagnose using online information. However, surveys are known to be biased, and the true rates at which people search for information on their medical symptoms before receiving a formal medical diagnosis are unknown.

Objective: This study aimed to estimate the rate at which people search for information on their medical symptoms before receiving a formal medical diagnosis by a health professional.

Methods: We collected queries made on a general-purpose internet search engine by people in the United States who self-identified their diagnosis from 1 of 20 medical conditions. We focused on conditions that have evident symptoms and are neither screened systematically nor a part of usual medical care. Thus, they are generally diagnosed after the investigation of specific symptoms. We evaluated how many of these people queried for symptoms associated with their medical condition before their formal diagnosis. In addition, we used a survey questionnaire to assess the familiarity of laypeople with the symptoms associated with these conditions.

Results: On average, 15.49% (1792/12,367, SD 8.4%) of people queried about symptoms associated with their medical condition before receiving a medical diagnosis. A longer duration between the first query for a symptom and the corresponding diagnosis was correlated with an increased likelihood of people querying about those symptoms (rho=0.6; P=.005); similarly, unfamiliarity with the association between a condition and its symptom was correlated with an increased likelihood of people querying about those symptoms (rho=-0.47; P=.08). In addition, worrying symptoms were 14% more likely to be queried about.

Conclusions: Our results indicate that there is large variability in the percentage of people who query the internet for their symptoms before a formal medical diagnosis is made. This finding has important implications for systems that attempt to screen for medical conditions.

(J Med Internet Res 2020;22(3):e15065) doi:10.2196/15065
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Introduction

Online self-diagnosis of health conditions is a well-known phenomenon that has grown substantially with ease of access to medical information facilitated by the internet and mobile technologies [1,2]. A large survey found that more than one-third of Americans self-diagnose when they encounter a health problem [3], and another study indicated that about 70% of American adults consult the internet for a variety of medical information [4].
The prevalence of self-diagnosis is leading countries and large epidemiologic centers to use the available information for public health goals [5,6]. Epidemics such as influenza and dengue fever have been tracked by observing the number of people who query internet search engines for the symptoms of these diseases [7,8]. A recent study showed the potential of identifying serious medical conditions, such as cervical and ovarian cancers, from people’s searches on online search engines [9]. These results suggest that search data could be used as a novel screening tool. Nevertheless, utilizing search engines as an effective screening tool requires an accurate characterization of how people use search engines for self-diagnosis. In addition, conditions need to be independently characterized to understand the type and number of people who are searching for information and the common words used for these searches. It is currently not known how commonly people conduct an online search for their condition before diagnosis by a health professional. Determining this will provide an important indication of the percentage of people for whom online data screening is applicable and the diseases for which internet-based screening is effective. The purpose of this study was to characterize the prevalence and content of searches made by users before a medical diagnosis by a health care professional.

In this work, we analyzed data from search engine users who self-identified their diagnosis of a medical condition and traced back the data to determine how many of these instances could have been predicted by an earlier search for the signs and symptoms of the condition by that same user. In addition, to better understand our search data results, we analyzed the association between the frequency of internet inquiries and the population’s general knowledge regarding certain conditions and their symptoms. We hypothesized that people inquire more about symptoms that they do not recognize or cannot associate with a certain disease.

**Methods**

**Search Data**

We extracted all queries made on Microsoft Bing in English by people in the United States between May 1, 2017, and April 30, 2018. For each user, we recorded an anonymized username, the time and date of the query, and the text used in the query. We focused on 20 medical conditions that are known to have evident symptoms, not systematically screened, not usually diagnosed in asymptomatic individuals by usual medical tests, and generally diagnosed after the investigation of specific symptoms. To ensure statistical power and validity, we limited the analysis to conditions for which at least 75 people self-identified their condition. The 20 conditions used in this study are listed in Table 1.

The population of self-identifying users was defined as those people who made a diagnosis ascertainment query (DAQ), indicating that they had been formally diagnosed with 1 of the 20 conditions analyzed in this study (eg, “I was diagnosed with COPD” or “I have COPD”). Queries that indicated the possibility of such a condition (eg, “do I have COPD”) were excluded. Specifically, DAQs were defined as queries that matched the phrases “I have” or “diagnosed with” and the name of the condition and excluded queries that contained any of the phrases “do I have,” “can I have,” “I think I have,” “did I have,” “nurse,” “patient,” “cat,” “dog,” “wife,” “husband,” “son,” or “daughter.”

For each condition, we calculated the fraction of people who queried about a relevant symptom before their first mention of the condition in the DAQ. The list of relevant symptoms was defined by two authors (IH and RA, both medical doctors) and enhanced using the synonym list developed by Yom-Tov and Gabrilovich [10].

In addition, symptoms were mapped to their perceived Medical Severity Rank (MSR), a validated measure of their apparent importance to both medical specialists and laypeople [11]. MSR measures the urgency of a symptom as perceived by people, from a symptom that requires immediate urgent care (MSR=1) to one that can be disregarded (MSR=10).

DAQs do not usually provide an indication of when the diagnosis was made. To estimate whether the DAQs are typically made around the time of diagnosis or throughout a person’s illness, we assessed if the time of the DAQ corresponded closely to the time of the first queries for hospitals, medical centers, or clinics. This analysis was conducted for each user indicating a diagnosis of 1 of the 3 malignant conditions (endometrial cancer, esophageal cancer, and lymphoma), where a hospital visit is usually required soon after the initial diagnosis is made.
### Table 1. Conditions analyzed, symptoms associated with them, and the percentage of people who asked about the symptoms before their first query indicating that they have the condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Symptoms</th>
<th>People with symptoms(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degenerative disc disease</td>
<td>Back pain, leg weakness, leg pain, leg numbness, leg tingling, loss of bowel control, and loss of bladder control</td>
<td>29/165 17.6</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disorder</td>
<td>Chronic cough, shortness of breath, dyspnea, recurrent pneumonia, wheezing, and dystonia</td>
<td>44/538 8.4</td>
</tr>
<tr>
<td>Menopause</td>
<td>Hot flash, night sweat, vaginal dryness, and alopecia</td>
<td>34/308 11.4</td>
</tr>
<tr>
<td>Heart failure</td>
<td>Shortness of breath, dyspnea, chronic cough, leg edema, leg swelling, rapid weight gain, and fatigue</td>
<td>116/896 12.9</td>
</tr>
<tr>
<td>Gout</td>
<td>Pain, tenderness, swelling, inflammation, and redness</td>
<td>520/2052 25.34</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>Diarrhea, abdominal pain, bloody bowel movement, rectal bleeding, tenesmus, lack of appetite, and fatigue</td>
<td>70/324 21.9</td>
</tr>
<tr>
<td>Bladder cancer</td>
<td>Blood in urine, hematuria, blood clots in urine, pain or burning sensation during urination, frequent urination, and not able to pass urine</td>
<td>33/302 11.3</td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>Tremor and bradykinesia</td>
<td>144/3613 4.01</td>
</tr>
<tr>
<td>Endometrial cancer</td>
<td>Discharge and bleeding</td>
<td>25/110 22.7</td>
</tr>
<tr>
<td>Crohn disease</td>
<td>Diarrhea, blood in stool, fatigue, abdominal pain, cramping, mouth sores, reduced appetite, weight loss, and fistula</td>
<td>146/894 16.4</td>
</tr>
<tr>
<td>Angina pectoris or coronary heart disease</td>
<td>Chest pain, chest pressure, chest tightness, shortness of breath, and heartburn</td>
<td>239/775 30.8</td>
</tr>
<tr>
<td>Grave’s disease</td>
<td>Anxiety, irritability, heat sensitivity, increased sweating, weight loss, enlargement of thyroid or goiter, frequent bowel movements, diarrhea, bulging eyes, rapid heartbeat, rapid pulse, irregular heartbeat, and atrial fibrillation</td>
<td>112/479 23.4</td>
</tr>
<tr>
<td>Esophageal cancer</td>
<td>Difficulty or pain while swallowing solid food, vomiting, choking on food, heartburn, chest pressure, weight loss, coughing, and hoarseness</td>
<td>29/119 24.4</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>Enlarged lymph nodes, night sweats, weight loss, intermittent fever, and fatigue</td>
<td>177/849 21.0</td>
</tr>
<tr>
<td>Plantar fasciitis</td>
<td>Foot pain and heel pain</td>
<td>10/212 5.2</td>
</tr>
<tr>
<td>Cellulitis</td>
<td>Painful area of skin, leg, foot, hand, or face; skin erythema or redness; skin edema; hot skin; and dropy</td>
<td>4/278 1.8</td>
</tr>
<tr>
<td>Prostatitis</td>
<td>Painful, difficult, or frequent urination, blood in urine, groin pain, rectal pain, abdominal pain, low back pain, malaise, body aches, urethral discharge, and painful ejaculation or sexual dysfunction</td>
<td>12/103 12.6</td>
</tr>
<tr>
<td>Mastitis</td>
<td>Breast tenderness, pain or burning sensation, breast warmth or redness, breast swelling or thickening, breast lump, breast pain or burning, and malaise</td>
<td>10/90 12.2</td>
</tr>
<tr>
<td>Bell’s palsy</td>
<td>Facial paralysis on one side; drooping of the mouth to one side; asymmetrical mouth movement or smile; loss of blinking on one side; decreased or increased tearing; altered sense of taste; slurred speech; drooling; difficulty eating, drinking, or chewing; and pain or numbness behind the ear</td>
<td>6/168 3.6</td>
</tr>
<tr>
<td>Mononucleosis</td>
<td>Sore throat, malaise, headache, loss of appetite, myalgia, muscle pain, chills, and nausea</td>
<td>21/91 22.8</td>
</tr>
</tbody>
</table>

\(^a\)Average=15.49\% (1792/12,367).

### Survey Data

To estimate whether laypeople recognize the investigated medical conditions and their symptoms, we conducted a survey using the crowdsourcing platform CrowdFlower. We randomly selected 104 actual condition and symptom pairs and created another 156 random pairs. The latter were created by randomly matching a condition and a symptom and then verifying that the symptom is not manifested in the selected condition. A total of 10 crowdsourced workers were asked to answer, for each of the 260 pairs, whether they recognized the name of the medical condition and whether they thought that the given symptom could be the sign of the condition.

Laypeople’s knowledge about certain conditions and their symptoms, as determined through the surveys, was compared with the rate of searches for these symptoms in our search data.

### Statistics

Data analysis was conducted using MATLAB version 9.4.0. Spearman correlation was used to evaluate associations. The level of significance was set as 5% \((P<.05)\). The Institutional...
Results

On average, 618 people (mean SE 189) self-identified their diagnosis from 1 of the 20 analyzed conditions by making a DAQ. The users asked about each symptom, on average, 1.7 times. Table 1 lists the 20 conditions analyzed, the symptoms that were designated as being associated with that condition, and the percentage of people who queried about their symptoms before a formal diagnosis was made. On average, 15.49% (1792/12,367, SD 8.4%) of people queried about their symptoms before receiving a formal medical diagnosis.

There was a significant correlation between the percentage of people querying about a condition and the median number of days between the first symptom query and the DAQ (rho=0.60; P=.005; number of conditions=20). Thus, patients with conditions that had a longer duration between the onset of symptoms and the time of diagnosis were more likely to query for symptoms before they received a medical diagnosis.

We labeled each condition according to the lowest (most causing) MSR for the related symptoms. We focused on the most worrying symptoms because of prior work, which shows that people most often recall the worst experience of pain [12,13], and thus, we hypothesized that people would be driven to search for the most worrying symptoms. A total of 4 conditions were excluded from this calculation because they had no symptoms for which Youngmann and Yom-Tov [11] provided an MSR. We found that more people inquired about the symptoms of a condition before a formal medical diagnosis (429/2328, 19.13%) for conditions that had an MSR >2 (1382/10,107, 16.81%) compared to those that had an MSR ≤2 as compared to those that had an MSR >2 (1382/10,107, 16.81%). Thus, people tended to query 14% more for diseases with more worrying symptoms (lower MSR) than those with less distressing symptoms.

A total of 4636 condition-symptom pairs were evaluated by crowdsourced workers in a survey aimed at estimating whether laypeople recognize the 20 investigated medical conditions and their symptoms. The responders reported recognizing the condition in 86% (3987/4636) of the pairs presented to them. The least recognized conditions were plantar fasciitis (40%, 16/40) and chronic obstructive pulmonary disorder (29%, 132/462). As described in the Methods section, our survey included actual disease-symptom pairs and sham disease-symptom pairs. For the real pairs, 86% (3987/4636) of responses correctly identified the pair as being associated. A similar level of success was observed for the sham pair, with 74% of the responses correctly indicating that the symptom was not associated with the disease.

Spearman correlation between the percentage of people querying for the symptom of a condition on Bing and the percentage of people who correctly recognized its symptoms in the survey was −0.47 (P=.08; number of conditions=14). This means that people tend to query more for conditions with less recognizable symptoms.

To estimate whether the DAQs give an accurate indication of the time of initial diagnosis, we compared the timing of the DAQ with the first query about a hospital in the three malignant conditions. These specific conditions were analyzed because a hospital visit is usually required soon after the initial diagnosis is made. Table 2 shows the median time from the first query for a hospital or clinic until the first DAQ, the percentage of people querying for a hospital. Figure 1 shows the distribution of the number of days between a query for a hospital and a query indicating a formal diagnosis, for all three conditions. There was no significant difference in time between queries for hospitals and queries for clinics (P>.05; rank sum test). As shown in Table 2 and Figure 1, there is only a short lag between the queries for a hospital and queries indicating a formal medical diagnosis. Indeed, 67% of queries for hospitals were within a window of 2 weeks before or after the DAQ (47% within a week around the DAQ). Figure 1 shows a clear peak for the first hospital search occurring on the same day as the DAQ (19% of queries). Thus, queries indicative of diagnosis, specifically DAQs, correspond to the time of the actual diagnosis.

Table 2. The time from the first query for a hospital and the first query indicating the condition, the percentage of times the hospital query occurred before the diagnosis query, and the percentage of people who queried for a hospital.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Median time from hospital query to diagnosis query (days)</th>
<th>Queries for hospitals made before queries for diagnosis</th>
<th>People who inquired about a hospital</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N</td>
<td>%</td>
<td>n/N</td>
</tr>
<tr>
<td>Endometrial cancer</td>
<td>2.5</td>
<td>46/72</td>
<td>64</td>
</tr>
<tr>
<td>Esophageal cancer</td>
<td>14.3</td>
<td>45/66</td>
<td>68</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>6.6</td>
<td>304/478</td>
<td>63.6</td>
</tr>
</tbody>
</table>

aAverage=7.8.
bAverage=65% (395/616).
cAverage=59% (616/1078).
Discussion

Internet interventions for public health have increased dramatically in the past decade, with multiple interventions across a wide range of conditions and populations. Following rapid developments in the last few years, it has been suggested that studies on internet interventions in the current decade will determine both the effectiveness and potential of such online interventions on public health [14].

It is well known that people search for symptoms on the internet before consulting a medical professional [15]. However, there has been no detailed characterization of when or what people inquire about when symptoms appear.

We found that an average of 15.5% of people queried for their symptoms before receiving a medical diagnosis from a health care professional, and we found high variability in this figure among the 20 conditions analyzed in our study. For instance, only 1.8% of patients diagnosed with cellulitis searched for a painful red area of skin before a medical diagnosis was made, compared with 30.8% of patients diagnosed with coronary heart disease who searched for chest pain or shortness of breath before receiving a medical diagnosis.

Our results showed that more people search for symptoms when the time between that first search to a formal diagnosis is longer (Spearman rho=0.6). One possible explanation for this correlation is that a long period of diagnosis gives an opportunity for more people to ask online about the condition. Another possible explanation is that people who search the internet for symptoms tend to do more thinking and consulting before approaching a medical professional, thus delaying their diagnosis. If the latter is true, better information needs to be provided to information seekers when it is likely that they have an acute condition that needs prompt treatment, emphasizing the need to enable internet-based screening for certain conditions.

The finding that most people inquire about hospitals around the time of making queries that suggest a diagnosis supports our assumption that such queries are made around the time of actual diagnosis. This concurs with past studies [16] that found that the number of people querying for different types of cancer were correlated with the incidence of cancers, not prevalence.

The survey results show that the conditions we studied and the match between the condition and symptom are well recognized. However, some conditions were less recognized than others. By comparing our survey results and our search data results, we showed a negative correlation between the rate of inquiry and the knowledge about a condition, suggesting that the less people know about a condition, the more they query for its symptoms. This result was not statistically significant ($P=0.08$), but there is clearly a pattern that could illuminate one of the basic motives for people to first approach the Web when symptoms occur.

Our study limitations are inherent in a search engine data study, including the dependence on the user’s declaration of diagnosis, which assumes the exclusion of healthy people searching for diseases out of general curiosity. The main limitation is that most users do not declare the diagnosis in a search and therefore cannot be identified as patients. Moreover, users who self-declare their diagnosis are known to be a biased sample of patients, comprising relatively more females and younger people [17], a bias caused by a preference for query length. Thus, the prior rate of queries could be more heavily reflective of these population segments than that of the general population.

Although we have strived to find a comprehensive list of symptoms for each condition (including synonyms thereof), some symptoms could have been missed, especially colloquial references to symptoms, and these, if included, could have increased the reported percentage of searches for symptoms before the formal medical diagnosis. In addition, as our observation window is finite (1 year), people might have queried for their symptoms before the beginning of the data period.
Such searches might increase the reported fraction of people performing searches for disease by approximately 1/12, meaning that the average percentage of people conducting an online search for a disease would be approximately 16.8%.

Finally, a symptom could be related to multiple underlying conditions. Although we have tried to focus on conditions with clear and distinct symptoms, such cases could have skewed our estimate for the search rates.

Despite these shortcomings, the strength of the study is significant; it is based on a diverse cohort made available because most people in industrialized countries now have access to the internet and use search engines as their primary data source when seeking health-related information [4]. This, together with our new understanding of when and how people seek information on symptoms, may enable future systems for screening of serious medical conditions from internet data, in general, and search queries, in particular, thereby overcoming the barriers of health illiteracy, unfamiliarity with medical conditions, and difficult access to the health system. Our hope is that such systems will enable earlier diagnosis of many serious medical conditions.
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Abstract

Background: Doctors’ interactions with and attitudes toward e-patients have an overall impact on health care delivery.

Objective: This study aimed to gauge surgeons’ interactions with e-patients, their attitudes toward those e-patient activities, the possible impact on the delivery of health care, and the reasons behind those activities and attitudes.

Methods: We created a paper-based and electronic survey form based on pertinent variables identified in the literature, and from March 2018 to July 2018 we surveyed 49 surgeons in Germany and 59 surgeons in Oman, asking them about their interactions with and attitudes toward e-patients. Data were stored in Microsoft Excel and SPSS, and descriptive statistics, Pearson correlations, and chi-square tests were performed on the data.

Results: Of our sample, 71% (35/49) of the German surgeons and 56% (33/59) of the Omani surgeons communicated electronically with their patients. Although the German surgeons spent a greater percentage of Internet usage time on work-related activities ($\chi^2 = 32.5; P = .02$) than the Omani surgeons, there were many similarities in their activities. An outstanding difference was that the German surgeons used email with their patients more than the Omani surgeons ($\chi^2 = 9.0; P = .003$), and the Omani surgeons used social media, specifically WhatsApp, more than the German surgeons ($\chi^2 = 18.6; P < .001$). Overall, the surgeons were equally positive about the most common e-patient activities such as bringing material from the internet to the consultation (mean 4.11, SD 1.6), although the German surgeons (mean 3.43, SD 1.9) were more concerned ($P = .001$) than the Omani surgeons (mean 2.32, SD 1.3) about the potential loss of control and time consumption (German: mean 5.10, SD 1.4 and Omani: mean 3.92, SD 1.6; $P < .001$).

Conclusions: The interactions show a high degree of engagement with e-patients. The differences between the German and the Omani surgeons in the preferred methods of communication are possibly closely linked to cultural differences and recent historical events. These differences may, moreover, indicate e-patients’ desired method of electronic communication to include social media. The low impact of surgeons’ attitudes on the activities may also result from a normalization of many e-patient activities, irrespective of the doctors’ attitudes and influences.

(J Med Internet Res 2020;22(3):e14646) doi:10.2196/14646
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Introduction

Background and Literature

The overall impact of the engaged and better-informed patient on the patient-doctor relationship can be positive or negative [1,2]. The internet, moreover, has introduced a new dimension to the engaged and better-informed patient (ie, the e-patient). In short, e-patients are patients who are “equipped, enabled, empowered and engaged in their health and health care decisions” [3] and who use “the Internet to gather information about a medical condition of particular interest to them” [3].

This is not the place to give a more detailed account of e-patient activities; nevertheless, it is useful to note that typical activities involve searching for medical and health-related information on the internet, joining Web-based patient discussion groups, communicating electronically with their physicians, accessing their electronic medical records, accessing their laboratory results, using personal health records, researching their physician’s electronic footprint, and other electronically based health-related activities [4-16].

The term e-patient has only recently gained traction in the medical literature. A PubMed/Medical Literature Analysis and Retrieval System Online search by the authors for articles published before 2011 and referring to the term e-patient or epatient in the title or abstract revealed only 5 citations. The same search for the years 2011 to 2019 conducted in March 2019 revealed 24 citations.

Similar to the impact of the engaged patient before the advent of the internet, the e-patient’s activities’ impact on the patient-doctor relationship can vary, with some doctors reporting a worsening relationship and others reporting a strengthening of the relationship and improved health care [11,17-19].

In general, a more engaged patient can result in better health outcomes and lower costs [20,21]. In the domain of surgery, more informed patients have experienced less postoperative pain than uninformed patients [22]. It is known that e-patients consult the internet pre surgery and post surgery, and approximately 20% of e-patients consult websites recommended by their surgeon or doctor and rate those websites higher in quality than other sites they have consulted [12]. It is also known that e-patients use the internet to research their surgeons, although this is not always welcomed by surgeons [12].

There is strong evidence that doctors’ attitudes toward patients’ use of the internet, especially if they recommend sites to their patients, directly influence those patients’ usage; the quality of material found; and, by extension, the patient-doctor relationship [12]. Worryingly, however, international research shows that approximately 65% to 80% of e-patients do not share this information with their doctors, primarily because of their doctors’ negative attitudes toward the internet [19]. One can only speculate the harm to the patient-doctor relationship and the communication breakdown that could result from this.

Setting

In Germany and Oman, approximately 96% and 80% of the population has access to the internet, respectively [23,24]. A 2009 survey indicated that there were some 40 million e-patients in Germany [25]; based on internet usage in Germany from 2016, this figure can be calculated at approximately 49 million or higher [26]. This number represents a potentially great impact on the patient-doctor relationship.

There are currently no similar figures for e-patients in Oman. That said, the internet usage adoption rate in Oman, although behind Germany, has followed the trend of increasing usage seen in Germany and other countries [4]. Given this, there is reason to believe that e-patient activities will also follow similar trends. There is, however, always the possibility of differences in practice because of differences in culture, history, and other influencing factors, so one should not too easily make assumptions about one country’s practices based on practices in others.

Aim of the Study

This study focuses on surgeons’ attitudes toward e-patients in Germany and Oman. The aim of this study was to gauge surgeons’ interactions with e-patients, their attitudes toward those e-patient activities, the possible impact on the delivery of health care, and the reasons behind those activities and attitudes.

This knowledge would give us some idea of the impact of e-patient activity on the patient-surgeon relationship in these 2 countries.

Methods

Variables

As part of the study was a comparison between the 2 countries, the first independent variable was the country in which the surgeon resided. Our selection of further independent variables to be studied was guided by the literature that had indicated possible predictors of attitudes toward e-patients. These included the doctors’ age and gender, amount of internet usage, and work-related time on the internet and the assumption that patients with chronic conditions who have access to the internet are more likely to be engaged in self-care and communicate electronically with doctors [2,9,13,16].

In addition, as there would be variations in usage and we wished to know if these variations might have an impact on attitudes, we asked questions about the specific internet sites that doctors visited.

The dependent variables were guided by the knowledge and activities described as typical e-patient activities, as listed above, also derived from the literature on the e-patient [4-16]. The last variables on attitudes toward the e-patient were questions derived from a study by Moick and Terlutter [27], described in more detail below.

Questionnaire

The description of the questionnaire design and delivery follows the Checklist for Reporting Results of Internet E-Surveys checklist (see Multimedia Appendix 1).

In Germany, the questionnaire was delivered to all surgeons from the General, Transplant, Visceral, Heart, and Orthopedic and Trauma Surgery Departments from the University Hospital,
Tübingen, and the affiliated Berufsgenossenschaftliche Unfallklinik, Tübingen. The questionnaire was on paper and in an electronic format, using Google Forms. English fluency could be assumed among German doctors working in an academic environment, so the questionnaire was administered in English. Ethics approval was obtained from the University of Tübingen’s Medical Ethics Committee (No. 001/2018BO2).

In Oman, the questionnaire was delivered to surgeons in the Department of Surgery at Sultan Qaboos University Hospital (including those surgeons affiliated to the department from the Oman Medical Association). The questionnaire was on paper and in an electronic format, using SurveyMonkey (SVMK Inc, San Mateo, CA). As all doctors in Oman need to be fluent in English, the questionnaire was delivered in English. Ethics approval was obtained from the Sultan Qaboos University College of Medicine Research Ethics Committee (MREC#1628).

In all cases, the information sheet and consent form contained the title and a brief description of the research project, names and contact details of the researchers, a brief statement about risks to the participants, confidentiality, storage of information (256-bit encryption), the voluntary nature of the participation, and permission to retain (or obtain) a copy of the informed consent form. All surgeons signed the informed consent form or checked an appropriate box on the electronic form. After the collection of the paper forms, the signed consent form was separated from the questionnaire and stored in a separate location.

For the core of the questionnaire design, we elected to use the relevant part of the survey form designed by Moick and Terlutter [27]. Moick and Terlutter’s questionnaire was based on issues raised in the medical literature, and they determined it to be internally consistent. The questionnaire consists of 6 items about attitudes of online informed patients, ranging from 1 (absolutely disagree) to 7 (absolutely agree). As a double check, we inspected the literature that Moick and Terlutter had cited in the construction of their questionnaire. We did this to ensure that those sources did support the construction of their questions and accepted the questions as valid.

In addition to the questions from Moick and Terlutter, other literature [13] and surgeons were consulted to add further questions. The final version of the questionnaire is provided in Multimedia Appendix 2. The Web-based version was delivered on a single, scrollable screen so that the surgeons could review all their answers before submission.

Questionnaire Delivery
The surgeons were contacted through internal electronic mailing lists and WhatsApp groups and directed to the Web-based forms through URLs. Where surgeons preferred the paper form, these were delivered to them. No incentives were offered to the surgeons for the completion of the form. The data collection was performed from March 2018 to July 2018.

To maintain confidentiality and on the grounds that these are extremely easy to circumvent, no checks or preventative measures through cookies or internet protocol address identification were taken.

Data Analysis
All questionnaires were analyzed. Data were stored in Microsoft Excel 2016 and SPSS (version 25). Means, standard deviations, and frequencies were calculated. The data were normally distributed. Owing to this, Pearson correlations were run to examine correlations between the appropriate variables described above. To test for the differences between the German and Omani surgeons, chi-square tests and t tests for independent samples were conducted. Corrections for multiple testing were based on Bonferroni correction. (For the sake of brevity, the Results section speaks of the German and the Omani surgeons, although the reader should remember that this does not refer to their nationality but their location at the time of this study.)

Results

General
A total of 38% (49/128) German surgeons and 71% (59/83) Omani surgeons completed the survey. Of all the surgeons, only 6 Omani surgeons completed the survey on paper, so the number was too small to run any comparative statistical tests. In addition, the tables below show summary data only. Multimedia Appendix 3 contains charts with more details.

Demographics and Setting
We established the surgeons’ age; gender; and whether the majority of their patients suffered from chronic, acute, or roughly the same types of condition. Table 1 summarizes these results.
Table 1. Surgeons’ age, gender, and majority of patients, by country.

<table>
<thead>
<tr>
<th>Category</th>
<th>Germany (n=49)</th>
<th>Oman (n=59)</th>
<th>Overall (n=108)</th>
<th>Statistics</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>36.27 (8.83)</td>
<td>44.19 (9.59)</td>
<td>40.56 (10.07)</td>
<td>4.43 (104)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.001</td>
</tr>
<tr>
<td>Range</td>
<td>26-62</td>
<td>25-61</td>
<td>25-62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17 (34.7)</td>
<td>13 (22.0)</td>
<td>30 (27.8)</td>
<td></td>
<td>2.2 (2)</td>
<td>.33</td>
</tr>
<tr>
<td>Male</td>
<td>31 (63.3)</td>
<td>45 (76.3)</td>
<td>76 (70.4)</td>
<td></td>
<td>10.5 (2)</td>
<td>.01</td>
</tr>
<tr>
<td>Unknown gender</td>
<td>1 (2.0)</td>
<td>1 (1.7)</td>
<td>2 (1.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Types of condition, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic</td>
<td>5 (10.2)</td>
<td>22 (37.3)</td>
<td>27 (25.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute</td>
<td>10 (20.4)</td>
<td>8 (13.6)</td>
<td>18 (16.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>34 (69.4)</td>
<td>29 (49.2)</td>
<td>63 (58.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.

For most of the practices and attitudes given below, the figures will be viewed in light of the figures in Table 1.

Internet Usage

We measured the surgeon’s internet usage, both broadly and more specifically, their knowledge and usage of sites and apps. When regarding the hours per day spent on the internet, there was no significant effect for origin (P=.67), age (P=.06), gender (P=.97), or condition type (P=.67). Table 2 shows the number of hours spent per day on the internet.

The German surgeons had a higher percentage of time (mean 60.04, SD 17.95) devoted to work-related activities (<i>t</i><sub>106</sub>=−3.72; <i>P</i>&lt;.001) than the Omani surgeons (mean 45.34, SD 23.10). There was no difference between the work-related internet time and age (<i>P</i>=.15), gender (<i>P</i>=.21) or condition type (<i>P</i>=.91).

Delving further into work-related activities, we asked which sites and apps the surgeons knew about and used at least once per month. This would help to complete an overall picture of the surgeons’ general familiarity with medically related websites and apps. (As can be seen from the questionnaire in Multimedia Appendix 1, examples of each of these categories were provided in case the subjects were not sure of what was meant by the category.) Tables 3 to 6 provide these figures.

Although there is similar knowledge of general references, databases, and journals, a significantly higher proportion of the German surgeons have knowledge about books, videos, networking sites, official sites, and magazines (Table 3).

Interestingly, however, when looking at the usage of these sites, most of these differences are reduced or even disappear. The use of databases is an exception, with usage by Omani surgeons far less than that by German surgeons (Table 4).

When viewing surgeon’s knowledge of apps, again we see differences, with the German surgeons usually having greater knowledge than the Omani surgeons. A notable exception is Continuing Professional Development (CPD) apps (Table 5).

With app usage, most of the differences (including CPD) are removed, except for tools apps (Table 6).

Table 2. Hours spent per day on the internet.

<table>
<thead>
<tr>
<th>Country</th>
<th>Hours</th>
<th>0</th>
<th>1-2</th>
<th>3-4</th>
<th>5-6</th>
<th>7-8</th>
<th>9-10</th>
<th>&gt;10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany, n (%)</td>
<td>0 (0)</td>
<td>21 (42.9)</td>
<td>15 (30.6)</td>
<td>5 (10.2)</td>
<td>3 (6.1)</td>
<td>2 (4.1)</td>
<td>3 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Oman, n (%)</td>
<td>0 (0)</td>
<td>23 (39.0)</td>
<td>24 (40.7)</td>
<td>9 (15.3)</td>
<td>2 (3.4)</td>
<td>1 (1.7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Overall, n (%)</td>
<td>0 (0)</td>
<td>44 (40.7)</td>
<td>39 (36.1)</td>
<td>14 (13.0)</td>
<td>5 (4.6)</td>
<td>3 (2.8)</td>
<td>3 (2.8)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3. Surgeons’ knowledge of sites, by country.

<table>
<thead>
<tr>
<th>Site</th>
<th>Germany (n=49), n (%)</th>
<th>Oman (n=59), n (%)</th>
<th>Total (N=108), n (%)</th>
<th>Statistics</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books</td>
<td>46 (93.9)</td>
<td>42 (71.2)</td>
<td>88 (81.5)</td>
<td></td>
<td>8.4 (1)</td>
<td>.004</td>
</tr>
<tr>
<td>Videos</td>
<td>36 (73.5)</td>
<td>27 (45.8)</td>
<td>63 (58.3)</td>
<td></td>
<td>8.0 (1)</td>
<td>.005</td>
</tr>
<tr>
<td>General references</td>
<td>41 (83.7)</td>
<td>48 (81.4)</td>
<td>89 (82.4)</td>
<td></td>
<td>0.0 (1)</td>
<td>.90</td>
</tr>
<tr>
<td>Networking sites</td>
<td>22 (44.9)</td>
<td>10 (16.9)</td>
<td>32 (29.6)</td>
<td></td>
<td>9.7 (1)</td>
<td>.002</td>
</tr>
<tr>
<td>Official/institution</td>
<td>32 (65.3)</td>
<td>24 (40.7)</td>
<td>56 (51.9)</td>
<td></td>
<td>6.1 (1)</td>
<td>.01</td>
</tr>
<tr>
<td>Databases</td>
<td>49 (100.0)</td>
<td>55 (93.2)</td>
<td>104 (96.3)</td>
<td></td>
<td>2.6 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>Journals</td>
<td>44 (89.8)</td>
<td>50 (84.7)</td>
<td>94 (87.0)</td>
<td></td>
<td>0.3 (1)</td>
<td>.57</td>
</tr>
<tr>
<td>Magazines</td>
<td>36 (73.5)</td>
<td>11 (18.6)</td>
<td>47 (43.5)</td>
<td></td>
<td>32.0 (1)</td>
<td>.001</td>
</tr>
</tbody>
</table>

### Table 4. Surgeons’ use of sites at least once per month, by country.

<table>
<thead>
<tr>
<th>Site</th>
<th>Germany (n=49), n (%)</th>
<th>Oman (n=59), n (%)</th>
<th>Total (N=108), n (%)</th>
<th>Statistics</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books</td>
<td>33 (67.3)</td>
<td>29 (49.2)</td>
<td>62 (57.4)</td>
<td></td>
<td>2.9 (1)</td>
<td>.09</td>
</tr>
<tr>
<td>Videos</td>
<td>24 (49.0)</td>
<td>17 (28.8)</td>
<td>41 (38.0)</td>
<td></td>
<td>4.1 (1)</td>
<td>.04</td>
</tr>
<tr>
<td>General references</td>
<td>31 (63.3)</td>
<td>39 (66.1)</td>
<td>70 (64.8)</td>
<td></td>
<td>0.3 (1)</td>
<td>.58</td>
</tr>
<tr>
<td>Networking sites</td>
<td>9 (18.4)</td>
<td>4 (6.8)</td>
<td>13 (12.0)</td>
<td></td>
<td>3.2 (1)</td>
<td>.08</td>
</tr>
<tr>
<td>Official/institution</td>
<td>10 (20.4)</td>
<td>15 (25.4)</td>
<td>25 (23.1)</td>
<td></td>
<td>0.5 (1)</td>
<td>.48</td>
</tr>
<tr>
<td>Databases</td>
<td>48 (98.0)</td>
<td>42 (71.2)</td>
<td>90 (83.3)</td>
<td></td>
<td>12.1 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Journals</td>
<td>31 (63.3)</td>
<td>36 (61.0)</td>
<td>67 (62.0)</td>
<td></td>
<td>0.0 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Magazines</td>
<td>9 (18.4)</td>
<td>7 (11.9)</td>
<td>16 (14.8)</td>
<td></td>
<td>0.7 (1)</td>
<td>.40</td>
</tr>
</tbody>
</table>

### Table 5. Surgeons’ knowledge of these apps, by country.

<table>
<thead>
<tr>
<th>App Types</th>
<th>Germany (n=49), n (%)</th>
<th>Oman (n=59), n (%)</th>
<th>Total (N=108), n (%)</th>
<th>Statistics</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring</td>
<td>25 (51.0)</td>
<td>14 (23.7)</td>
<td>39 (36.1)</td>
<td></td>
<td>8.3 (1)</td>
<td>.004</td>
</tr>
<tr>
<td>Information</td>
<td>34 (69.4)</td>
<td>35 (59.3)</td>
<td>69 (63.9)</td>
<td></td>
<td>1.0 (1)</td>
<td>.33</td>
</tr>
<tr>
<td>Continuing Professional Development</td>
<td>20 (40.8)</td>
<td>36 (61.0)</td>
<td>56 (51.9)</td>
<td></td>
<td>4.8 (1)</td>
<td>.03</td>
</tr>
<tr>
<td>Tools</td>
<td>34 (69.4)</td>
<td>22 (37.3)</td>
<td>56 (51.9)</td>
<td></td>
<td>10.5 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Videos</td>
<td>27 (55.1)</td>
<td>32 (54.2)</td>
<td>59 (54.6)</td>
<td></td>
<td>0.00 (1)</td>
<td>.99</td>
</tr>
</tbody>
</table>

### Table 6. Surgeons’ use of these apps at least once per month, by country.

<table>
<thead>
<tr>
<th>App Types</th>
<th>Germany (n=49), n (%)</th>
<th>Oman (n=59), n (%)</th>
<th>Total (N=108), n (%)</th>
<th>Statistics</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring</td>
<td>8 (16.3)</td>
<td>5 (8.5)</td>
<td>13 (12.0)</td>
<td></td>
<td>1.5 (1)</td>
<td>.22</td>
</tr>
<tr>
<td>Information</td>
<td>27 (55.1)</td>
<td>26 (44.1)</td>
<td>53 (49.1)</td>
<td></td>
<td>1.1 (1)</td>
<td>.29</td>
</tr>
<tr>
<td>Continuing Professional Development</td>
<td>13 (26.5)</td>
<td>24 (40.7)</td>
<td>37 (34.3)</td>
<td></td>
<td>2.6 (1)</td>
<td>.12</td>
</tr>
<tr>
<td>Tools</td>
<td>23 (46.9)</td>
<td>15 (25.4)</td>
<td>38 (35.2)</td>
<td></td>
<td>5.2 (1)</td>
<td>.02</td>
</tr>
<tr>
<td>Videos</td>
<td>16 (32.7)</td>
<td>29 (49.2)</td>
<td>45 (41.7)</td>
<td></td>
<td>3.3 (1)</td>
<td>.07</td>
</tr>
</tbody>
</table>
**E-Patient**

We wanted to know if the surgeons engaged in the types of communication with e-patients that the literature had identified, their experience with e-patients, and their attitudes toward some of the implications of e-patient activities. The last set of questions would also allow a comparison with the data from the study by Moick and Terlutter [27].

We began our investigation of the surgeons’ interactions and attitudes toward the e-patient by examining whether or not the surgeons were aware of the terminology. Of these surgeons, fewer German (23/49, 46%) than Omani (34/59, 57%) surgeons had heard of the term *e-patient*; however, this difference is not significant ($\chi^2=0.6; P=.23$).

Of these surgeons, 71% (35/49) German and 55% (33/59) Omani surgeons communicated electronically with patients ($\chi^2=2.8; P=.10$).

Given that electronic communication can take various forms, we wanted to see if there were differences in the methods of electronic communication between the 2 countries. Table 7 shows the method of communication used by the surgeons who communicate electronically with patients. The figures for email communication, WhatsApp, and Twitter are significantly different, with the German doctors preferring email, and the Omani surgeons use both email and WhatsApp equally, and some Omani surgeons use Twitter. We should also note that there are several Messenger apps (eg, WhatsApp Messenger and Facebook Messenger), so the 2 items from that category might actually belong elsewhere, for example, WhatsApp or Facebook. Either way, this is a social media site, rather than email. These differences in methods of electronic communication are discussed in more detail in the Discussion section.

In addition to knowing how many surgeons communicate electronically with their patients, we wanted to know what percentage of their patients use email to communicate with them. The results indicate that the German surgeons communicated with a larger percentage of their patients via email than the Omani surgeons ($\chi^2=25.1; P=.003$). In addition, when looking on a metric level, for the German surgeons, email usage was strongly associated with their overall amount of internet usage (Pearson $r=0.522; P<.001$); this association was not found with the Omani surgeons.

Similarly, we wished to find out what percentage of their patients communicate with the surgeons via social media. The Omani surgeons communicated with a far greater amount of their patients via social media than the German surgeons ($\chi^2=48.6; P<.001$).

An important aspect of the e-patient is the patient who brings material from the internet to the doctor. Of the surgeons, 89% (44/49) German and 84% (50/59) Omani surgeons indicated that patients bring information from the internet to the consultation ($\chi^2=18.9; P=.09$).

Correspondingly, we wished to know how frequently surgeons recommend websites or apps to their patients. Of the surgeons, 40% (20/49) German and 49% (29/59) Omani surgeons recommended a website or app to their patients at least once per month ($\chi^2=3.5; P=.06$).

For the German surgeons, the number of website recommendations was strongly associated with the amount of internet usage (Pearson $r=0.326; P=.02$).

Interestingly, the impact of these recommendations on the patients appeared minimal, as there was no association between the number of recommendations and the frequency that patients are bringing information from the internet to the consultation ($P=.06$).

Of the specific websites or apps recommended by the German surgeons, 19 sites were mentioned, but no site was recommended more than once. From the Omani surgeons, 13 sites were mentioned. The 3 most recommended sites were Google (11), Medscape, and YouTube (3 each). All other sites were recommended only once. (Of interest, the top 3 Omani sites [Google, Medscape, and YouTube] were not recommended at all by the German surgeons.)

---

**Table 7. Surgeons’ methods of electronic communication with patients, by country.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Germany (n=35), n (%)</th>
<th>Oman (n=33), n (%)</th>
<th>Total (N=68), n (%)</th>
<th>Statistics</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chi-square value (df)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td></td>
<td></td>
<td></td>
<td>9.0 (1)</td>
<td>.003</td>
</tr>
<tr>
<td>Social media</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>1 (2.9)</td>
<td>21 (63.6)</td>
<td>22 (32.4)</td>
<td>18.6 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Twitter</td>
<td>0 (0.0)</td>
<td>7 (21.2)</td>
<td>7 (10.3)</td>
<td>6.3 (1)</td>
<td>.008</td>
</tr>
<tr>
<td>Facebook</td>
<td>1 (2.9)</td>
<td>5 (15.2)</td>
<td>6 (8.8)</td>
<td>2.2 (1)</td>
<td>.10</td>
</tr>
<tr>
<td>Instagram</td>
<td>0 (0.0)</td>
<td>2 (6.1)</td>
<td>2 (2.9)</td>
<td>1.7 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>Messenger</td>
<td>0 (0.0)</td>
<td>2 (6.1)</td>
<td>2 (2.9)</td>
<td>1.7 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2.9)</td>
<td>0 (0.0)</td>
<td>1 (1.5)</td>
<td>1.5 (1)</td>
<td>.32</td>
</tr>
</tbody>
</table>
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In addition to surgeons’ behaviors, we wanted to know about their attitudes toward e-patient behaviors, particularly regarding the patient-doctor relationship. Table 8 shows results from statements beginning with “If a patient brought some health-related information to a consultation...” and based on a Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree).

The surgeons from both the countries felt more positive than negative about patients’ bringing health-related information from the internet to the consultation, and there was no difference between the 2 countries on this question. There was an inverse effect with age for Germany, but there was no other effect by age ($P=.11$), gender ($P=.69$), or condition type ($P=.52$). There was no effect between the answers to this question and the number of electronic interactions with patients via email or the percentage of patients with whom they communicate via email ($P=.14$).

The surgeons from both the countries were prepared to correct wrong or incomplete information, and there was no difference between the 2 countries on this question and no associations with age ($P=.69$), gender ($P=.95$), or condition type ($P=.95$). Although the surgeons from neither country felt very strongly about the loss of control, there was a difference between the 2 countries on this question, with the German surgeons feeling more strongly about this. There were no associations by condition type ($P=.71$) but an overall association by gender, with males feeling more strongly about this issue ($P=.005$).

The German surgeons felt more strongly than the Omani surgeons about time-consuming consultations, and there was an inverse association with age among the Omani doctors ($r=-0.282; P=.003$).

Generally, the surgeons felt that the resultant communication would lead to an improvement in the patient-doctor relationship, and there was no difference between the 2 countries on this question and no effect by age ($P=.99$), gender ($P=.52$), or condition type ($P=.97$).

The surgeons were disinclined to prescribe different medications, and there was no difference between the 2 countries on this question and no effect by age ($P=.34$), gender ($P=.06$), or condition type ($P=.83$).

Finally, because surgeons’ attitudes can be associated with the amount of interaction with e-patients, we looked for any associations between the most common activities and the answers to the above 6 questions in general and on the country level. Of all these, the only association was between the percentage of patients bringing in information from the internet ($r=0.278; P=.004$) and the likelihood that the surgeons would prescribe a desired medication.

Table 8. Summary of responses to attitude statements.

<table>
<thead>
<tr>
<th>Item</th>
<th>Germany (n=49), mean (SD)</th>
<th>Oman (n=59), mean (SD)</th>
<th>Overall (n=108), mean (SD)</th>
<th>Statistics</th>
<th>$t$ value (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think it is generally positive.</td>
<td>4.20 (1.5)</td>
<td>4.03 (1.7)</td>
<td>4.11 (1.6)</td>
<td>$-0.56$</td>
<td>(105)</td>
<td>.58</td>
</tr>
<tr>
<td>I am prepared to correct wrong, incomplete, and misunderstood</td>
<td>5.12 (1.7)</td>
<td>5.03 (1.3)</td>
<td>5.10 (1.8)</td>
<td>$-0.11$</td>
<td>(104)</td>
<td>.91</td>
</tr>
<tr>
<td>information.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I sometimes feel I might lose authority and control.</td>
<td>3.43 (1.9)</td>
<td>2.32 (1.3)</td>
<td>2.82 (1.7)</td>
<td>$-3.53$</td>
<td>(106)</td>
<td>.001</td>
</tr>
<tr>
<td>I expect a more time-consuming patient visit than with uninformed</td>
<td>5.10 (1.4)</td>
<td>3.92 (1.6)</td>
<td>4.45 (1.7)</td>
<td>$-4.03$</td>
<td>(106)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>patients.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The physician-patient relationship will be improved by better</td>
<td>4.41 (2.0)</td>
<td>4.81 (1.8)</td>
<td>4.63 (1.9)</td>
<td>1.09</td>
<td>(105)</td>
<td>.28</td>
</tr>
<tr>
<td>communication.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would be more likely to prescribe a desired medication than if the</td>
<td>3.08 (1.7)</td>
<td>3.53 (1.9)</td>
<td>3.32 (1.8)</td>
<td>1.27</td>
<td>(105)</td>
<td>.21</td>
</tr>
<tr>
<td>patients were uninformed.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This paper reported the e-patient–related activities and attitudes of surgeons at 2 sites in Germany and Oman. There are many similarities between the 2 groups; indeed, many of these similarities can be found in other studies. There are, however, differences between the 2 sites, particularly in the methods of communication between the surgeons and patients. The discussion below will explore some of these similarities and differences in light of the literature.

As we based a large portion of our questionnaire on the one produced by Moick and Terlutter [27] (who studied general practitioners, orthopedists, and dermatologists in Germany), we shall refer frequently to their paper as a point of comparison, although the other literature will also have a bearing on our results.
Internet Usage

The surgeons in this study generally used the internet far more than the doctors in Moick and Terlutter’s study [27], and the percentage of work-related time on the internet was also higher (52.0% as opposed to 25.3%). Given that the work of Moick and Terlutter [27] was published in 2012 and earlier studies also generally show lower figures of usage [13], this difference may be a reflection of the fact that overall internet usage is growing around the world.

Overall, the German surgeons spent a greater percentage of their online time on work-related activities than the Omani surgeons. Earlier studies of internet usage by doctors [13] showed differences associated with gender, but even those figures were not always consistent. Our study also shows few differences between males and female activities.

Surgeons’ Knowledge, Use, and Recommendation of Sites and Apps

As was noted in the Introduction section, patient engagement has led to better health outcomes [20-22], and so it is important to consider the level of engagement afforded by the surgeons with their patients. Several studies have found that doctors recommend sites to patients, and this has been happening for many years [13], and the surgeons in this study confirm this practice.

With the surgeons in this study, we wished to have a more detailed knowledge of their baseline knowledge and usage of various sites and apps. Although the aims of the study did not require that we conduct detailed statistical analyses on the various sites and apps, we were able to gather a greater sense that, overall, the surgeons’ knowledge and use of the internet were extensive. This provided important contextual information so that we could be surer that any lack of site recommendation for patients would not be simply because of a lack of knowledge or awareness of these sites.

In this light, among the Omani surgeons, the high number of Google recommendations (11/29, 38%) is of great concern. Unsurprisingly, patients have long been using these general search engines as a starting point to health sites [11], and there is a need for patients to have more guided searches. For some time, it has been suggested that surgeons need to be taught about the use of the internet, including useful patient education sites and site evaluation [4,10,28], in a similar way that they are taught other skills and knowledge. It is not merely knowledge of these sites (as these surgeons have indicated that they have this knowledge), but rather transferring that knowledge into useful guiding information for their patients. This should be addressed in the Omani surgeons’ education.

Communication With the E-Patient

From our perspective, among the most interesting results were the figures on electronic communication with patients. For several years, studies have shown that, in spite of some reservations, many physicians are satisfied with email communication with patients and have continued to use email as a standard method of communication [13]. (Most studies have shown, however, that the actual percentage of patients whom doctors email is low [13].) In our study, given that the German surgeons used the internet for work-related activities more than the Omani surgeons, the German surgeon’s higher electronic communication figures (71% vs 56%) were not surprising.

Noteworthy in this study, however, was the great difference in the methods of communication between the 2 countries. Of the surgeons who communicated electronically with their patients, the German surgeons almost used only email (91%), whereas social media usage for patient communication was virtually zero. The Omani figures are very different: although 64% of the Omani doctors used email, an equal number used WhatsApp, and overall, social media tools were used far more than standard email.

It would be dangerous to speculate too deeply on the Omani figures, and this could be the subject of later research. There are, however, 2 possible reasons based on sociological and recent historical differences between the 2 countries:

1. In general, Omani society is very close knit, and it is not unusual for doctors and patients to be related. Approximately 52% of Omani marriages are consanguineous, and more than 75% of these marriages are with first cousins [29]. Relatives are frequently recognized by common surnames related to tribes and region of origin. Within these social structures, sharing of private telephone numbers is reasonably common. As WhatsApp is based on telephone numbers and many Omani doctors use the same phone for professional and personal reasons, their patients will already have access to their numbers and their WhatsApp accounts, and it is not uncommon for patients to contact doctors on more than one social media platform simultaneously. It should be noted, moreover, that of the Omani surgeons in the department, 47% (39/83) surgeons are Omani nationals, so the impact of this social characteristic is uncertain. This would be an area to be explored in more research.

2. Although Oman was not affected by the 2011 Arab Spring to the same extent as many other countries in the region, the power of social media became obvious during that time [30,31]. Since then, social media, especially WhatsApp and Facebook, have become a part of daily life for people living in the Arab world, including Oman [32,33].

There may be a third reason: an overall growth in patient communication with social media. Currently, although there is international recognition of the role of social media in medical practice [3,34], its usage is frequently in the form of informal patient communities, just as the Web was used for patient communities before social media. It is possible that the sociological and historical elements outlined above have merely provided an early impetus—indicating a coming change—and the fact that just as email communication by doctors was very low barely 10 to 15 years ago [13] and has increased over time, social media communication between patients and doctors may also increase in the future.

The implications for medical education are important: currently, medical education communication teaching still focuses on face-to-face communication teaching, in spite of the fact that
there has long been a call for email communication to be explicitly taught [4]. Just as email communication with patients grew mostly because of demand from patients, social media communication may also do so. There are already calls for social media communication to be included in communication teaching [4], and this study indicates the urgency of that call. Part of this training will have to include careful management, as email is far less intrusive than social media, and the impact on physician’s time (and resultant physician burnout) will be potentially devastating if social media communication is not managed correctly.

Irrespective of the differences between the German and Omani surgeons, both groups show that more than half of the surgeons communicate electronically with their patients, thereby affording the opportunity for Web-based patient engagement; as indicated above, the literature has shown a positive association between patient engagement and better health outcomes [20-22], so we anticipate that this level of interaction will have a positive impact on overall health care delivery.

E-Patients Bringing Information From the Internet

From our study, the high percentage of surgeons from Germany and Oman reporting patients bringing information to them from the internet is consistent with the literature [13]. The percentage of patients who bring material from the internet remains relatively low, although higher than earlier studies [13], and so, these numbers may increase in the future. In the Introduction section of this paper, reference was made to 65% to 80% of patients who seek information on the internet and do not discuss it with their doctors, primarily because of their doctors’ attitudes toward internet-based information [19,35]. These attitudes are explored in a little more detail below.

Other literature has found an association between recommendations from the doctor and patients bringing information from the internet [14], but we did not find that association in our study. Similarly, previous studies have indicated that when patients with chronic diseases have access to the internet, they have used it for seeking health-related material more than patients with acute conditions [16]. Again, however, this was not reflected in our study. Part of the reason for not finding these trends in our study may be a normalization of e-patient activities. As the percentage of patients searching for information on the internet increases and e-patient activities become normal patient activities, recommendations from doctors may have less impact on the numbers of patients searching for material, and patients with acute conditions will search for material as much as patients with chronic conditions. It is to be expected, however, that doctors still have a role in determining which sites are visited. Either way, these results emphasize the need to teach doctors how to cope with this phenomenon [28].

Attitudes Toward Patients Bringing Material From the Internet

The comparison of our results with those of Moick and Terlutter’s study [27] shows many similarities. These surgeons were generally positive about patients bringing material from the internet and were prepared to correct patients’ incorrect information.

Indications from the literature are that patients are increasingly requesting prescriptions by name, having found the information from both advertisements in traditional media and also from social media and other electronic sources [14], and this undoubtedly places pressure on doctors. Similar to Moick and Terlutter’s sample [27], however, these surgeons were somewhat reluctant to change their prescription based on the patients’ findings. Where the surgeons were willing to change prescriptions, this change was positively associated with the percentage of patients bringing information. Whether or not this association is causal and the exact nature of the possible causality would need to be studied further. It may be that the sheer number of requests leads to changes or it may be that surgeons who are more open to having their patients bringing information are correspondingly more open to changing their prescriptions based on patients’ desires. This is entirely plausible, given that 2 medications may have almost the same impact, and if a patient really does have a preference for a particular medication, and there is no harm to come from it, then changing the prescription could be easily accommodated.

These surgeons envisaged an improvement in the patient-doctor relationship caused by the better-informed patient. This is a controversial discussion point in the literature, in which some studies have found a negative impact, whereas others have found results similar to ours and have seen that the more engaged patient has resulted in improved health care delivery [1,20,21]. Qualitative studies [1] have found that part of the reason for the positive feeling is that physicians can deal with more important and profound issues rather than getting bogged down in trivial explanations.

The differences between the German and Omani figures, however, are also noteworthy. The Omani surgeons were significantly less concerned than the German surgeons and Moick and Terlutter’s sample about the loss of control. Other studies have also indicated that even when physicians are generally positive about well-informed patients, sometimes arguing with patients over irrational points can lead to a fear of lack of trust in the doctor’s ability [1]. Again, this lack of fear among the Omani surgeons may have to do with sociological culture [36-39]. The fact that the Omani surgeons were far less concerned may be related to cultural differences, as research indicates that Arab culture can be considered polychronic, having a more flexible approach to time and appointments than one may find in the German culture [36-39]. The fact that the Omani surgeons’ fear over loss of time was negatively associated with age may indicate changes in attitudes of the younger generation of doctors in Oman.

The Larger Context of Medical Education and Participatory Medicine

This paper focuses on the surgeons working with e-patients. As this is already a lengthy paper, it would not be wise to broaden...
it much further, although it is necessary to look a little at the broader context.

Reference has already been made to the implications of these findings for medical and health education. In short, these findings reinforce and then extend the notion that health education needs to be tailored to meet the demands of the e-patient, specifically on the effective management of electronic communication in health care.

In addition, moreover, there is the entire field of participatory medicine, in which patients move away from compliance to active participation in their health care [40], further trending also toward a role convergence between the patient and doctor [2]. But the changes are not occurring with patients only, as doctors are also changing. Many previous studies on physicians’ use of technologies showed variation within the demographic indicators of age and gender, although even then there were indications that the differences were not always clear-cut [13]. In this study, the differences are further blurred, and other factors, such as culture or historical events, appear to have a greater impact on the differences. We would argue that this is to be expected as these technologies become mainstream, and are no longer used only by early adopters. Indeed, reflecting on these results, the literature shows a reduction in earlier reports of doctors lagging behind patients in embracing the internet to a mirroring of e-patient and the rise and development of the empowered physician (e-physician) [41] who will perform these tasks as a normal part of their work.

The activities and especially the positive attitudes of the surgeons in this study appear to show a great opportunity for increased patient participation and engagement in their health care, and this bodes well for future positive health care delivery. Previous studies have indicated that doctors’ attitudes strongly impact patient activities, but this has not been strongly supported in this study. It may be that e-patients are now less impacted by doctors’ attitudes than before or it may be that there is a tipping point where a change from negative to positive is the main difference, after which the patients take greater control irrespective of small differences in surgeons’ positive attitudes.

Limitations of the Study

Although the study was conducted in 2 countries, the centers were localized to the 2 hospitals associated with the researchers’ universities. That said, the figures for Germany conform to many of the trends found elsewhere, and Oman is a relatively small country with few surgical centers and only 2 medical schools. A second limitation is the sample size of a total of 108 surgeons.

Conclusions

Recognizing that doctors’ electronic interactions with patients impact health care delivery, this study has examined German and Omani surgeons’ interactions with and attitudes toward e-patients. We have seen that, overall, these doctors are comfortable with many e-patient activities and that the doctors’ attitudes do not have a significant impact on the e-patient activities. This may be because the e-patients see these activities as part of their normal lives and are performed irrespective of doctors’ opinions about the activities. Either way, the approach by these surgeons has created the opportunity for greater patient participation and engagement, and the literature indicates that this opportunity should have a great positive impact on health care delivery.

In addition, however, there were differences between the 2 countries, most notably in the methods of electronic communication, with the German surgeons using mainly email and the Omani surgeons’ heavy use of social media. Further research needs to be performed to determine the extent to which this difference results from cultural differences and recent historical events; it is also possible that the difference is an early indication of e-patients wishing to shift communication from email to social media.

Beyond medical practice, there are implications for medical education, and medical schools need to ensure that medical students receive comprehensive training on working with the e-patient, including appropriate electronic communication with patients.
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Abstract

\textbf{Background:} eConsulta is a teleconsultation service involving general practitioners (GPs) and patients. It is part of the information system belonging to Catalonia’s primary care service. It has been in operation since the end of 2015 in conjunction with face-to-face consultations with Primary Care Teams as one of the services offered in the patient’s Personal Health Folder.

\textbf{Objective:} This study aimed to assess the ability of using eConsulta to reduce the number of face-to-face visits to Primary Care Teams.

\textbf{Methods:} Using 13 categories proposed by the researchers, 18 GPs from the Central Catalonia Health Region retrospectively classified 2268 cases managed with eConsulta and indicated whether, in their opinion, the teleconsultations reduced the number of face-to-face visits.

\textbf{Results:} There was broad consensus among the GPs that eConsulta has the potential to resolve patient queries for every type of consultation. eConsulta avoided the need for a face-to-face visit in 87.9% of cases. In addition, the GPs reported that the ease of access increased the demand for health care support in 27.7% of cases; otherwise, the patient would not have initiated the queries. Therefore, based on the equation (88% x [1-28%]), eConsulta could replace 63%-88% of conventional appointments. The most frequent uses of the teleconsultation service were for management of test results (35.2%), medical enquiries (16.0%), and the management of repeat prescriptions (12.2%). On average, the teleconsultations consisted of a mean 1.57 messages (SD 0.54 messages); 45.9% (1040/2268) of the teleconsultations consisted of 1 message, and the majority of the remaining teleconsultations consisted of 2-5 interactions. The patient initiated 60.0% (1361/2268) of the teleconsultations.

\textbf{Conclusions:} Based on the GPs’ perceptions, eConsulta could replace 63%-88% of conventional appointments. Therefore, asynchronous teleconsultations between practitioners and patients in primary care could avoid interactions that have limited added clinical value.

\textit{(J Med Internet Res 2020;22(3):e14478) doi:10.2196/14478)
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Introduction
Teleconsultation in the Context of the Public Health System in Catalonia

The Catalan health system provides publicly financed universal health coverage that is free at the point of access, thus ensuring that everyone who lives in Catalonia has the right to health care. It is a mixed health model funded through taxes, with equal access to a wide range of benefits offered by a single publicly available network of health resources, not all of which are publicly owned. The network includes a range of organizations (eg, mutual societies, foundations, health consortiums) that have historically provided health care. One in four individuals in Catalonia has additional private health insurance, which does not forfeit their right to public health care [1].

Catalonia is a pioneer in the use of Information and Communication Technologies (ICT) in public health care. Over the last decade, the adoption of teleconsultations has overtaken the use of other forms of telemedicine [2]. Of the many existing projects, eConsulta is particularly noteworthy. It is an asynchronous teleconsulting service involving general practitioners (GPs) and members of the public connected to the electronic medical history systems of public primary health care. eConsulta was designed to complement face-to-face contact with Primary Care Teams (PCT) in Catalonia. The service was introduced in 2015 and was phased in gradually until 2017, when it became established as a service available to all PCTs. At present, over 90% of the teams have used the tool [3]. Despite the uptake at the institutional level, its use in everyday medical practice is still growing. Interactions via eConsulta are intended to replace low value-added GP visits such as the collection of laboratory results, issuing of repeat prescriptions, and routine follow-up consultations for existing patients who, due to improvements in their symptoms or positive test results, do not require the GP to conduct a physical examination.

From the patient’s point of view, eConsulta is one of the services offered in their Personal Health Folder, a personal digital space that provides access to personal health information, allowing them to make enquiries and perform specific actions. Following a secure authentication process, patients can access an interface that allows them to submit their query and attach files, if necessary. The portal can be customized and keeps a record of previous teleconsultations.

Comparison of Teleconsultation and Face-to-face Consultations

A comprehensive study comparing the use of eConsulta and face-to-face visits has not yet been conducted in Catalonia. A survey carried out during the initial stages of the intervention showed that 70% of GPs saw it as “a tool which had the potential to reduce the number of face-to-face visits” [4]. Moreover, no conclusive relationship between the use of teleconsultations and a reduction in the frequency of face-to-face visits has been identified in studies published internationally [5]. What is clear is that the uptake of teleconsultation is still very low and needs to increase if it is to have any real impact on primary care workload and costs [6-8]. Relatively recent studies from similar interventions such as AskMyGP or eConsult, both part of the United Kingdom’s National Health Service system, have produced mainly qualitative evidence that seems to indicate that their performance meets expectations in terms of access to the health care system but not in terms of patient autonomy [9] and the role of a local champion, or a clinician with a good understanding of the tool and an interest in using it, is key for the intervention to be perceived as useful in the context of routine practice and therefore successful. However, because it is often necessary to combine the service with face-to-face or telephone consultations, it is perceived as an additional administrative burden for doctors [10,11]. To identify the impact of teleconsultation use on professional workload, we must first increase their use [12]. Teleconsultations involving interactions between GPs and hospital specialists have been subject to more extensive investigation and have produced positive results in terms of reducing waiting times and improving coordination with hospitals [13]. They are also well accepted by users [14,15].

Study Aim

This study aimed to assess the impact of the use of eConsulta on the number of face-to-face visits to PCTs.

Methods

Participants

The study was conducted in the Central Catalonia Health Region, a large, mainly rural area that also includes major cities such as Manresa, Igualada, Vic, Solsona, and Berga. The region’s total population exceeds 500,000 people. In this area, 173 GPs had used eConsulta at least once, but most of them had tried it only a few times. The 20 GPs who most frequently used eConsulta and accounted for nearly 70% of the total number of teleconsultations were asked to participate in the study. The invitation was accepted by 18 of the 20 GPs. The study data comes from the administrative data of health provider organizations and covers the period April 8, 2016 to August 18, 2018.

The Territorial Administration Office of the Central Catalonia Region of the Catalan Institute of Health provided the GPs with a register of eConsulta interactions undertaken during the study period. The 18 participating GPs only had access to their own data, for reasons of confidentiality. The text in the subject line and message body was analyzed after the data were anonymized.

Variables in the Analysis

Each GP recorded three pieces of information for each of their interactions: the type of interaction according to the 13 author-proposed categories (Multimedia Appendix 1); whether they believed a face-to-face visit was avoided, which was defined as the absence of the need for a face-to-face visit following the consultation; and whether they believed the patient...
would have requested a face-to-face visit had eConsulta not been available. The latter was used as an approximate measure of the possible increased demand resulting from the ease of access to a GP. This subjective information was cross-referenced with information registered by the information systems, which is shown in Table 1. With regard to the ID, it refers to the number of teleconsultations, not patients; therefore, the object of the analysis cannot be inferred as the number of participating patients but the number of interactions. With reference to “Message order,” the interlocutor is inferred based on who initiated the teleconsultations and the order of the messages. Thus, if a teleconsultation is initiated by the patient, it is assumed that the messages that follow alternate between the GP and the patient, although it is possible that either may have written more than one message in succession.

Table 1. Example of an anonymized administrative record.

<table>
<thead>
<tr>
<th>ID</th>
<th>Initiated by</th>
<th>Title</th>
<th>Date</th>
<th>Message order</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>306</td>
<td>Patient</td>
<td>Test message</td>
<td>04/13/2017</td>
<td>1</td>
<td>Good morning XXXXX, it’s an honor to be the first person to use this service. Cheers!</td>
</tr>
<tr>
<td>306</td>
<td>Patient</td>
<td>Test message</td>
<td>04/14/2017</td>
<td>2</td>
<td>Good morning XXXXX, I hope you find the service useful. Goodbye!</td>
</tr>
</tbody>
</table>

The statistical programs Epi Info v.7.2.2.1 (Division of Health Informatics & Surveillance Center for Surveillance, Epidemiology & Laboratory Services, Atlanta, GA), SPSS v.8 (IBM Corp, Armonk, NY) and R v.3.6.1 (R Project) were used for the statistical analyses. The results were considered significant with \( P < .05 \). The study was approved by the Ethical Committee for Clinical Research at the Foundation University Institute for Primary Health Care Research Jordi Gol i Gurina (registration number P18/023).

Results

Descriptive Analysis of the Sample of Teleconsultations

A total of 3559 messages corresponding to 2268 teleconsultations were analyzed (mean 1.57 messages per teleconsultation, SD 0.54). The patient initiated 60.0% (1361/2268) of the teleconsultations, and a significant proportion consisted of a single message that did not generate a response (1040/2268, 45.9%). The remainder consisted of mostly 2-5 interactions (see Table 2). Regarding the format, the messages were composed of a title and text body that were on average 17 and 250 characters long, respectively. Texts of messages written by the GPs were slightly longer than those written by patients (mean 280 vs 190 characters, respectively).

Table 2. Frequency of each number of messages per teleconsultation.

<table>
<thead>
<tr>
<th>Number of messages per teleconsultation</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1040</td>
</tr>
<tr>
<td>2</td>
<td>1177</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

The number of teleconsultations fluctuated throughout the year, showing an upward trend in the use of the tool over time, with fluctuations in usage corresponding to the months of greater (winter) and lesser (summer holidays) health care activity (Figure 1).

Most messages were sent to individuals, with one notable exception. A GP sent the same message to multiple patients simultaneously, with the following text: “The anti-flu campaign is about to begin. It is recommended that anyone aged over 60 and those suffering from a respiratory infection, heart or kidney disease or diabetes ought to be vaccinated from 23-10-17. See attached file. Ask your nurse for an appointment. Sincerely, Dr XXXX”.

http://www.jmir.org/2020/3/e14478/
Types of Teleconsultations

The information in Table 1 was supplemented by linking each case with an anonymous ID and the collection of data from the GPs in the form of a template that included three questions. In response to the question “Did eConsulta avoid a face-to-face visit?”, the GP replied in the affirmative for 88% of the cases. In terms of the types of enquiries, the most common were related to the management of test results, clinical enquiries, and repeat prescriptions, while the least frequent were requests for clinical reports and sick notes and queries related to vaccinations and the use of anticoagulants. Because 112 conversations were not classified correctly, they were excluded from the analysis, leaving 2156 conversations (see Table 3). Errors and test messages constituted some 7% of the total, which demonstrates the experimental nature of the intervention. The subsequent analysis excludes messages corresponding to categories 11 (messages sent in error), 12 (other), and 13 (test messages).

Finally, in terms of the type of teleconsultations engaged in by each GP (Figure 2), while Type 1 was the most frequent, the GPs (numbered 1 to 18 in the figures) favored a specific purpose. For example, see the use by GPs 2, 5, and 8 in Figure 2.

**Table 3.** Number of teleconsultations, by type.

<table>
<thead>
<tr>
<th>Type of consultation</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Management of test results</td>
<td>758 (35.2)</td>
</tr>
<tr>
<td>2. Temporary disability management</td>
<td>113 (5.2)</td>
</tr>
<tr>
<td>3. Arranging an appointment</td>
<td>160 (7.4)</td>
</tr>
<tr>
<td>4. Requesting a clinical report/sick note</td>
<td>37 (1.7)</td>
</tr>
<tr>
<td>5. Repeat prescription</td>
<td>262 (12.2)</td>
</tr>
<tr>
<td>6. Vaccinations</td>
<td>21 (0.97)</td>
</tr>
<tr>
<td>7. Other administrative issues</td>
<td>67 (3.1)</td>
</tr>
<tr>
<td>8. Medical enquiries</td>
<td>345 (16.0)</td>
</tr>
<tr>
<td>9. Issues regarding medicines</td>
<td>79 (3.7)</td>
</tr>
<tr>
<td>10. Queries regarding anticoagulants</td>
<td>1 (0.0)</td>
</tr>
<tr>
<td>11. Messages sent in error</td>
<td>45 (2.1)</td>
</tr>
<tr>
<td>12. Other</td>
<td>144 (6.7)</td>
</tr>
<tr>
<td>13 Test messages</td>
<td>124 (5.8)</td>
</tr>
</tbody>
</table>
Figure 2. Type of teleconsultation by professional.

Does eConsulta Reduce the Number of Face-to-face Visits?

In response to the question “Has the online consultation avoided a face-to-face visit?”, GPs answered yes for 87.9% (1918/2180) of the teleconsultations. A breakdown of the results (Figure 3) shows that the ability to decrease the number of face-to-face visits (mean 0.89, SD 0.08) is largely uniform in terms of the type of consultation. The teleconsultations around which the GPs were the least decisive corresponded to the “Other” category, although there was no indication as to why they fail to avoid a face-to-face visit.

Figure 3. Results of whether each type of teleconsultation avoided a face-to-face visit (upper bar=Yes). Refer to Table 3 for expansions of numbers used on the x-axis.

In response to the question “In the absence of a service like eConsulta, would the patient have made a face-to-face visit?”, GPs answered yes for 72.2% (1574/2180) of the teleconsultations, suggesting that the ease of contact with the GP reduced demand for 27.7% (604/2180) of the cases. In the analysis by type of consultation (Figure 4), tool-facilitated ease of contact occurred mainly for type 12 consultations (Other: mean 0.67, SD 0.12). Therefore, based on the equation (88% x [1-28%]), telemedicine could replace 63%-88% of conventional appointments, which supports the findings of other studies [11].
Other Analyzed Relationships

Because teleconsultations consisting of a single message were so frequent, we performed additional analyses with these data. They were related primarily to the “Management of test results” category. These correspond to GPs who provide test results that do not require a specific comment (Multimedia Appendix 2). These tests are known as “complementary” in the clinical setting, since they complement the clinical assessment and it makes sense to analyze them outside the GP office as they are normal and of no added clinical value.

Finally, the relationships between the ability to resolve an issue, who initiated the interaction, and the message length were studied. First, who initiated the teleconsultation did not determine its degree of resolution, since the frequency of resolution by teleconsultations was not statistically different between consultations initiated by the patient or GP ($P=.045$; Table 4). With regard to message length, we analyzed whether longer conversations are better able to resolve issues. Although the message length might serve as an indicator of the degree of complexity of the problem, very short messages may not be sufficiently descriptive to resolve the query. The messages were divided equally into three length categories: short, medium, and long. Message length had a statistically significant impact, with longer messages increasing the likelihood of the consultation being satisfactorily concluded (odds ratio 1.66, 95% CI 1.32-2.07; $P<.001$; Multimedia Appendix 3).

Table 4. Degree of resolution in avoiding face-to-face visits, by initiator.

<table>
<thead>
<tr>
<th>Initiator of the teleconsultation</th>
<th>The teleconsultation avoided a face-to-face visit</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>General practitioner</td>
<td>No</td>
<td>11.87</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>88.12</td>
</tr>
<tr>
<td>Patient</td>
<td>No</td>
<td>12.56</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>87.43</td>
</tr>
</tbody>
</table>

Discussion

This study offers useful pointers for policy making since it suggests that eConsulta is a tool that can reduce the number of face-to-face consultations in a primary care setting. The study also provides information about the visit types for which eConsulta is most likely to be used by both patients and GPs. Although a recent study suggested that the topics suitable for teleconsultations will vary depending on the clinical settings and on the individuals who use the tool [16], the current study found that eConsulta is mainly used for the management of test results, to resolve clinical problems, and for queries related to repeat prescriptions. It is worth noting that the second most frequent reason for sending a message was for a medical enquiry, demonstrating that there is demand for a non-face-to-face means to resolve health issues.

This study has several limitations. First, despite efforts to systematize the approach, the evaluation was purely subjective. However, despite the lack of a quantitative approach, it seems logical that GPs, in the absence of a conflict of interest, can realistically classify the intervention’s ability to avoid a face-to-face visit. Second, eConsulta is still in the early stages, and GPs are still experimenting with the service, as demonstrated by the high proportion of test messages, message...
errors, and messages that failed to receive a response. This analysis represents the first steps in the use of the tool. Third, using evaluations by GPs who use the tool most introduces significant bias into the evaluation, since they may not be representative of the population. Future studies ought to assess the impact of the intervention on objective measures.

Although it is challenging to incorporate teleconsultations into the daily clinical workflow, as reported by other authors [17,18], the bottleneck in the deployment of the intervention may not originate with the GPs but instead with the patients. Few patients make use of their Personal Health Folder, the portal through which the eConsulta service is available. As a result, it would be worthwhile to investigate the relationship between face-to-face visits and the use of ICT tools in a more general sense. Future research should include the role of telephone consultations, another type of non-presential service available to GPs, to assess the impact of one type of consultation on the other.
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Abstract

Background: Lung cancer is one of the most dangerous malignant tumors, with the fastest-growing morbidity and mortality, especially in the elderly. With a rapid growth of the elderly population in recent years, lung cancer prevention and control are increasingly of fundamental importance, but are complicated by the fact that the pathogenesis of lung cancer is a complex process involving a variety of risk factors.

Objective: This study aimed at identifying key risk factors of lung cancer incidence in the elderly and quantitatively analyzing these risk factors’ degree of influence using a deep learning method.

Methods: Based on Web-based survey data, we integrated multidisciplinary risk factors, including behavioral risk factors, disease history factors, environmental factors, and demographic factors, and then preprocessed these integrated data. We trained deep neural network models in a stratified elderly population. We then extracted risk factors of lung cancer in the elderly and conducted quantitative analyses of the degree of influence using the deep neural network models.

Results: The proposed model quantitatively identified risk factors based on 235,673 adults. The proposed deep neural network models of 4 groups (age ≥ 65 years, women ≥ 65 years old, men ≥ 65 years old, and the whole population) achieved good performance in identifying lung cancer risk factors, with accuracy ranging from 0.927 (95% CI 0.223-0.525; P= .002) to 0.962 (95% CI 0.530-0.751; P= .002) and the area under curve ranging from 0.913 (95% CI 0.564-0.803) to 0.931 (95% CI 0.499-0.593). Smoking frequency was the leading risk factor for lung cancer in men 65 years and older. Time since quitting and smoking at least 100 cigarettes in their lifetime were the main risk factors for lung cancer in women 65 years and older. Men 65 years and older had the highest lung cancer incidence among the stratified groups, particularly non–small cell lung cancer incidence. Lung cancer incidence decreased more obviously in men than in women with smoking rate decline.

Conclusions: This study demonstrated a quantitative method to identify risk factors of lung cancer in the elderly. The proposed models provided intervention indicators to prevent lung cancer, especially in older men. This approach might be used as a risk factor identification tool to apply in other cancers and help physicians make decisions on cancer prevention.

(J Med Internet Res 2020;22(3):e17695) doi:10.2196/17695
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Introduction

Background

Lung cancer is one of the most dangerous malignant tumors, with the fastest-growing morbidity and mortality, especially in the elderly. With the rapid growth of the elderly population in recent years, lung cancer prevention and control are becoming much more important than ever before. Non–small cell lung cancer (NSCLC) is the most common type of lung cancer [1].

Lung cancer pathogenesis is a complex process involving various risk factors. Factors such as smoking [2,3], secondhand smoke [4], high levels of air pollution exposure [5], and drinking water that has a high level of arsenic [6,7] can increase the risk of occurrence of lung cancer. The relationship between these risk factors and lung cancer incidence is an urgent research problem.

In high-income countries, a combination of early diagnosis, screening, and treatment has been effective in increasing population-based survival for certain cancers [8-10]. Many lung cancer screening-related studies have been conducted recently. In the United States, the National Lung Screening Trial was conducted to investigate the possibility that low-dose computed tomography (CT) could reduce lung cancer mortality [11]. Zahnd and Eberth found that use of CT screening was higher than in earlier estimates using 2017 Behavioral Risk Factor Surveillance System (BRFSS) survey data [12]. The US Preventive Services Task Force recommended annual screening of individuals at high risk of lung cancer aged 55 to 80 years who have a 30–pack-year smoking history and currently smoke or had quit within the past 15 years [13]. Berkowitz and colleagues used 2012 BRFSS data to develop multilevel small-area estimate mixed models to generate county-level estimates for 6 smoking status categories (current, some days, every day, former, ever, and never) [14].

Machine learning algorithms are being used more widely for lung cancer screening, detection, diagnosis, and other related research. Luna and colleagues used random forest as an accurate machine learning method to identify known and new predictors of symptomatic radiation pneumonitis, which is a radiotherapy dose-limiting toxicity for locally advanced NSCLC [15]. Palani and Venkatalakshmi used a fuzzy clustering method to predict lung cancer through continuous monitoring using a new internet of things and to improve health care by providing medical instructions [16]. A K-means clustering algorithm, based initially on 400 cancer and non–cancer patients’ data, was developed to identify relevant and nonrelevant lung cancer data for early detection of lung cancer [17]. Liu and colleagues used multivariable logistic regression to assess the relationship between body mass index and respiratory conditions, asthma, and chronic obstructive pulmonary disease (COPD) based on BRFSS data [18]. A series of machine learning methods were applied to classify lung cancer patients’ survival, including linear regression, decision trees, gradient boosting machines, support vector machines, and a custom ensemble [19]. Deep learning methods were previously rarely used to identify lung cancer risk factors, but their use has become more common recently. Cha and colleagues studied a deep convolutional neural network model to detect operable lung cancer with chest radiographs [20]. Deep learning algorithms might aid fully automated lung cancer detection even at very low effective radiation doses of 0.11 mSv [21]. Hosny and colleagues provided evidence that a convolutional neural network might be used for mortality risk stratification based on standard-of-care CT images from NSCLC patients [22].

Objective

This study aimed at identifying key risk factors of lung cancer incidence in a stratified elderly population and quantitatively analyzing the risk factors’ degree of influence using a deep neural network (DNN) method. Using Web-based survey data, we focused on multidisciplinary risk factors, such as smoking habit, disease history, radiation exposure, behavioral risk, environmental risk, and medical demographics. Our main research problems were how to find the leading causative factors of lung cancer incidence from complex related risk factors and to quantitatively analyze their degree of influence. Our results could help physicians in preventing lung cancer and taking effective measures for early detection.

Methods

Data Source

We obtained lung cancer risk factors from the BRFSS [23], an open access source from the US Centers for Disease Control and Prevention. BRFSS collects survey data from US residents about their health-related risk behaviors, chronic health conditions, use of preventive services, and so on. In this study, we used lung cancer behavioral health risk data of 235,673 adults from all 50 US states between 1996 and 2017. The flowchart in Figure 1 shows the data selection process.
Lung cancer has many causative factors, including age 65 years and older, body mass index, education, smoking habit, personal history of cancer, family history of cancer, CT or computerized axial tomography (CAT) scan, asthma history, and COPD history. Table 1 lists some relevant survey questions from the BRFSS questionnaire that we used to collect data for this study.

Table 1. Lung cancer risk factors assessed by the Behavioral Risk Factor Surveillance System questionnaire.

<table>
<thead>
<tr>
<th>Risk factors</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age ≥65 years? (yes/no)</td>
</tr>
<tr>
<td>Body mass index</td>
<td>Level 1: &lt;18.5 kg/m²; 2: 18.5-24.9 kg/m²; 3: 25.0-29.9 kg/m²; 4: ≥30.0 kg/m²</td>
</tr>
<tr>
<td>Education</td>
<td>Level of education completed (level 1: Did not graduate from high school; 2: Graduated from high school; 3: Attended postsecondary or technical school; 4: Graduated from postsecondary or technical school)</td>
</tr>
<tr>
<td>Smoked at least 100 cigarettes</td>
<td>Smoked at least 100 cigarettes in your entire life (yes/no; 1 pack contains 20 cigarettes)</td>
</tr>
<tr>
<td>Smoking frequency</td>
<td>Level 1: Every day; 2: Some days; 3: Not at all</td>
</tr>
<tr>
<td>Smoking start age</td>
<td>How old were you when you first started to smoke cigarettes regularly? (Age in years)</td>
</tr>
<tr>
<td>Smoking intensity</td>
<td>How many cigarettes do you smoke each day? (Number of cigarettes/day)</td>
</tr>
<tr>
<td>Smoking quit attempts</td>
<td>During the past 12 months, have you stopped smoking for 1 day or longer? (yes/no)</td>
</tr>
<tr>
<td>Time since quitting</td>
<td>How long has it been since you last smoked a cigarette? (1: Within the past month; 2: Within the past 3 months; 3: Within the past 6 months; 4: Within the past year; 5: Within the past 5 years; 6: Within the past 10 years; 7: 10 years or more; 8: Never smoked regularly)</td>
</tr>
<tr>
<td>E-cigarette use</td>
<td>Have you ever used an e-cigarette or other electronic vaping product, even just one time? (yes/no)</td>
</tr>
<tr>
<td>E-cigarette use frequency</td>
<td>Do you now use e-cigarettes or other electronic vaping products every day, some days, or not at all? (1: Every day; 2: Some days; 3: Not at all)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease (COPD) history</td>
<td>History of COPD (yes/no)</td>
</tr>
<tr>
<td>Asthma history</td>
<td>History of asthma (yes/no)</td>
</tr>
<tr>
<td>Cancer history</td>
<td>Personal history of cancer (yes/no)</td>
</tr>
<tr>
<td>Family history of cancer</td>
<td>Family history of cancer (yes/no)</td>
</tr>
<tr>
<td>Computed tomography (CT) or computerized axial tomography (CAT) scan</td>
<td>In the last 12 months, did you have a CT or CAT scan? (yes/no)</td>
</tr>
</tbody>
</table>
Participants who were 65 years and older accounted for about 35.01% (82,503/235,673) of the survey population and those aged 18 to 64 years accounted for 64.99% (153,170/235,673). By sex, 53.99% (127,262/235,673) were women and 46.01% (108,411/235,673) were men.

We derived environmental risk factors from the open access website of the US Environmental Protection Agency [24], including air pollutants and drinking water. According to the investigation date, we linked environmental data with risk factors from the BRFSS.

**Data Analysis**

**Overview**

In this study, we employed a DNN model to identify risk factors for lung cancer in the elderly. The DNN model had a multiple-layer structure and powerful data expression ability. In particular, in training models based on the large dataset, DNN had high calculation accuracy. First, we integrated the data on medical demographics, smoking habit, disease history, radiation exposure, behavioral risk, and other aspects. Second, since the number of cases of lung cancer was much lower than that of non–lung cancers, we balanced the data. Then we preprocessed these balanced data. Third, we trained DNN models by leveraging the stratified data of the elderly population. We extracted the stratified risk factors through DNN models. Fourth, we developed a quantitative analysis of the degree of effect of the risk factors in elderly patients. Therefore, the whole study comprised 4 sections: data integration, data balancing and preprocessing, training of DNN models, and quantitative analysis of risk factors, as Figure 2 shows.

**Data Integration**

Lung cancer incidence is caused by multiple risk factors [25-27], particularly in the elderly [28]. We integrated these risk factors, including medical demographics, smoking, disease history, radiation exposure, behavioral risk, and environmental risk. Medical demographic factors were age, sex, body mass index, and education level. Smoking factors were smoking intensity, age when starting to smoke, smoking frequency, time since quitting, e-cigarette use, secondhand smoke exposure, and other smoking habits. Disease history referred to COPD history, asthma history, personal cancer history, and family history of cancer. Radiation exposure involved radiotherapy of the breast or chest, CT or CAT medical imaging examination, and occupational exposure to asbestos, radon, and arsenic. We also took into account dietary and exercise habits and other behavioral risk factors.

**Data Balancing and Preprocessing**

The ratio of lung cancer to non–lung cancer cases was about 1:115. When studying the pathogenesis of lung cancer, this situation could cause a data imbalance problem. Therefore, we used the synthetic minority oversampling technique (SMOTE) [29] to solve the imbalance problem. SMOTE is based on the K-nearest neighbor algorithm to simulate the minority sample. We then added these simulated samples to the whole dataset. At the same time, the integrated data had vacancy value, incompleteness, and other problems. We therefore preprocessed the data using techniques such as vacancy value filling and noise data smoothing. We used multiple imputation [30] to fill in missing values. We conducted singular value decomposition [31] to reduce data noise in the data preprocessing stage.

We divided the preprocessed data into 4 groups: those aged 65 years and older (age ≥65 years), women aged 65 years and older (women ≥65 years), men aged 65 years and older (men ≥65 years), and the whole population.

**Deep Neural Network Model Training**

By leveraging the weights of the DNN models, we quantified the degree of influence of risk factors on lung cancer incidence in the elderly (Figure 3). First, we converted the data format into hierarchical data format version 5 (HDF5) [32] in the 4
stratified groups (age $\geq 65$ years, women $\geq 65$ years, men $\geq 65$ years, and the whole group) separately. HDF5 is recognized by Convolutional Architecture for Fast Feature Embedding (Caffe) [33], an open source general deep learning framework. Second, we used the Caffe framework to train DNN models based on the stratified groups in sequence. We input integrated data through an input layer, and then computed the weight values of different risk factors in a hidden layer. We obtained key risk factors using weight values through the output layer of the DNN model. Third, we extracted different risk factors of the stratified groups according to their DNN models.

**Figure 3.** Deep learning model training process. DNN: deep neural network; HDF5: hierarchical data format version 5.

The DNN model of the group aged 65 years and older consisted of 3 layers: the input layer, hidden layer, and output layer. This model included 1 input layer, 3 hidden layers, and 1 output layer. Layer-to-layer was fully connected. In other words, any neuron in the $i$th layer must be connected to any neuron in the $(i+1)$th layer. Therefore, there was a linear relationship where $z = \sum w_i x_i + b$, plus an activation function, $\sigma(z)$. We used a rectified linear unit function, given in Equation 1 (Figure 4), as an activation function to improve model expression ability. We used 10-fold cross-validation to test algorithm accuracy. We divided the data of the group aged 65 years and older into 10 parts. We rotated them to use 9 of them as a training dataset and 1 as a test dataset for DNN model training.
Figure 4. Data analysis equations.

\[ f(x) = \begin{cases} 
0, & x \leq 0 \\
1, & x > 0 
\end{cases} \quad (1) \]

\[ \alpha^L = \sigma(W^{L-1} + b) \quad (2) \]

\[ w_{\text{Normalized}} = \frac{w - w_{\text{Min}}}{w_{\text{Max}} - w_{\text{Min}}} \quad (3) \]

The output results \( \alpha^L \) of the DNN model can be deduced from Equation 2 (Figure 4), where \( W \) is the weight matrix between the hidden layer and the output layer, which represents the influence of risk factors on lung cancer incidence; \( L \) is the number of layers and variable \( i \) is 2 to \( L \); and \( b \) is the bias vector. The numbers of input nodes and output nodes relied on the number of input and output factors, and the hidden-layer number was determined by data size. We set a value of 30 for the input nodes, 3 for the hidden layers, and 9 for the output nodes. In this way, we constructed the DNN model of the group aged 65 years and older. We used the same network structure to train the DNN models of the other 3 stratified groups separately.

**Risk Factor Quantitative Analysis**

We normalized the weight \( w \) using Equation 3 (Figure 4) to extract key risk factors of lung cancer occurrence. The value of normalized weight \( w_{\text{Normalized}} \) was between 0 and 1. \( w_{\text{Min}} \) is the minimum value of weight, and \( w_{\text{Max}} \) is the maximum value of weight. We developed a quantitative analysis of different risk factors in the 4 groups. Because weights represented the degree of influence of risk factors on lung cancer occurrence, we compared the weights of risk factors to identify targeted factors among the 4 stratified groups.

**Results**

**Risk Factor Weights**

Figure 5 shows the weights of risk factors in the 4 stratified groups obtained using DNN models. Though leveraging weights of DNN models, we quantitatively analyzed the degree of the risk factors’ influence on lung cancer incidence in the elderly. Table 2 shows the values of weights and odds ratios (95% CI) of these main risk factors.

**Figure 5.** Normalized weights of risk factors in the stratified groups. BMI: body mass index; CAT: computerized axial tomography; COPD: chronic obstructive pulmonary disease; CT: computed tomography; PM2.5: fine particulate matter with a diameter ≤2.5 μm.
Effect of Risk Factors on Lung Cancer

Those aged 65 years and older were more sensitive to how long ago former smokers had quit and smoking frequency, which were related to smoking. This correlation was more obvious in men aged 65 years and older. Those aged 65 years and older who had quit smoking for a short time or smoked more every day were prone to lung cancer.

Smoking frequency was the leading risk factor for lung cancer in men aged 65 years and older. As Table 2 shows, the weights of smoking frequency and time since quitting were 0.18 and 0.13, respectively, in this group of men. The weight of smoking frequency was 38.5% higher than the weight of time since quitting. The top 4 risk factors of men aged 65 years and older (smoking frequency, time since quitting, use of e-cigarettes, and having smoked at least 100 cigarettes in their lifetime) were all associated with smoking. These smoking-related risk factors had a greater influence than other risk factors on men who were 65 years and older. Men in this age group who actively quit smoking were more likely to avoid lung cancer.

Time since quitting and smoking at least 100 cigarettes over their lifetime were the main risk factors for lung cancer occurrence in women aged 65 years and older. As Table 2 shows, the weight of time since quitting was 0.20 in this group of women, which was 11.1% greater than the weight of having smoked at least 100 cigarettes (0.18). The top 3 relevant risk factors were associated with smoking habit factors in women aged 65 years and older: time since quitting, having smoked at least 100 cigarettes, and smoking frequency. Therefore, smoking-related risk factors had a greater influence than other risk factors on women in this age group.

Cancer history ranked in the top risk factors in the 4 stratified groups, which may suggest that cancer history played an important role in the incidence of lung cancer [34,35]. Women aged 65 years and older were more sensitive to radiation exposure than were other groups. Physical activity was the fifth risk factor in the whole group.

Association Between Smoking and Lung Cancer Incidence

Men aged 65 years and older had the highest lung cancer incidence in these stratified groups, especially the incidence of NSCLC. We compared the incidence rate of lung cancer, NSCLC, and small cell lung cancer among all ages, under 65 years, and 65 years and older. NSCLC incidence in men 65 years and older was 286 cases per 100,000 people between 2011 and 2015, which was higher than that of women aged 65 years and older (203 per 100,000). Therefore, controlling smoking in men age 65 years and older could be more effective in preventing lung cancer.

Lung cancer incidence decreased much more rapidly in men than in women with a decline in smoking rate, as Figure 6 shows. The smoking rate curve shows that the number of smokers decreased between 1996 and 2015, from 23% to 14% (a decrease of about 39.1 percentage points). Smoking rate has declined continuously in recent years. Figure 6 also shows that the incidence of lung cancer in men declined from 88 per 100,000 in 1996 to 58 per 100,000 in 2015, a reduction of 34.1 percentage points. As a result, lung cancer incidence had decreased along with smoking rate declining in men.
Accuracy of Deep Neural Network Models

Table 3 summarizes the performance of the 4 DNN models. The proposed models had good accuracy and area under the receiver operating characteristic curve (AUROC), using the whole group as a baseline to reveal lung cancer incidence in elderly patients. Accuracies were 96.2% (95% CI 0.530-0.751, \(P=.002\)) for age 65 years and older, 94.3% (95% CI 0.459-0.643, \(P=.015\)) for men 65 years and older, and 93.2% (95% CI 0.437-0.689, \(P=.003\)) for women 65 years and older, which were higher than the whole group accuracy of 92.7% (95% CI 0.223-0.525, \(P=.002\)). Moreover, AUROC values were 0.931 (95% CI 0.499-0.593) for age 65 years and older, 0.927 (95% CI 0.506-0.681) for men 65 years and older, and 0.926 (95% CI 0.543-0.782) for women 65 years and older, performing better than the whole group at 0.913 (95% CI 0.564-0.803). This proposal model efficiently output identified risk factors, which was timesaving.

Table 3. Performance of the 4 DNN models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (95% CI)</th>
<th>AUROC (95% CI)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\geq65) years</td>
<td>0.962 (0.530-0.751)</td>
<td>0.931 (0.499-0.593)</td>
<td>.002</td>
</tr>
<tr>
<td>Men (\geq65)</td>
<td>0.943 (0.459-0.643)</td>
<td>0.927 (0.506-0.681)</td>
<td>.015</td>
</tr>
<tr>
<td>Women (\geq65)</td>
<td>0.932 (0.437-0.689)</td>
<td>0.926 (0.543-0.782)</td>
<td>.003</td>
</tr>
<tr>
<td>All</td>
<td>0.927 (0.223-0.525)</td>
<td>0.913 (0.564-0.803)</td>
<td>.002</td>
</tr>
</tbody>
</table>

\(^a\) AUROC: area under the receiver operating characteristic curve.

\(^b\) \(P<.05\) was considered to indicate statistical significance.

Discussion

Principal Findings

We developed, to our knowledge, the first deep learning classification model to quantitatively identify corresponding risk factors for lung cancer for stratified groups of elderly people. By leveraging the weights of the DNN models, we identified risk factors for lung cancer in the elderly and quantitatively analyzed the risk factors’ degree of influence. The proposed DNN models of 4 groups (age \(\geq65\) years, women \(\geq65\) years, men \(\geq65\) years, and the whole population) achieved good performance in identifying lung cancer risk factors, with accuracy ranging from 0.927 (95% CI 0.223-0.525, \(P=.002\)) to 0.962 (95% CI 0.530-0.751, \(P=.002\)) and AUROCs ranging from 0.913 (95% CI 0.564-0.803) to 0.931 (95% CI 0.499-0.593). The proposed models had a fast training speed and high accuracy and efficiency compared with logistic regression [18] and previous models for targeted identification of lung cancer risk factors [12,36-40].

In recent years, the deep learning method has been applied more frequently in lung cancer detection and prediction due to its advantages of high accuracy and fast computing speed. Hosny and colleagues used deep learning networks to predict mortality risk stratification of patients with NSCLC [22]. Cha and colleagues found that a deep learning method had high diagnostic performance in detecting operable lung cancer with...
The DNN model, which we proposed to extract risk factors, could also be applied to provide intervention indicators for lung cancer prevention and carry out targeted intervention measures.

Through integrating multidisciplinary data, we the employed the DNN method to identify key lung cancer risk factors in the elderly. We computed quantitative weights of different risk factors in a stratified population to deduce their degrees of influence on lung cancer incidence. Our results showed that DNN models identified specific risk factors of targeted elderly people. People who were 65 years or older were more sensitive to time since quitting and smoking frequency, especially in men in this age group: smoking frequency was the leading causative risk factor for lung cancer in men 65 years and older. Time since quitting and smoking at least 100 cigarettes over a lifetime were the main risk factors for lung cancer in women 65 years and older. Men 65 years and older had the highest lung cancer incidence in these stratified groups. Lung cancer incidence decreased more obviously in men than in women with a decline in smoking rate. Cancer history played an important role in the incidence of lung cancer. Taking part in more physical activities to enhance physical quality might reduce lung cancer incidence [41,42]. Smoking-related factors (eg, smoking frequency, time since quitting, smoking at least 100 cigarettes) were important risk factors for lung cancer in elderly patients. Risk factors such as smoking-related factors, exercise, and cancer history were intervention indicators in preventing lung cancer. Tammemagi and colleagues found that smokers aged 65 to 80 years were a high-risk group who might benefit from low-dose CT lung cancer screening [43]. Chen and colleagues found that regional application of effective primary cancer prevention strategies on smoking, poor diet, and other modifiable risk factors had a vast potential to reduce the burden of cancer and disparities in China [9]. These suggested that interventional measures targeting the main risk factors might be possible to prevent lung cancer occurrence.

Comparison With Prior Work
Previously, researchers conducted several models to identify lung cancer risk factors [36-40]. Table 4 shows a comparison of our model with previous models. Compared with previous models, our proposed model identified risk factors for lung cancer in the elderly with high accuracy and AUROC. Our model used data from a larger population, more lung cancer occurrence-related risk factors, and a more efficient identification algorithm than previous models. Our DNN models had faster training speeds than previous models when training on the same scale of big data, which could save a lot of time. Moreover, we balanced and preprocessed the data before training the DNN models, which was helpful to improve model accuracy effectively.

Table 4. Comparison of our model with previous models for identifying lung cancer risk factors.

<table>
<thead>
<tr>
<th>Model</th>
<th>Population</th>
<th>Method</th>
<th>Risk factors</th>
<th>Accuracy</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our model</td>
<td>235,673</td>
<td>Deep neural network</td>
<td>As listed in the Results section</td>
<td>0.927</td>
<td>0.913</td>
</tr>
<tr>
<td>Panayiotis, 2016 [36]</td>
<td>25,486</td>
<td>Dynamic Bayesian network</td>
<td>Demographics, smoking status, family history of cancer, cancer history, comorbidities related to lung cancer, occupational exposures, and low-dose computed tomography screening outcomes</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>Wang, 2019 [37]</td>
<td>961</td>
<td>Conditional Gaussian Bayesian network</td>
<td>Age, sex, level of education, region, urbanization, diagnosis-based factors, prior utilization factors, prescription factors</td>
<td>0.67</td>
<td>N/A</td>
</tr>
<tr>
<td>Ankit, 2012 [38]</td>
<td>70,132</td>
<td>Decision tree</td>
<td>Age, birthplace, cancer grade, diagnostic confirmation, farthest extension of tumor, type of surgery performed, reason for no surgery, order of surgery and radiation therapy, scope of regional lymph node surgery</td>
<td>0.863</td>
<td>0.91</td>
</tr>
<tr>
<td>Xie, 2014 [39]</td>
<td>1703</td>
<td>Artificial neural network</td>
<td>41 risk factors: age, education level, marital status, income status, smoking, alcohol drinking, coffee intake, etc</td>
<td>0.838</td>
<td>N/A</td>
</tr>
<tr>
<td>Kaviarasi, 2019 [40]</td>
<td>321</td>
<td>Gaussian classifier</td>
<td>Age, sex, radiation sequence with surgery, first malignant primary indicator, radiation, etc</td>
<td>N/A</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Some aspects of our results were similar to the results of these previous studies. In our results, smoking was the leading cause of lung cancer in the elderly. This view was consistent with the reported literature [2,44-46]. Nevertheless, we focused on some original findings in stratified groups of older people.

Limitations
This study had several limitations. First, we mainly focused on modifiable risk factors of lung cancer in the elderly. In the future, we should validate these identified modifiable risk factors using a simulated intervention process to prevent lung cancer. Second, because we used open survey data, we did not obtain the participants’ genetic and dietary factors. We are matching the data to source region now and we will analyze lung cancer risk factors by region in the future.

Conclusions
This study demonstrated a quantitative method to identify risk factors for lung cancer in the elderly. The proposed models provided intervention indicators to prevent lung cancer, especially in older men, which could be used with effective intervention methods to reduce lung cancer incidence in the future.
elderly and improve their life quality in their later years. This approach might be used as a risk factor identification tool in other cancers and help physicians make decisions on cancer prevention.
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Abstract

Background: Patients who suffer from different diseases may use different electronic health (eHealth) resources. Thus, those who plan eHealth interventions should take into account which eHealth resources are used most frequently by patients that suffer from different diseases.

Objective: The aim of this study was to understand the associations between different groups of chronic diseases and the use of different eHealth resources.

Methods: Data from the seventh survey of the Tromsø Study (Tromsø 7) were analyzed to determine how different diseases influence the use of different eHealth resources. Specifically, the eHealth resources considered were use of apps, search engines, video services, and social media. The analysis contained data from 21,083 participants in the age group older than 40 years. A total of 15,585 (15,585/21,083; 73.92%) participants reported to have suffered some disease, 10,604 (10,604/21,083; 50.29%) participants reported to have used some kind of eHealth resource in the last year, and 7854 (7854/21,083; 37.25%) participants reported to have used some kind of eHealth resource in the last year and suffered (or had suffered) from some kind of specified disease. Logistic regression was used to determine which diseases significantly predicted the use of each eHealth resource.

Results: The use of apps was increased among those individuals that (had) suffered from psychological problems (odds ratio [OR] 1.39, 95% CI 1.23-1.56) and cardiovascular diseases (OR 1.12, 95% CI 1.01-1.24) and those part-time workers that (had) suffered from any of the diseases classified as others (OR 2.08, 95% CI 1.35-3.32). The use of search engines for accessing health information increased among individuals who suffered from psychological problems (OR 1.39, 95% CI 1.25-1.55), cancer (OR 1.26, 95% CI 1.11-1.44), or any of the diseases classified as other diseases (OR 1.27, 95% CI 1.13-1.42). Regarding video services, their use for accessing health information was more likely when the participant was a man (OR 1.31, 95% CI 1.13-1.53), (had) suffered from psychological problems (OR 1.70, 95% CI 1.43-2.01), or (had) suffered from other diseases (OR 1.43, 95% CI 1.20-1.71). The factors associated with an increase in the use of social media for accessing health information were as follows: (had) suffered from psychological problems (OR 1.65, 95% CI 1.42-1.91), working part time (OR 1.35, 95% CI 0.62-2.63), receiving disability benefits (OR 1.42, 95% CI 1.14-1.76), having received an upper secondary school education (OR 1.20, 95% CI 1.03-1.38), being a man with a high household income (OR 1.67, 95% CI 1.07-2.60), suffering from cardiovascular diseases and having a high household income (OR 3.39, 95% CI 1.62-8.16), and suffering from respiratory diseases while being retired (OR 1.95, 95% CI 1.28-2.97).
Conclusions: Our findings show that different diseases are currently associated with the use of different eHealth resources. This knowledge is useful for those who plan eHealth interventions as they can take into account which type of eHealth resource may be used for gaining the attention of the different user groups.

*J Med Internet Res 2020;22(3):e13116*  doi:10.2196/13116

**KEYWORDS**

eHealth; internet; search engines; mobile apps; social media

**Introduction**

**Background**

This is the second paper of a series of 4 that studies electronic Health (eHealth) consumption using the data gathered by the seventh survey of the Tromsø Study (Tromsø 7). In the study by Wynn et al (part 1) [1], we present main findings regarding characteristics of the participants and their use of eHealth. In this second paper, we focus on understanding how long-term or chronic diseases influence the choice of one eHealth resource over another. In the study by Budrionis et al (part 3) [2], we examine outcomes of the use of eHealth, and in the study by Yigzaw et al (part 4) [3], we study how eHealth consumption influences actual doctor visits.

The overall aim of the series was to provide a clearer overview of the characteristics of eHealth users and their interaction with the health care sector. As a matter of fact, the health care sector in many developed economies is facing challenges that include aging populations, lack of workforce, and insufficient coordination among caregivers and services [4-7]. At the same time, the use of information and communication technology is increasing among citizens [8-10]. In the United States, 84% of the population has access to the internet [8]. In Norway, 85% of the population uses the internet on a daily basis [11]. The increase in the use of technology is also powered by the broad access to mobile phones and tablets. In 2012, 85% of US adults owned a mobile phone and 31% had used it to look for health information [12]. The broad adoption of smartphones and ubiquitous access to the internet have led to a steady increase in the use of technology that may be used for health purposes, such as search engines, social media, and Web-based video services [13-17].

eHealth can be understood as the “intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the internet and related technologies” [18]. Access to technology allows citizens to easily access health information and monitor their health status with, for example, mobile apps. It is known that chronic conditions can influence the use of the internet for seeking health information [9,19-22]. The appropriate use of technology has the potential to improve patients’ health and make them more knowledgeable about their condition [23-25]. However, the vast amount of health-related information available on the internet also includes irrelevant information and misinformation [26-28]. Typical challenges for patients with chronic disorders when looking for health information on the internet are finding appropriate online resources and filtering online health information [29].

**Interventions and Challenges of Electronic Health**

Currently, many health trusts are promoting eHealth interventions [30-34]. These interventions focus on eHealth resources such as mobile apps, social media, video services, and search engines on the internet, among others [8-10]. These interventions have focused on improving health care by guiding health consumers to the most appropriate service [35-37], improving treatment adherence [30,31], or involving patients in shared decision making [38]. A strong focus on these interventions has been set on long-term and chronic diseases such as cardiovascular diseases, cancer, and psychological problems [31,33,39].

Some studies have shown that technology can improve treatment adherence for chronic patients [30,31]. Examples are the positive impact of mobile apps and social media on the management of chronic diseases such as diabetes and epilepsy [30,40]. Most studies have focused on studying the effect of eHealth resources on the management of a condition. However, another important aspect that has been less explored is how a particular condition predisposes to the use of one type of eHealth resource over another. This knowledge is important to decide what type of eHealth resource is the most appropriate for every eHealth intervention. However, to our knowledge, the importance of diseases for eHealth use has not been explored with a sufficient sample size to find which eHealth resources are preferred by different groups of chronic patients.

Tromsø 7 included a questionnaire about the use of eHealth. In a series of 4 papers, we explore data from the Tromsø Study questionnaire analyzing the relationships among eHealth use and other demographic and clinical variables. The large sample size of the Tromsø 7 offers the opportunity to compare eHealth preferences in different patient groups.

**Methods**

**The Tromsø Study**

The Tromsø Study is a longitudinal population-based study conducted in the municipality of Tromsø, Norway, since 1974 [41,42]. Its original purpose was to determine the reasons for the high mortality due to cardiovascular diseases in Norway. However, over time, it has expanded, and currently, it covers many different diseases such as mental disorders, cancer, and osteoporosis, to name a few [42]. The study is funded directly by the Norwegian Government. The study is conducted by the University of Tromsø in collaboration with the Norwegian Institute of Public Health and others [42]. The most recent version is Tromsø 7, comprising the years 2015 and 2016 [42]. The Tromsø Study focuses on a range of chronic diseases and conditions. In Tromsø 7, people aged 40 years or older were
included, which provided a sample of 21,083 participants accounting for 64.69% (21,083/32,591) of the total invited. A personal invitation was mailed to all residents in Tromsø aged 40 years or older [41,42] together with a paper-based questionnaire and a link to an electronic questionnaire. Those who chose to participate could complete the questionnaire in paper or electronically at home. Alternatively, they could do so when they attended the study center, where they were also included in other tests. Those who did not respond to the initial mailed invitation were mailed a follow-up reminder.

Part 1 of this series of papers has already presented the characteristics of the participants in Tromsø 7 [1].

Questionnaire

The questionnaire in Tromsø 7 included data regarding many diseases, symptoms, and lifestyle and contained in total more than 300 questions. Examples of the data included are dietary habits; medication; sleeping patterns; socioeconomic status; education; work; and, the most relevant for this study, the use of eHealth resources.

The eHealth questions were selected based on a review of prior literature and with a particular focus on prior studies involving Norwegian participants. As there were strict limits on the number of items (because of the overall size of the questionnaire), only the main questions regarding eHealth services were included (as described below).

The Tromsø 7 questionnaire completed by participants contained several blocks of information. In this study, we focused on a subset of the information contained in the questionnaire. The information considered in this study is as follows:

- **Demographics:** including questions about age, gender, education, household income (expressed in Norwegian kroner [kr] and US dollars), lifestyle, and occupation.
- **Groups of diseases:** the participant suffers or has suffered from a cardiovascular disease (high blood pressure, heart attack, heart failure, atrial fibrillation, angina, and stroke), respiratory disease (bronchitis and asthma), cancer, psychological problems, or other disorders (rheumatoid arthritis, arthritis, diabetes, kidney disease, migraine, and chronic pain). Participants could choose any of the specific diseases available in the questionnaire (ie, more than 1 disease if relevant). We grouped specific diseases before the statistical analyses were performed.
- **Emotional:** live with a spouse and support from friends.
- **Use of eHealth resources:** participants were asked: “How often during the last year have you used the following internet-services for information and advice on health and disease issues: Applications (‘Apps’) for smart phone or tablet?, Search engines (like Google)?, Social media (like Facebook)?, Video services (like YouTube)?” For each question, the participants could answer either “never,” “once,” “a few times,” or “often.” The participants who answered that they had used minimum 1 of the eHealth services were thereafter asked: “If you during the last year have used internet-services for information and advice on health and disease issues, based on the information you found on the internet: Have you decided to go to the doctor?, Have you decided not to go the doctor?, Have you discussed the information with a doctor?, Have you changed your medication without consulting a doctor?, Have you been unsure whether the treatment you have received is correct?, Have you decided to seek out complementary or alternative treatment?, Have you made lifestyle changes?, Have you felt anxiety?, Have you felt reassured?, Have you felt more knowledgeable?, Have you felt more confused?” For each of the questions, the participants could answer either “never,” “once,” “a few times,” or “often.”

All the questions and response-options have been published on the Tromsø Study website [43].

Statistical Analysis

We used multivariable logistic regression to determine which variables influenced the use of eHealth resources. We proceeded in 2 steps. First, a general model predicting the use of any type of eHealth resources was estimated using the whole dataset. For this, we defined a binary variable that indicated if the participant had used any of the eHealth resources or none. The use of each type of eHealth resource (mobile apps, search engines, video services, or social media) was analyzed separately by regressing the dependent variable that represented each type of eHealth resource with the independent variables previously presented. For the second step, we used the subset of patients that had some of the diseases under study (independent of whether or not they used some eHealth resource). In this way, we identified the specific variables that most strongly influenced the use of each type of eHealth resource.

Multimedia Appendix 1 shows the diseases and the eHealth resources considered. In addition, it also shows the demographic variables included in models. Age was treated as a continuous variable. Household income and education were treated as ordinal variables that represented increasing degrees of the feature represented. Occupation was represented as a categorical variable. The groups of diseases considered were coded as dichotomous variables that represented the presence (value=1) or absence (value=0) of any of the diseases included in the group. Similarly, the use and noneuse of different dichotomous resources (mobile apps, search engines, Web videos, and social media) were coded as another dichotomous variable (use=1 and noneuse=0). The sex of the participant was also represented by 0=woman and 1=man. We studied the interactions between age, sex, occupation, education, household income, and the diseases included in the study. All the independent variables were included for the estimation of every model.

Observations with missing data were excluded from the analysis when any of the missing variables (dependent or independent) needed for calculating each logistic regression model were missing. The reader should note that this caused a variation in the total sample available for each specific model, but the procedure maximized the amount of data available for the estimation of each model. This is a common practice to increase the robustness of the statistical model (pairwise exclusion) [44]. We adjusted for covariates by including possible confounders and interactions in the logistic regression models [45]. Models were then simplified excluding nonsignificant variables and interactions. Deviance analysis was performed to check that the
models were significant in predicting the use of eHealth resources. All analyses were 2-sided, and $P$ values were considered statistically significant at a level of <.05.

**Ethics**

The Regional Committee for Medical and Health Research Ethics approved the study (REK Nord, reference 2014/940). All participants provided written informed consent.

**Results**

**User Statistics**

This section presents the results of the statistical analysis performed on Tromsø 7 data to establish which variables influence the use of each type of eHealth resource. First, this section presents the analysis of eHealth resources as a combined variable that represents any type of eHealth resource (apps, search engines, video services, or social media). Second, this section presents the results of analyzing the relationship between different disease groups and the use of specific eHealth resources for those individuals that suffered from at least one disease. Some interactions are available in Multimedia Appendix 2.

Multimedia Appendix 1 shows the data regarding the demographic characteristics of the sample selected. A total of 15,585 (8565 men, 7020 women) out of 21,083 (73.92%) participants (had) suffered from some kind of disease, 10,604 out of 21,083 (50.29%) participants reported to have used some kind of eHealth resource in the last year, and 7854 out of 21,083 (37.25%) participants reported both to have used some kind of eHealth resource in the last year (apps, search engines, Web videos, or social media) and suffered (or had suffered) from some kind of specified disease. By disease group, of the total 21,083 participants, 34.00% (7169/21,083) participants (had) suffered from some cardiac disease, 7.76% (1636/21,083) from cancer, 12.91% (2723/21,083) from psychological problems, 12.99% (2738/21,083) from respiratory diseases, and 52.69% (11,109/21,083) from any of the diseases included in the others group. More details about the demographic characteristics can be seen in part 1 of this series of studies. In addition, Multimedia Appendix 1 displays the use of eHealth resources per patient group.

**Study of the Use of Electronic Health Resources in General**

The first model estimated the use of any eHealth resource. The sample size after removing the respondents that had any missing values was 18,578 individuals. We found that various groups of diseases have a significant effect on the use of eHealth resources. Moreover, different diseases are related to the use of different types of eHealth resources.

Attending to the odds ratios (ORs) in Multimedia Appendix 2, it is possible to see that an increment in age (OR 0.94, 95% CI 0.93-0.95), being a man (OR 0.3, 95% CI 0.21-0.44), living with a spouse (OR 0.84, 95% CI 0.76-0.92), receiving support from friends (OR 0.81, 95% CI 0.73-0.90), and having received college education for less than 4 years (OR 0.88, 95% CI 0.82-0.94) were associated with a decrease in the use of eHealth resources in general.

Figure 1 shows the forest plot summarizing the significant variables that predicted the use of eHealth resources in general (apps, search engines, videos, or social media). The full result of the analysis is available in Multimedia Appendix 2. Having received education of upper secondary school (OR 2.46, 95% CI 2.28-2.65), being retired (OR 1.38, 95% CI 1.18-1.60), receiving a disability benefit (OR 1.37, 95% CI 1.05-1.78), having a household income between US $15,000-$25,000 (OR 2.01, 95% CI 1.48-2.74), suffering from psychological problems (OR 1.60, 95% CI 1.38-1.84), and suffering from any of the diseases contained in the group named other diseases (OR 1.38, 95% CI 1.27-1.50) were associated with an increase in the use of eHealth resources in general.
Study of the Use of Specific Electronic Health Resources

For studying the effect of each disease on the use of eHealth resources, we selected a subsample containing all the participants that suffered from any of the diseases previously presented (n=15,585). Observations containing missing data were only excluded if any of the variables needed for the regression analysis were missing.

Study of the Use of Mobile Apps

The sample size used by the statistical software after removing the observations missing any of the variables used by the mobile apps regression model was 15,321 individuals. Figure 2 summarizes the significant disease groups and demographic characteristics related to the users of apps contained in the subsample. In addition, it contains the ORs from the regression model predicting the use of mobile apps and the influence of each independent variable. The full result of the analysis is available in Multimedia Appendix 3.

A total of 2 main factors were associated with a decrease in the use of mobile apps: age and part-time workers. As age increased, there was a decreasing use of mobile apps (OR 0.97, 95% CI 0.95-0.97). In addition, those included in the work group representing part-time employees were associated with a decrease in the use of mobile apps for accessing health information (OR 0.61, 95% CI 0.40-0.91).

There were 2 main diseases that were associated with an increase in the use of apps for accessing health information: psychological problems (OR 1.39, 95% CI 1.23-1.56) and cardiovascular diseases (OR 1.12, 95% CI 1.01-1.24).

Suffering from any of the diseases contained in the group other diseases did not have a significant influence over the use of mobile apps.
Study of the Use of Search Engines

The sample size used by the statistical software after removing the observations missing any of the variables used by the search engines model was 13,610 individuals. Figure 3 summarizes the significant disease groups and demographic characteristics related to the users of search engines contained in the subsample. In addition, it contains the ORs from the regression model predicting the use of Web search engines and the influence of each independent variable. The full result of the analysis is available in Multimedia Appendix 4.

From the logistic regression model, it is possible to interpret that having an educational level of upper secondary education (OR 2.54, 95% CI 2.33-2.77), having a household income of US $15,000-$25,000 (OR 2.57, 95% CI 1.86-3.60), suffering from psychological problems (OR 1.39, 95% CI 1.25-1.55), suffering from cancer (OR 1.26, 95% CI 1.11-1.44), suffering from some of the diseases included in the group other diseases (OR 1.27, 95% CI 1.13-1.42), or being retired (OR 1.31, 95% CI 1.07-1.59) contributed to increasing the use of Web search engines for health information. Increasing age (OR 0.94, 95% CI 0.93-0.95), being a man (OR 0.32, 95% CI 0.21-0.50), living with the spouse (OR 0.82, 95% CI 0.73-0.92), having less than 4 years of college education (OR 0.85, 95% CI 0.79-0.92), having support from friends (OR 0.80, 95% CI 0.71-0.90), and having a household income between US $55,100-$75,000 (OR 0.74, 95% CI 0.62-0.87) were associated with a decrease in the use of Web search engines for accessing health information.

Figure 3. Forest plot for the logistic regression for the use of search engines.

Study of the Use of Video Services

The sample size used by the statistical software after removing the observations missing any of the variables used by the model for video services was 14,724 individuals. Figure 4 summarizes the significant disease groups and demographic characteristics related to the users of video services contained in the subsample. In addition, it contains the ORs from the regression model predicting the use of video services and the influence of each independent variable. The full result of the analysis is available in Multimedia Appendix 5.
Having an educational level of upper secondary school (OR 2.16, 95% CI 1.79-2.61), being a man (OR 1.31, 95% CI 1.13-1.53), suffering from psychological problems (OR 1.70, 95% CI 1.43-2.01), and suffering from any of the diseases contained in the group of others (OR 1.43, 95% CI 1.19-1.71) were associated with an increase in the use of video services for accessing health information. Increasing age (OR 0.97, 95% CI 0.96-0.98), having an education of less than 4 years of college (OR 0.81, 95% CI 0.68-0.95), and having a household income of US $15,000-$25,000 (OR 0.45, 95% CI 0.31-0.67) were associated with a decrease in the use of video services for accessing health information.

**Study of the Use of Social Media**

The sample size used by the statistical software after removing the observations missing any of the variables used by the model for social media was 14,514 individuals.

Figure 5 summarizes the significant disease groups and demographic characteristics related to the users of social media contained in the subsample. In addition, it contains the ORs from the regression model predicting the use of social media and the influence of each independent variable. The full result of the analysis is available in Multimedia Appendix 6.
Having a part-time job (OR 1.42, 95% CI 1.13-1.76), receiving a disability benefit (OR 1.42, 95% CI 1.14-1.76), having an education level of upper secondary school (OR 1.19, 95% CI 1.03-1.38), and suffering from psychological problems (OR 1.65, 95% CI 1.42-1.91) were associated with an increase in the use of social media for accessing health information.

Higher age (OR 0.96, 95% CI, 0.95-0.97), being a man (OR 0.54, 95% CI, 0.43-0.62), being in the group of those with a household income of US $15,000-$25,000 (OR 0.43, 95% CI 0.27-0.71), and having an education level of less than 4 years of college (OR 0.81, 95% CI 0.71-0.92) were associated with a decrease in the use of social media for accessing health information.

Table 1 shows a summary with the associations that were significant regressing disease groups with eHealth resources, some variables have been omitted for clarity.

### Table 1. Summary of the association of electronic resources and disease groups.

<table>
<thead>
<tr>
<th>Disease group</th>
<th>Mobile apps</th>
<th>Search engines</th>
<th>Video services</th>
<th>Social media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular diseases</td>
<td>OR= 1.12, 95% CI 1.01-1.24</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cancer</td>
<td>—</td>
<td>OR 1.26, 95% CI 1.11-1.44</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Psychological problems</td>
<td>OR 1.39, 95% CI 1.23-1.56</td>
<td>Significant when interacting with a household income of US $55,100 – $75,000&lt;sup&gt;a&lt;/sup&gt;</td>
<td>OR 1.70, 95% CI 1.43-2.01</td>
<td>OR 1.65, 95% CI 1.42-1.91</td>
</tr>
<tr>
<td>Respiratory problems</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Significant when interacting with occupation=retired&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other diseases</td>
<td>Significant when interacting with part-time work&lt;sup&gt;b&lt;/sup&gt;</td>
<td>OR 1.27, 95% CI 1.13-1.42</td>
<td>OR 1.43, 95% CI 1.19-1.71</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.

<sup>b</sup>The association between the disease and the electronic resource is not statistically significant.

<sup>c</sup>The interaction is significant. OR for interactions are available in multimedia appendices.

### Discussion

#### Summary of Evidence

This study sheds light on the use of various eHealth resources by patients that suffer from diverse conditions. To our knowledge, this is the first study covering the relationship between ranges of different health conditions and varying preferences for different eHealth resources. As depicted in Table 1, our results show that, in general, different diseases are associated with the use of different eHealth resources.

In general, lower socioeconomic class (SES) positively predicted the use of eHealth resources. In addition, for cardiovascular and respiratory diseases, the interaction with lower SES caused an additional increase in the use of social media and search engines, respectively.

Previous studies have shown that people suffering from chronic illness are more likely to search for health information on the internet [9,14]. However, these studies focused on the use of internet for health in general, whereas this study analyzes in depth the use of each type of resource by each group of patients.

Our study shows that long-term and chronic diseases significantly influence the use of eHealth resources. This is consistent with prior research reporting that internet users living with a chronic disease are more likely to gather information using the internet [9,14,19,46]. In addition, this study adds to this knowledge by showing that the influence on each specific eHealth resource varies depending on the medical condition.

Prior literature has shown that most online health information searching starts at a search engine [9]. Furthermore, in our dataset, search engines were the most frequently used eHealth service among those suffering from some disease (7468/15,585; 47.92%), followed by apps (1982/15,585; 12.72%), social media (1145/15,585; 7.35%), and video services (767/15,585; 4.92%). However, in this study, we found that when the use of different eHealth resources is studied independently over the whole dataset, patients with different diseases appear to have variations in preferences regarding different eHealth resources. We believe that these differences in preferences can be partially explained by the availability and popularity of various eHealth resources for the different patient groups—which again might depend in part on characteristics of the different patient groups. For instance, there are many popular apps available for the management of psychological problems [32,39,47,48], such as sleeping problems, anxiety, and depression. In contrast to other chronic disorders, the apps available for psychological problems might even help cure a problem (ie, sleeping problem)—this is obviously not the case, for instance, with cancer or cardiovascular diseases.

Patients with psychological problems were likely to use all the eHealth resources under study (apps, search engines, videos, and social media). Previous studies have reported psychological variables as predictors of health-related internet use [49]. Internet videos have been reported to benefit patients with mental illness [47]. Moreover, internet- and apps-based interventions have showed that beyond helping those with psychological problems, they can act as an attractor for those in need for help [39]. In addition, social media has been found to be beneficial by decreasing the distress of people with schizophrenia [50]. Our results suggest that all the eHealth resources covered may be used for providing health information.
to people with psychological disorders. Determining which psychological disorders respond better to each of the resources remains a future task.

Prior research has shown that patients with cardiovascular diseases constitute one group that benefits, in part through improved disease management, from telemedicine and eHealth interventions [42]. We found that patients who had cardiovascular diseases were associated with a preference for mobile apps (OR 1.12) and social media (if they had high SES; OR 3.39; see Multimedia Appendix 6). Our study complements previous findings by showing that mobile apps and social media might be the most appropriate eHealth resources for interventions for providing health information to patients with cardiovascular problems.

Concerning respiratory diseases, SMS messages, WhatsApp, and Facebook have been mentioned as useful tools for receiving health information about chronic obstructive pulmonary disease (COPD) and also for communicating with a doctor [51]. However, in our study, respiratory diseases alone were not significantly associated with a preference for any specific eHealth resource. Only for the subgroups of retired participants and participants with medium-high household income, was it possible to determine that social media or search engines, respectively, were preferred by individuals suffering from respiratory diseases. A possible explanation for the lack of significance of eHealth resources may be the lack of impact of eHealth interventions on patients with this type of diseases. In fact, the Cochrane reviews in the studies by McCabe et al and Marcano et al did not find any statistical significance in the use of mobile technology for the management of people with COPD and asthma, respectively [52,53]. Future works should focus on specific respiratory diseases to determine if these findings are applicable to all of them or whether there are differences across patients with different respiratory conditions.

Cancer was a significant predictor of the use of search engines, that is, general searches for health information on the internet. Cancer was not associated with the use of other eHealth resources. Previous studies have already shown that the use of eHealth among cancer patients is extensive [33]. Our results complement these studies by helping to understand which particular eHealth resource should be used for cancer. Currently, there is a high availability of eHealth resources for cancer. For example, there are many mobile apps concerning cancer [54]. However, the analyses of Bender et al [54] and Giunti et al [55] show that information apps about cancer are much more common than disease management ones. This is aligned with our findings. We believe that this points out that the demand for eHealth resources that provide information is higher than the demand for eHealth resources for disease management among cancer patients. Therefore, eHealth interventions should focus on providing information by, for example, pointing patients to high-quality websites about cancer.

Patients that suffered from conditions included in the group of other diseases (arthrosis, rheumatoid arthritis, diabetes, kidney disease, migraine, or chronic pain) were more likely to use internet videos, search engines, and mobile apps (if they were part-time workers) as eHealth resources but less likely to use social media. Some of the diseases contained in our generic group (other diseases) have been reported to benefit from the use of smartphone apps [30-32]. Our findings suggest that for those diseases, apps (significant only for part-time workers), in addition to videos and search engines, are appropriate resources to provide eHealth.

For patients that suffer from conditions contained in the group of other diseases, in some cases, our findings are not consistent with the previous literature. Prior studies have reported differences in the benefits of technology for the different diseases contained in this group. For example, mobile apps have been reported as inadequate for patients with chronic diseases [56]. For patients with chronic pain, Merolli et al found that social media was beneficial [57]; also, Hou et al found that mobile apps had a small [31] or no improvement at all on the self-management of diabetes [30]. A possible cause for the contradictions of our results with some of the previous studies is that the diseases contained in this group are very heterogeneous. Therefore, our conclusions for this group should be taken with caution. Future research should examine if differences exist across these diseases and the preference for different eHealth resources of those affected by them.

Limitations

There are several limitations in this study that should be considered. The logistic regression model for search engines is not a robust model because the residual in the analysis of deviance is significant. This makes sense because, as stated in the Introduction section, search engines are the first input for searching information [58]. Thus, there may be very disparate factors that influence the use of search engines that are unavailable to us.

Another limitation is that, to our knowledge, it is unknown if users in the higher age groups differentiate well in their responses to the questionnaire between accessing health information from a browser on the mobile phone, an app, videos, or social media. Those with limited eHealth literacy may confuse one with another, which may lead to a high variability in the results of this part of the study. For example, search engines could be used by participants to find other resources such as social media or videos; therefore, the large use of search engines could be misleading, and some of the participants considered as search engine users may in fact have used other types of eHealth resources. In our study, we have only analyzed the use of different eHealth services (or channels), and the actual content of these services is not known.

Psychological problems is a crude categorization, and the group is likely to be quite heterogeneous—which again may influence the outcome in terms of eHealth services used. Unfortunately, we do not have more detailed information about the types of psychological problems of the participants. However, it is reasonable to assume that most participants who had such problems had less serious psychological problems as these are the most prevalent in the general population. It is also likely that there is a participation bias in that those who suffered from the most serious psychological problems (ie, psychosis and severe depression) did not participate in the study as
participation required a relatively large effort (completing a long questionnaire and attending a study center for more testing).

We lack information about the current availability of different eHealth resources for different patient groups. It is, therefore, difficult to infer from our findings whether increased use of a particular type of eHealth service may be related to a higher availability of a particular type of service.

Our results indicate which eHealth resources are more commonly used by people in each disease group. This does not necessarily mean that this eHealth resource is the best one for patients suffering from that disease. Some other factors that are relevant when planning eHealth services for different patient groups are the characteristics of the diseases and the users’ health and the users’ eHealth literacy level. Nevertheless, even in those cases where the most frequently used resource for a group of patients may not be the optimal one, our results can be used to reach those patients in the first place and redirect them to the optimal eHealth resource for a specific intervention. As indicated in the study by Wynn et al (part 1), although the population in Tromsø may be representative of the Norwegian population, caution should be taken when extrapolating the findings to other populations [1]. This is the first time eHealth questions have been included in the Tromsø Study, and these items have, therefore, not been formally tested for validity and reliability—this will be a future task of the eHealth study group.

Conclusions

Our findings show that different diseases influence the use of different eHealth resources. This is an important finding for health organizations to plan eHealth interventions more effectively by taking into account which type of eHealth resource should be used for each patient group. It is not clear why people with specific illnesses currently seem to favor specific eHealth resources, and it may be related to the current availability of high-quality information on different resources. However, certain eHealth resources may be better suited to specific patient groups. For instance, social media is experienced as the most useful eHealth resource for people with psychological problems. Further studies are needed to examine the underlying reasons why different patient groups prefer one type of eHealth resource over another.
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Abstract

Background: Until recently, developing health technologies was time-consuming and expensive, and often involved patients, doctors, and other health care professionals only as passive recipients of the end product. So far, users have been minimally involved in the ideation and creation stages of digital health technologies. In order to best address users’ unmet needs, a transdisciplinary and user-led approach, involving cocreation and direct user feedback, is required. In this context, hackathon events have become increasingly popular in generating enthusiasm for user-centered innovation.

Objective: This case study describes preparatory steps and the performance of a health hackathon directly involving patients and health care professionals at all stages. Feasibility and outcomes were assessed, leading to the development of systematic recommendations for future hackathons as a vehicle for bottom-up innovation in health care.

Methods: A 2-day hackathon was conducted in February 2017 in Berlin, Germany. Data were collected through a field study. Collected field notes were subsequently discussed in 15 informal meetings among the research team. Experiences of conducting two further hackathons in December 2017 and November 2018 were included.

Results: In total, 30 participants took part, with 63% (19/30) of participants between 25 and 34 years of age, 30% (9/30) between 35 and 44 years of age, and 7% (2/30) younger than 25 years of age. A total of 43% (13/30) of the participants were female. The participation rate of medical experts, including patients and health care professionals, was 30% (9/30). Five multidisciplinary teams were formed and each tackled a specific health care problem. All presented projects were apps: a chatbot for skin cancer recognition, an augmented reality exposure-based therapy (eg, for arachnophobia), an app for medical neighborhood connectivity, a doctor appointment platform, and a self-care app for people suffering from depression. Patients and health care professionals initiated all of the projects. Conducting the hackathon resulted in significant growth of the digital health community of Berlin and was followed up by larger hackathons. Systematic recommendations for conducting cost-efficient hackathons (n ≤ 30) were developed, including aspects of community building, stakeholder engagement, mentoring, themes, announcements, follow-up, and timing for each step.

Conclusions: This study shows that hackathons are effective in bringing innovation to health care and are more cost- and time-efficient and potentially more sustainable than traditional medical device and digital product development. Our systematic recommendations can be useful to other individuals and organizations that want to establish user-led innovation in academic hospitals by conducting transdisciplinary hackathons.
Introduction

Research in health care is expensive, time-consuming, and does not always ensure the development and implementation of sustainable and appropriate technologies that best address the needs and requirements of patients, doctors, and health care professionals [1]. A transdisciplinary approach, together with direct end-user feedback, may benefit the cost-efficient development of innovative health technologies [2]. In this context, hackathons have become an increasingly popular venue for health care institutions to generate enthusiasm for innovation.

The term hackathon derives from the words hack and marathon. In this context, hacking refers to intensive collaborative computer programming. Since the late 1990s, the concept of gathering experts into teams to foster collaboration and solve pressing problems has become increasingly popular. Initially, hackathons were highly targeted at those working in tech [3] but, more recently, hackathons have also found a niche in the medical field and academic literature [4]. Since 2010, hundreds of health hackathons have been documented worldwide, with most of them being held in the United States [5].

The question remains whether hackathons are an effective method to accelerate the creation of novel medical technology. The Consortium for Affordable Medical Technologies (CAMTech), based at the Massachusetts General Hospital’s Global Health department, recently published the outcomes of 12 hackathons from 2012 to 2015 in India, Uganda, and the United States [6]. The projects initiated through these events were often followed up afterward and have reached pilot-testing stages, started clinical trials, or even resulted in the formation of new companies. The health hackathon model, including preceding priming activities and targeted postevent support, were rated as a reliable source of solutions to challenges in health care.

However, these results mainly speak for hackathons organized either in the United States or by people from the United States. Research on hackathons in Europe is rare or almost nonexistent. A possible reason may be that the organization of a hackathon requires considerable effort and costs, especially for organizations without any previous experience in this area, such as academic hospitals [7]. Furthermore, hackathons in Europe, especially in Germany, are relatively recent and unknown to most health care providers and operators.

This case study analyzed the preparation and performance of a transdisciplinary health hackathon conducted in Berlin, Germany. Feasibility and outcomes were assessed, leading to the development of systematic recommendations for future health hackathons.

Methods

Study Setting

The 2-day hackathon was conducted over a weekend in February 2017 in Berlin, Germany. The organizing team consisted of 10 people: a core organizing team of three people (ASP, AVS, and IJH) and seven volunteers. All members of the organizing team were members of the nonprofit organization Hacking Health.

Hackathon Resources

Our first most valuable resource was a nonprofit organization called Hacking Health, founded and operated in Montreal, Canada, since 2012 [8]. Hacking Health has organized health hackathons worldwide, mostly across Canada, the United States, the Netherlands, France, and eventually in Germany in 2017 with the hackathon presented here.

Prior to this event, the German chapter of Hacking Health was founded by three volunteers in Berlin. Supported by Hacking Health Canada, they were provided with all relevant resources for building a successful digital health community free of charge. The newly founded Hacking Health Berlin chapter then organized various local events, from workshops about biomedical technology to talks about digital health. Since then, the chapter and its network have grown gradually in Berlin [9].

A further helpful resource was the Health Hackathon Handbook by MIT Hacking Medicine, which is available online for free [10] and was used as a guide for organizing the hackathon studied here. Founded at the Massachusetts Institute of Technology (MIT) in Boston, USA, MIT Hacking Medicine aims at accelerating medical innovation by carrying out health hackathons, workshops, or networking gatherings all over the world [11].

Hackathon Preparation

The theme of the hackathon was chosen to be specific, on the one hand, to target physicians and other health care professionals and, on the other hand, to be as broad as possible to include participants from any professional background. By choosing the theme Patient Care Goes Digital, we intentionally focused on digital health and patient-centered care, thereby excluding the fitness and lifestyle sector.

In order to reach a wide multidisciplinary community that included medical professionals and patients, we released targeted announcements 10 weeks prior to the event via social networks: Facebook, Meetup, and Twitter. Additionally, leading senior physicians and several resident physicians were contacted personally. In promoting the event, the general concept of hackathons was explained as an “open transdisciplinary workshop,” since many potential participants—especially from the medical sector—were still unfamiliar with the term hackathon. Additionally, 3 weeks prior to the hackathon, a
prehackathon event was organized as an introduction, which was not mandatory for participation at the hackathon.

To participate, applicants were asked to fill out an online questionnaire and provide a brief description of their motivation to participate, their background, and their skill set using a Web-based, team-building platform called Sparkboard [12]. Team building was started online 2 weeks prior to the hackathon and was moderated by a member from the organizing team. Participants were encouraged to upload project ideas or pain points they would like to work on and develop solutions for onto Sparkboard in advance. A solution approach was not mandatory.

**Hackathon Event**

The hackathon event started on a Saturday morning and opened with an inspirational keynote speech on the dynamics of digital health and instructions about hackathon-related practices, in order to increase participants’ understanding of the complexity of health care-related challenges. The majority of participants, especially physicians and health care professionals, had little previous experience with digital health- or innovation-related events and were used to more rigidly structured organizations and practices. After the opening keynote speech, participants were given the opportunity to pitch their project idea within 1 minute and find members for their team with the right skill set to help in developing the solution. Most of the hackathon was then spent on further developing ideas and prototypes (ie, hacking) and on preparing the final pitch and demonstration.

Throughout the event, all teams were supported by mentors from the local academic hospital Charité—Universitätsmedizin Berlin (doctors and psychologists), the Berlin Institute of Technology (engineers, developers, and architects), the software company ThoughtWorks (developers), and the Hasso-Plattner-Institute for Design Thinking (designers), as well as by patients living with chronic conditions and entrepreneurs from Berlin-based health care startups. Exchange of expertise and assistance was encouraged between teams.

On Sunday afternoon, the hackathon concluded with a public pitch session lasting 5 minutes each. An expert jury panel voted to select two winning teams. The multidisciplinary jury consisted of five members, including a physician with an entrepreneurial background, a designer, two developers, and a patient with a chronic condition. The jury criteria included the following: 1. Innovation potential and feasibility of the idea. 2. Execution of the idea at the hackathon. 3. Multidisciplinary composition of the team. 4. Design and user experience of the prototype. 5. Presentation of the project.

Instead of awarding monetary prizes, we collaborated with Berlin’s leading design-thinking studios to enable the winning teams to continue their project work supported by a team of experts and design-thinking workshops, of which both teams took part in about 3 months after the hackathon.

**Data Collection and Analysis**

Data was collected through a field study in the context of the hackathon event in February 2017. Collected field notes were subsequently discussed during informal meetings within the research team between February 2017 and February 2019. Additionally, experiences of conducting two further hackathons in December 2017 and November 2018 were included. All authors were involved in either one, two, or all three hackathons. In total, 15 meetings were held, with the goals to develop systematic recommendations for conducting a health hackathon on the basis of this presented hackathon and to examine the impact of a smaller, cost-efficient hackathon on the digital health community of Berlin as a large city.

The research team consisted of a resident anesthesiologist with expertise in intensive care medicine, geriatrics, and digital health (ASP); a resident pediatric endocrinologist and patient advocate with expertise in digital health and patient-centric care (KB); a health care entrepreneur with a professional background in psychology (JH); an architect with training in evidence-based design research for health care (AVS); a professor for digital health, who is a consultant anesthesiologist and computer scientist (FB); and a microbiologist trained in human-centered design and innovation (PDR). Assumptions were consistently challenged in the transdisciplinary team setup.

**Results**

**Hackathon Demographics and Projects**

In total, 30 participants took part in the hackathon in February 2017. Their age varied across different groups, with 63% (19/30) of attendees between 25 and 34 years of age, 7% (2/30) younger than 25 years of age, and 30% (9/30) between 35 and 44 years of age. A total of 43% (13/30) of our participants were female. The participation rate of medical experts—physicians and health care professionals, as well as patients as experts for their disease management in everyday life—was 30% (9/30); the majority of the remaining participants were developers and designers.

Prior to the hackathon, 14 projects were uploaded to Sparkboard by participants to sign up and form teams. The jury selected five projects based on the previously established criteria, which applied later on at the hackathon. The teams consisted of 6 members each with a multidisciplinary background. All presented projects were mobile apps: a chatbot for skin cancer recognition; a mobile phone-powered, augmented reality exposure-based therapy (eg, for patients suffering from arachnophobia); an app for medical neighborhood connectivity to improve the experience of patients who have to visit several doctors; a doctor appointment platform; and a self-care app for patients suffering from depression. Patients, physicians, or other health care professionals initiated all of the projects.

**Hackathon Flow**

After multidisciplinary team formation, project ideas were discussed in brainstorm sessions within the teams, often involving techniques using post-it notes (eg, Venn diagrams) [13]. During this phase, mentors with medical expertise were recruited to explore the pain point and solution approach in relation to several health care actors (eg, physician, nurse, or
patients). Afterward, participants carried on with their *hacking* and explored solution approaches with the support of information technology- or design-focused mentors. As a result of this iterative process, the teams developed prototypes (eg, a software mock-up) demonstrating their ideas and solutions. Often in parallel to hacking, one of the team members started working on their pitch. Finally, solutions were presented at a plenum including the jury, ideally showing a working prototype. As sketched in Figure 1, in contrast to our expectations, teams often moved back and forth between brainstorming, hacking, and preparing the pitch.

**Figure 1.** Hackathon flow, from teaming up to demonstration of the project pitch and working prototype (green arrows). In contrast to our expectations, teams often jumped back and forth between brainstorming, hacking, and preparing the pitch (orange arrows).

---

**Performance of the First Hackathon**

Following this hackathon with 30 participants in February 2017, the Berlin Institute of Health (BIH), a scientific institution for translation and precision medicine, partially funded further hackathons in December 2017 and November 2018. Both larger hackathons included about 75 active participants each, whereas more than 300 participants took part in the opening and closing ceremonies. All three hackathons were unique, self-contained events.

Regarding impact on the digital health community of Berlin, relevant growth of the Meetup group Hacking Health Berlin could be recorded, especially before the hackathons (see Figure 2) [9]. The average growth of the community is 0.6 (SD 1.4) new members per day. A total of 4 weeks prior and 2 weeks after the first, second, and third hackathons, the average growth was 1.2 (SD 2.0), 1.3 (SD 1.2), and 2.0 (SD 2.6) new members per day, respectively.

**Figure 2.** Total number of members of the Meetup group Hacking Health Berlin from January 2014 to March 2019. The three hackathons are marked with arrows [9].
Systematic Recommendation for Conducting a Cost-Efficient Health Hackathon

Overview

The developed systematic recommendation includes eight steps (see Figure 3). In preparation for the hackathon, five steps have to be undertaken (i.e., community building, stakeholder involvement, selection of the hackathon theme, venue and date, and announcements); after the hackathon, two steps are recommended (i.e., lessons learned and follow-up). The timing for each step was chosen to work for the organization of a hackathon with no more than 30 participants; depending on the available community, the preparation of larger hackathons (i.e., >100 participants) should be started at least 2 months earlier. In our experience, smaller hackathons are much more cost-efficient, with up to €100 per capita, compared to larger events with approximately €1000 spent per capita.

Figure 3. Systematic recommendation for conducting a cost-efficient hackathon with 30 or fewer participants. The time (T) to action is visualized in orange boxes. The hackathon occurs at T0.

Community Building and Stakeholder Involvement

The intention or drive to conduct a hackathon derives from the interest among a specific group of people. An existing community of at least 100 people is recommended. In this context, the community is defined as a stable and loyal network of people in an online or offline context, hence, potential participants that can be contacted online or addressed at related networking gatherings. Strategies to grow a digital health community include organizing regular small events or gatherings, advertising these events locally and on social media, and building up a member database (e.g., using mailing lists or social media groups). This step should be achieved at least 6 months prior to the hackathon.

A successful hackathon also depends on stakeholder and expert involvement, people who are ideally members of the organizing team. However, senior physicians or developers might be unable to commit to organizing or participating in an entire hackathon [14]. Therefore, the participation of experienced advisors and mentors is highly recommended and their recruitment should be performed well in advance, due to their profession-related constraints. The establishment of a local network may reduce personnel expenses, as mentors, keynote speakers, or jury members often provide their support free of charge and do not have to travel far in order to attend the event. In particular, these volunteers might be more attracted to smaller bootstrapping events than larger events with a more corporate character.

A local network is essential for the acquisition of financial resources. In our experience, the time spent cold-contacting potential sponsors should be better invested in the growth of the network. Rewarding options for sponsors may include advertising banners at the event, the opportunity to present as a keynote speaker, challenge cocreation, or branded giveaways to participants; sponsors may even send recruiters to the event to scout talent. In our opinion, it has proven to be helpful to create a brochure for potential sponsors explaining different sponsorship options and packages (e.g., platinum, gold, or silver sponsorship).

Hackathon Theme

The hackathon theme is an essential selling point to medical professionals and patients. Along these lines, the theme of a hackathon, especially when held for the first time, should be general enough to attract a broad spectrum of potential participants. Following hackathons may be more specific to certain medical or problem areas. In both cases, it is important to highlight how a health-related hackathon may be different from hackathons that are more general or more specific to other subject areas.

When selecting a theme, it is important that the corresponding expertise—ideally provided by a patient or practicing physician—is represented by at least one expert as part of the organizing team. Once a theme is chosen, specific challenges should be defined, matching the theme. We recommend three to five challenges in total. As an alternative to a specific theme, only challenges with different themes may be chosen. In this case, we recommend no more than three challenges.
Venue and Timing

In contrast to larger hackathons, it is much easier to find a fitting venue for smaller events (n≤30), as only a larger room and an escape room are needed. When choosing the venue, factors such as light, air quality, and acoustics should be of importance, taking into account that participants are spending most of their time in that venue, mostly in teams sitting at tables. Choosing a big room for many teams has the advantage of fostering team spirit. However, especially at the beginning of the hackathon where conversation is most important, it can get very noisy. Smaller escape rooms for quick team meetings might solve this problem.

Event organization for a hackathon is mostly similar to organizing conferences. However, we observed three major differences. Firstly, we recommend leaving it to the participants when to stop working on their projects in the evening. Hence, a warm snack should be prepared at night for teams who prefer to stay longer. Secondly, from our experience, intense collaborative work burns lots of calories and participants usually consume more food than average conference attendees. Thus, a warm lunch and dinner should be prepared in a sufficient quantity, instead of small snacks or cold dishes only. Lastly, a snack bar should be ready at all times with fruits, nuts, vegetables, coffee, tea, juice, and water. We recommend hiring a professional caterer for events of 50 people and above. Alternatively, more affordable options such as local delivery services may be used for smaller hackathons instead.

Announcements and Call for Application

Depending on the size of the hackathon, announcements for application or registration should be made 2-4 months prior to the event via all available channels, including social media (eg, Twitter, LinkedIn, Meetup, and Facebook), hospitals’ internal blackboards, mailing lists, and cold emails to various stakeholders, which may be shared among their staff. Recurrent announcements may be biweekly, more condensed before deadlines, and justifiable through new information (eg, new challenges and partners) or approaching deadlines for applications. For larger hackathons, it has proven successful to extend the application deadline at least once, with the first deadline being 2 weeks prior to the event.

In contrast to conferences, a successful hackathon highly depends on the quality of participants, their preparation, and their composition (eg, equally represented professions). Although it is time-consuming, it is advisable to select the participants individually on the basis of a short questionnaire and to ensure that all disciplines and skill sets are represented sufficiently. The following participants should be selected, in order to include the desired disciplines: practicing physicians or health care professionals; developers, engineers, and designers, with further detailed descriptions of their skills, especially for the developers; patients, with descriptions of their conditions and experience (eg, in advocacy); and other professionals, including architects, other researchers, and business economists.

To break the ice, it is important to inform potential participants about what a hackathon actually is. Moreover, the word hack has a negative connotation to several individuals. One way to prevent this would be to use an alternative word such as datathon or collaborathon instead [15].

Hackathon

Whereas a hackathon often starts and ends with long opening and closing ceremonies that include keynote speeches on recent challenges in health care, panel discussions, or workshops, these activities are optional. Factors that significantly improve the outcome of a hackathon are as follows:

1. The acknowledgement of the expertise of the participants.
2. The presentation of the hackathon challenges.
3. The introduction of mentors.
4. The incitement of team spirit.

At a hackathon, participants are eager to solve entrenching problems, hence, less than 30 minutes for the welcoming remarks, an opening keynote speech, and introduction of the challenges is sufficient. Following the introduction, all team leaders should pitch their project, without using slides, in 1 minute. To keep within the timeline, an audio signal (eg, playing a jingle) interrupting the pitch after the time is up has been proven helpful (see Table 1).

Team building should be initiated by the organizers prior to the event, depending on team constellations and their multidisciplinary backgrounds. By starting prior to the event, optimal team compositions can be achieved, and most of the time can be spent on hacking. Mentors should fill in a profile that can be presented to the teams in order to find the right mentor faster, and mentors should be given acknowledgment. Occasionally, teams might need a space to think and work in silence. This can be achieved by providing teams with “do not disturb” signs. For relaxation, activities like yoga or meditation may be offered.

Either on Saturday evening or Sunday morning, participants may be given the opportunity to get feedback from a professional pitching expert. Each team should get at least 10 minutes of mentoring time, including the 3-minute final pitch.
### Table 1. Example schedule of a 2-day weekend hackathon.

<table>
<thead>
<tr>
<th>Time of day</th>
<th>Schedule items and events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day 1: Saturday</td>
</tr>
<tr>
<td></td>
<td>Day 2: Sunday</td>
</tr>
<tr>
<td><strong>Morning</strong></td>
<td></td>
</tr>
<tr>
<td>07:00</td>
<td>Coffee and breakfast</td>
</tr>
<tr>
<td>08:00</td>
<td>Pitch clinic (10 minutes for each team)</td>
</tr>
<tr>
<td>08:30</td>
<td>Registration opening</td>
</tr>
<tr>
<td>09:30</td>
<td>Welcome</td>
</tr>
<tr>
<td>09:40</td>
<td>Keynote speech</td>
</tr>
<tr>
<td>09:50</td>
<td>Introduction of the challenges</td>
</tr>
<tr>
<td>10:00</td>
<td>60-second pitches (no slides)</td>
</tr>
<tr>
<td>10:15</td>
<td>Final team formation</td>
</tr>
<tr>
<td>10:30</td>
<td>Teams will be assigned hacking space</td>
</tr>
<tr>
<td>11:00</td>
<td>Hacking and mentoring</td>
</tr>
<tr>
<td><strong>Noon</strong></td>
<td></td>
</tr>
<tr>
<td>12:15</td>
<td>Drinks and canapés</td>
</tr>
<tr>
<td>12:30</td>
<td>Lunch</td>
</tr>
<tr>
<td>12:45</td>
<td>Group photo</td>
</tr>
<tr>
<td><strong>Afternoon</strong></td>
<td></td>
</tr>
<tr>
<td>13:00</td>
<td>Hacking and mentoring</td>
</tr>
<tr>
<td>14:00</td>
<td>Yoga session</td>
</tr>
<tr>
<td>14:05</td>
<td>Jury briefing</td>
</tr>
<tr>
<td>14:40</td>
<td>Keynote speech</td>
</tr>
<tr>
<td>15:00</td>
<td>Hacking and mentoring</td>
</tr>
<tr>
<td>17:30</td>
<td>Drinks and canapés</td>
</tr>
<tr>
<td><strong>Evening and night</strong></td>
<td></td>
</tr>
<tr>
<td>18:00</td>
<td>Dinner</td>
</tr>
<tr>
<td>19:00</td>
<td>Hacking</td>
</tr>
<tr>
<td>21:00</td>
<td>Optional hacking through the night</td>
</tr>
<tr>
<td>00:00</td>
<td>Midnight snack</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aTeam formation may also be started online 2 weeks prior to the event.

bThese events are open to the public, while all others are only open to active hackathon participants and mentors.

**Lessons Learned and Follow-Up**

A debriefing meeting among the organizing team a few days after the hackathon should be planned in advance to discuss and document optimization potential for future hackathons.

To improve the performance of the hackathon, a survey should be handed out in person and sent to the participants after the hackathon [16]. Questions may include demographic data such as age or professional background of the participants, feedback on the hackathon, as well as rating scores representing their levels of confidence in starting a health care project before and after the hackathon. To ensure sufficient return, the survey can be combined with incentives, such as access to videos and photos of the hackathon or a discount to future hackathons or other events. Participants should be followed up 3, 6, and 12 months after the event by email (eg, with a survey) to determine whether the teams have continued working on their projects.

**Discussion**

**Principal Findings**

This study describes and analyzes a small and cost-efficient health hackathon with 30 participants. In total, five multidisciplinary teams were formed, and each team tackled a specific health care problem. Performing the hackathon resulted in...
in a significant growth of the digital health community in Berlin and the execution of subsequent larger hackathons.

By including the results from the subsequent larger hackathons, a systematic recommendation for conducting cost-efficient hackathons (n=30) was developed. These recommendations include aspects of community building, hackathon theme, announcements, and timing for each step.

**Hackathon Performance**

Compared with other health hackathons, the final number of participants of our health hackathon was smaller [5]. We purposefully limited the number of participants, subsequently reducing logistic tasks, costs, and workload for organizing staff.

From our point of view, the greatest potential and value of hackathons lies in providing an opportunity for people to meet and collaborate throughout the event and at mid- to long-term time points after the event. A hackathon puts experts’ brains into the right gear and inspires them to think in an unconventional fashion. This does not necessarily have to result in a prototype immediately; however, it may be achievable in the near future. The impact of a hackathon has been described in various ways [12,13]. Silver et al pointed out that the best metric for impact is to measure how many teams continue to work on their solution after the event [12]. Other proposed metrics include the diversity of skill sets and the number of teams that have been able to receive financial support or start a business after the event.

In our study, to measure the impact of a hackathon, we used the metrics of (1) growth of the digital health community and (2) subsequent events (eg, hackathons) that followed the initial hackathon. The former can be easily measured by creating mailing lists or social media groups. These metrics could reflect the impact of the hackathon better than the immediate results in the form of prototypes developed by the participants.

**Hackathon Team Building and Flow**

Generally, team building at hackathons is a delicate topic. Firstly, an ideal team should consist of several disciplines, including developers, designers, entrepreneurs, health care professionals, and patients [7]. Secondly, the optimal size of a team is crucial. Based on studies of problem solving in groups, a total number of 5 people is recommended [17], whereas some hackathons allow larger team sizes of up to 8 people per team [16,18]. Lastly, a team may be formed by the organizers or by the participants themselves prior to or at the hackathon. We encourage organizers to define multidisciplinary teams of 5-7 participants in advance, respecting individual needs and backgrounds regarding the proposed challenge and team composition.

We divided the hackathon flow into the following steps: team up, brainstorm, hack, prepare pitch, and present. Using a systems approach, which was developed by MIT Hacking Medicine, the steps brainstorm and hack can be further divided into four phases: identification of the problem, description from the perspective of different health care actors, alteration as a solution approach, and implementation for early user feedback [19]. The advantage of using the systems approach at a hackathon may be that it follows a structured path to product development, forcing the participants to identify relevant pain points, highlighting it from different perspectives, and focusing the final pitch toward the implementation of the new solution into clinical routine. A project template to be filled in by the participants prior to the hackathon may be useful and may shorten the two phases of identification and description, leaving more time for transdisciplinary work on the solution approach.

**Recommendations for Future Hackathons**

In this work, we developed systematic recommendations for organizing a small hackathon with minimal effort and resources. A major difference in comparison to larger hackathons is the reduced number of logistic challenges, giving the organizers more flexibility. In regard to timing, the actual planning for the hackathon may begin only 3 months prior to the event for smaller hackathons, compared to larger ones where planning has to start 6 months in advance [7,14].

Other available recommendations for hackathons include the extended hackathon model [16]. Wang et al developed this model over a course of eight hackathons by including seminars and workshops about design thinking, hardware prototyping, or business plan development into a weekend hackathon. Notably, the number of participants was also rather small per event, ranging from 18 to 55 participants per hackathon. However, the overall size of this hackathon series could discourage potential academic hospitals from conducting transdisciplinary events themselves, due to the high effort involved.

**Limitations**

Our study is limited by the choice of the methodology and is possibly biased by the fact that most of the researchers were also involved in conducting the hackathon. The systematic recommendations were developed in a transdisciplinary approach based on three hackathons. Further hackathons applying these recommendations should be used to validate stated findings. To increase the significance, interview protocols or survey results from hackathon participants should be included in future research.

**Conclusions**

A hackathon may break down the barriers between technical experts—who are able to build innovative technologies—and clinicians or patients—who know best which solution is sustainable—by physically bringing both groups together in one space and closing gaps in language and character.

With this study we were able to show that small hackathons are an effective way to bring innovation to health care and may be more cost- and time-efficient in the long run than larger hackathons. The systematic recommendations are useful for everyone who wants to bring innovation and a fresh breeze into the rigid structures of academic hospitals through transdisciplinary hackathons.
Acknowledgments

The authors would like to thank Yannick Schreckenberger, driving founder of the Hacking Health Berlin chapter, and Annie Lamontagne of Hacking Health Canada for their dedication to supporting the hackathon organization. The authors would also like to thank all volunteers and members of the nonprofit organization Hacking Health and its regional chapter in Berlin. The hackathons were financially supported by Barmer, B Braun, BCG Digital Ventures, Berlin Partner, BIH, bunch.ai, Deloitte, Designit, FTKW, MIAMED, NorthWest, Research2Guidance, Roche, T Systems, Technologie Stiftung Berlin, Pfizer, and 42Berlin. We acknowledge support from the German Research Foundation (DFG) and the Open Access Publication Funds of Charité–Universitätsmedizin Berlin.

Authors’ Contributions

ASP had the idea to utilize the concept of the hackathon to foster innovation in health care. The study was conceived by ASP and KB. ASP and KB conducted data acquisition and analysis, and supported by AVS, FB, JH, and PDR. ASP wrote the manuscript with support from KB. All authors critically reviewed and approved the manuscript.

Conflicts of Interest

None declared.

References

11. MIT Hacking Medicine. URL: http://hackingmedicine.mit.edu/ [accessed 2020-02-02]
12. Sparkboard. URL: https://hhberlin.sparkboard.com/ [accessed 2017-06-08]
Abbreviations

BIH: Berlin Institute of Health
CAMTech: Consortium for Affordable Medical Technologies
DFG: German Research Foundation
MIT: Massachusetts Institute of Technology
Risks and Benefits of Web-Based Patient Narratives: Systematic Review

Daniel Drewniak¹, PhD; Andrea Glässel¹,², PhD; Martina Hodel¹, PhD; Nikola Biller-Andorno¹, MD, PhD

¹Institute of Biomedical Ethics and History of Medicine, University of Zurich, Zurich, Switzerland
²Institute of Health Sciences, Zurich University of Applied Sciences, Winterthur, Switzerland

Corresponding Author:
Daniel Drewniak, PhD
Institute of Biomedical Ethics and History of Medicine
University of Zurich
Winterturstrasse 30
Zurich, 8006
Switzerland
Phone: 41 44 634 40 82
Email: daniel.drewniak@ethik.uzh.ch

Abstract

Background: Patient narratives are illustrative, individual accounts of patients’ experiences with certain health conditions. Web-based patient narratives have become widely available on the internet and in social media, as part of electronically available patient decision aids or Web-based databases. In recent years, the role of patient narratives as a source of information, insight, and support for both health care users and providers has increasingly been emphasized. Although the potential impact of patient stories has high immediate plausibility, it is of interest to know if this impact can be captured in quantitative studies.

Objective: This review aimed to evaluate whether research-generated Web-based patient narratives have quantifiable risks or benefits for (potential) patients, relatives, or health care professionals.

Methods: We searched the following databases from August 2017 to March 2019: Medical Literature Analysis and Retrieval System Online, PsycInfo, Sociological Abstracts, Web of Science, and EMBASE. Titles and abstracts of the retrieved studies were reviewed and assessed for the inclusion and exclusion criteria. Papers were included if they studied the following: (1) (potential) patients, relatives, or health care professionals; (2) the effects of Web-based patient narratives that were generated scientifically (eg, through qualitative research methods); and (3) were quantitative studies. Furthermore, 2 authors independently performed an assessment of the quality of the included studies using a validated checklist.

Results: Of 4226 documents, 17 studies met the inclusion criteria. The studies investigated 10 different sources of Web-based patient narratives. Sample sizes ranged from 23 to 2458. The mean score of the quality assessment was 82.6 (range 61-100). Effects regarding five different purposes were identified as follows: provide information, engage, model behavior, persuade, and comfort. We found positive effects in every category and negative effects in one category (persuade). Several of the reported effects are rather small or were identified under specific experimental conditions.

Conclusions: Patient narratives seem to be a promising means to support users in improving their understanding of certain health conditions and possibly to provide emotional support and have an impact on behavioral changes. There is limited evidence for beneficial effects on some outcomes. However, narratives are characterized by considerable heterogeneity and the investigated outcomes are hardly comparable with each other, which makes the overall judgment difficult. As there are numerous possible measures and purposes of narratives, quantifying the impact of Web-based patient narratives remains a challenge. Future research is needed to define the optimal standards for quantitative approaches to narrative-based interventions.

(J Med Internet Res 2020;22(3):e15772) doi:10.2196/15772
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Introduction

Background

In their recent report, the Lancet Global Health Commission calls for an improved integration of patient experiences in the evaluation of health care systems, including experiences about competent care, health care utilization, or confidence in the health care system [1]. Such experiences can be collected by using tools such as patient satisfaction surveys. Although quantitative data about patient experiences are essential measures for the accountability and improvement of health care systems, they fall short of capturing a more comprehensive picture of how patients experience health care encounters or illnesses [1,2].

Patient narratives are illustrative accounts of individual patients’ experiences with a certain illness [3] and are available on social media sites, in patient decision aids, and on databases such as the Database of Individual Patients’ Experiences (DIPEx). There is neither a clear definition of what constitutes a narrative nor any guidance on the length or content [4], which may lead to conflicting research results about the effects of patient narratives because of insufficient operationalization of the term [3].

Patient narratives are a promising tool that can support people in coping with their illness [5], serve as a resource for preparing health care decisions [6], or help identify questions for physicians [7]. Characteristically, narratives can retrospectively structure actions in ways that convey perceived causality; they are nonlinear and powerful in making sense of complex, emergent phenomena [8]. Furthermore, stories transport images and emotions, which makes them evocative and memorable. Most people recall stories better than statistical information expressed in graphs or numbers [2,8].

Several qualitative studies report that illness narratives enjoy high acceptance among other patients [9]. Furthermore, positive effects of personal health and illness experiences, including improvements in decision making [10,11] or addressing information needs [12], were identified in qualitative studies. Narratives have a high potential to add unknown insights into patient-focused issues, which can only be provided by a person who has the respective lived experience. For example, as a World Health Organization report states, “qualitative methods help to present narratives that broadly reflect the gendered social norms about parent-child relations. They also provide ‘lived experiences’ from ageing populations about how satisfied they are with the life they have lived” [2].

On the contrary, there are also serious concerns about the use of patient narratives because they are powerful message formats [13] and are suspected to override statistical information [14,15]. The concern is that patients’ decision-making regarding treatment options could be based on personal experiences of a few, whereas statistical data remain largely ignored [2,14,15]. Furthermore, patients’ experiences presented on the Web may contain unbalanced or misleading messages, which may lead to a manipulation of choices in favor of a particular health care option [16]. A study among mothers of children with genetic disorders, eg, found that several parents put more trust on online communities than on their physicians [17]. Such findings are especially problematic when stories in such communities are biased.

In recent years, internet platforms, patient blogs, and fora have become important means for individuals to seek information relevant to health, including information describing how other individuals live with illnesses. Such websites often provide biomedical information but lack information on wider experiences [18] or the experiences are not systematically collected, analyzed, and presented [19]. Therefore, in this review, we focused on studies that used established scientific methodologies to elicit the stories [8,20].

Objectives

This systematic review aimed to evaluate whether research-generated Web-based patient narratives have quantifiable risks or benefits for patients, relatives, or health care professionals. Patient narratives are understood as immediate personal experience reports.

Methods

Search Strategy

This review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analysis guidelines [21]. To identify relevant studies, the databases Medical Literature Analysis and Retrieval System Online, PsycInfo, Sociological Abstracts, Web of Science, and EMBASE were searched from August 2017 to March 2019. A search term was developed and was adjusted to the different databases. The search terms were tested and evaluated by the study team. In addition, the search strategy was discussed and evaluated with a member of Cochrane Switzerland and with an employee from the University library who specialized in systematic reviews. The search terms were adjusted based on the discussion and recommendations. The search terms consisted of the following: [Narration: narration, personal narratives, narrative medicine, anecdot*, testimonial*] + [Databases: internet, bibliographic database, online, Web based] + [Participants: patient, health care personnel, relative*, caregivers] + [Study: Surveys and Questionnaires, controlled clinical trials, cohort studies] (Multimedia Appendix 1).

Selection Criteria

Titles and abstracts of the retrieved studies were reviewed and assessed for inclusion and exclusion criteria independently by all members of the study team (DD, AG, MH, and NB). Researchers were trained in applying the predefined selection criteria. Nonagreements were discussed until consensus was reached. Papers were included if they (1) studied (potential) patients (with or without an established diagnosis or condition), relatives (or other nonrelated informal caregivers), or health care professionals; (2) studied the effects of Web-based patient narratives (real experiences or fictional stories; collections or single narratives; presentation as text or audio or video clips) that were generated scientifically (eg, through qualitative research methods and not just stories put selectively on the Web with a view to their human interest for marketing purposes);
and (3) were quantitative studies such as surveys and questionnaires, observational studies, nonrandomized controlled trials (non-RCTs), RCTs, comparative effectiveness research, cohort studies, or longitudinal studies. We excluded studies that used qualitative study designs such as interview studies, focus groups, or ethnographic studies and studies that were neither published in English or German. Studies that used narratives that were not generated by a scientific method were also excluded (e.g., unmoderated blogs or fora). Furthermore, we excluded studies published before 2000 and studies that examined narratives not Web-based. We decided to focus on Web-based narratives as we felt the range would have been too broad to allow for meaningful comparisons had we included narratives available in different media (books, leaflets, newspapers, etc).

**Quality Assessment**

A protocol was written about all the steps of data collection and analysis, including selection of studies and extraction of content. Researchers were trained in applying the predefined selection criteria. Overall, 3 researchers reviewed and assessed all studies (DD, AG, and MH), whereas non-agreements were discussed with a fourth independent expert (NB). Evaluation tools designed for conventional systematic reviews typically assess the quality of RCTs. However, the diversity of research designs and outcome measures of the included studies required the use of a tool that is able to systematically appraise disparate evidence stemming from different study types. Therefore, 2 authors (DD and AG) independently performed an assessment of the quality of the included studies using the checklist proposed by Hawker et al [22]. This validated checklist consists of nine evaluation sections: abstract and title, introduction and aims, method and data, sampling, data analysis, ethics and bias, results, transferability or generalizability, and implications and usefulness. Each section was assessed by giving a score ranging from 1 to 4 (4=good, 3=fair, 2=poor, and 1=very poor), resulting in a potential score range of 9 to 36. Similar to the Appraisal of Guidelines for Research and Evaluation II instrument [23], we calculated sum scores for each section and an overall score, scaled as a percentage of the maximum possible score over all sections:

\[
\text{obtained score} - \frac{\text{minimum possible score}}{\text{maximum possible score}} \times 100
\]

**Data Extraction**

A data elicitation form was developed and applied systematically to all publications included in the review by 1 author (DD). The form includes information about background characteristics (authors, year of publication, and location), study characteristics (aim, sample size, participants, and study design), narrative (type of narrative and degree of exposure), study measures (attitudes and beliefs, psychometric scales, and preferences), and a summary of findings.

**Data Synthesis**

We extracted study results as they were reported in the results section of the publications. The analysis was based on the comparison of study details using descriptive statistics and text. The analysis was mainly focused on the identification of similarities and differences between the findings of the individual studies. As the study aims, designs, and findings were too heterogeneous, a meta-analysis was not conducted. The specific outcomes of the studies were grouped using the taxonomy proposed by Shaffer and Zikmund-Fisher [3]. As several of the included studies provided few details about the content of the narratives, the studies were grouped around the purpose of the narrative. According to Shaffer and Zikmund-Fisher [3], five different purposes of narratives can be described. As most of the studies focus on (potential) patients rather than on relatives or health care professionals, the Shaffer and Zikmund-Fisher [3] taxonomy is suitable for our review. The purposes and their possible outcomes as proposed by Shaffer and Zikmund-Fisher [3] are described in Table 1.

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Possible outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform</td>
<td>* Increased knowledge</td>
</tr>
<tr>
<td></td>
<td>* Improved affective forecasting</td>
</tr>
<tr>
<td>Engage</td>
<td>* Greater engagement</td>
</tr>
<tr>
<td></td>
<td>* Greater transportation (increased depth of processing)</td>
</tr>
<tr>
<td></td>
<td>* Greater time spent with materials</td>
</tr>
<tr>
<td>Model behavior</td>
<td>* Increased participation in health care decisions</td>
</tr>
<tr>
<td></td>
<td>* Increased shared decision making</td>
</tr>
<tr>
<td></td>
<td>* Altered behavioral intentions</td>
</tr>
<tr>
<td></td>
<td>* Increased uptake of target behaviors</td>
</tr>
<tr>
<td>Persuade</td>
<td>* Altered behavioral intentions</td>
</tr>
<tr>
<td></td>
<td>* Increased uptake of target behaviors</td>
</tr>
<tr>
<td>Comfort</td>
<td>* Reduced psychological distress</td>
</tr>
<tr>
<td></td>
<td>* Reduced anxiety</td>
</tr>
</tbody>
</table>
The definition of *effective* and *preference-sensitive* decisions proposed by Wennberg et al [24,25] was applied to assign the outcomes of the included studies to *risks* and *benefits* categories: outcomes were assigned to the *risk* category when they were *preference sensitive*. In *preference-sensitive* decisions, the best decision for an individual is unclear because of two reasons: the evidence for specific treatments is inadequate and firm conclusions about risk-to-benefit ratios cannot be drawn and the risk-to-benefit ratio might be clear, but it depends on the patients’ values [24,25]. Outcomes were assigned to the *benefit* category when they were *effective* following the definition by Wennberg et al [24,25]. In these cases, the best decision is clear to practitioners and patients. The clinical evidence of harms and benefits is known, and compared with the benefits, the harms are minimal. In *effective* decisions, there is a widespread consensus among clinicians and patients about known and favorable risk-to-benefit ratios [24,25]. The outcomes of the included studies were assigned to a *no-effect* category when the corresponding studies reported experimental conditions inferior to the control group or no statistically significant effects (significance level chosen by the individual study). In descriptive studies, thresholds such as significance levels are not available. Therefore, outcomes of descriptive studies that were mentioned by ≤50% of the participants were also assigned to the *no-effect* category.

**Results**

**Literature Search**

Our search strategy identified 4226 documents. Of these, 60 documents potentially fulfilled the inclusion criteria of the study and were assessed in full text. After assessing the full texts, 43 more studies were excluded for specific reasons, including, eg, the study did not focus on systematically generated narratives or the narratives were not Web-based. There were 95.50% (4036/4226) agreements among the raters. Finally, 17 studies were included in the analysis (Figure 1).

**Description of Included Studies**

The studies were taken from Germany (n=5), the United States (n=6), the United Kingdom (n=4), the Netherlands (n=1), and Switzerland (n=1) and covered the period from 2000 to 2018 (Table 2). They investigated 10 different Web sources. The Web source and their specifications are shown in Multimedia Appendix 2.
Table 2. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Country applied</th>
<th>Sample size</th>
<th>Name of database</th>
<th>Degree of exposure to the narrative (eg, length of stay on a website)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aardoom et al [26] (2014)</td>
<td>Netherlands</td>
<td>311</td>
<td>Proud2Bme</td>
<td>Mean time in months since first website visit: 19.8. Participants indicating to visit the website every day to several times a day: 189/247 (76.5%)</td>
</tr>
<tr>
<td>Allam et al [27] (2015)</td>
<td>Switzerland</td>
<td>157</td>
<td>ONESELF</td>
<td>Mean visits to the website: 53.68 (SD 93.07)</td>
</tr>
<tr>
<td>Betsch et al [14] (2011)</td>
<td>Germany</td>
<td>385 (study 1: 72; study 2: 313)</td>
<td>Online bulletin board</td>
<td>NR a (paper-and-pencil version of an online bulletin board)</td>
</tr>
<tr>
<td>Betsch et al [15] (2013)</td>
<td>Germany</td>
<td>458</td>
<td>Simulated website similar to the website patientslikeme</td>
<td>Mean time in minutes to complete the study: 9.94 (SD 3.49)</td>
</tr>
<tr>
<td>Engler et al [18] (2016)</td>
<td>Germany</td>
<td>23</td>
<td>DIPEx b</td>
<td>NR</td>
</tr>
<tr>
<td>Giesler et al [29] (2017)</td>
<td>Germany</td>
<td>212</td>
<td>DIPEx</td>
<td>Mean time in minutes on the intervention website: 42.21 (SD 45.64, median 26)</td>
</tr>
<tr>
<td>Shaffer et al [31] (2013)</td>
<td>United States</td>
<td>302</td>
<td>Web decision aid</td>
<td>Mean time in minutes on the intervention website: 5.38 (SD 2.37); mean time in minutes on the control website: 4.92 (SD 2.03)</td>
</tr>
<tr>
<td>Shaffer et al [32] (2013b)</td>
<td>United States</td>
<td>56</td>
<td>Web decision aid</td>
<td>Mean time in seconds on different pages with text narratives: 5.00-67.28; mean time in seconds on different pages with video narratives: 15.11-117.19</td>
</tr>
<tr>
<td>Shaffer et al [33] (2014)</td>
<td>United States</td>
<td>200</td>
<td>Web decision aid</td>
<td>Length of narrative video: approximately 1 hour</td>
</tr>
<tr>
<td>Schweier et al [34] (2014)</td>
<td>Germany</td>
<td>571</td>
<td>lebensstil-aendern</td>
<td>Website usage in the intervention group: 46.1% (119/258); website usage in the control group: 7.0% (22/313)</td>
</tr>
<tr>
<td>Snow et al [35] (2016)</td>
<td>United Kingdom</td>
<td>88</td>
<td>DIPEx</td>
<td>Expected time to complete the module: 20 min. No time limits were set. Participants could watch the videos multiple times</td>
</tr>
<tr>
<td>Sullivan et al [36] (2018)</td>
<td>United States</td>
<td>2125 (study on acid reflux: 1070; study on high blood pressure: 1055)</td>
<td>Simulated prescription drug websites</td>
<td>All participants were exposed to the video. Participants that viewed the entire video: 94.86% (1015/1070) (acid reflux) and 98.66% (1041/1055) (high blood pressure). Participants that replayed the video: 7.5% (acid reflux) and 6.8% (high blood pressure)</td>
</tr>
<tr>
<td>Winterbottom et al [37] (2012)</td>
<td>United Kingdom</td>
<td>1694 (study 1: 578; study 2: 1116)</td>
<td>Web decision aid</td>
<td>NR</td>
</tr>
<tr>
<td>Wise et al [38] (2008)</td>
<td>United States</td>
<td>353</td>
<td>Comprehensive Health Enhancement Support System</td>
<td>No directives for the frequency of website use was given. Access to the website was given for four months.</td>
</tr>
</tbody>
</table>

a Not reported.
b DIPEx: Database of Individual Patients’ Experiences.

Sample sizes of the studies ranged from 23 to 2125 (samples of the following substudies were combined: Betsch et al [14], Sullivan et al [36], and Winterbottom et al [37]) with a median of 302 per study. Most of the included studies focus on the effects on (potential) patients. Only one study that met our inclusion criteria focused on (future) health care professionals (medical students) [35]. The measures of the studies were (1) general perceptions of patient narratives, including patients’
expectations and learning experiences [18,30], self-help and use of patients’ stories [39], and empowering processes and outcomes experienced by website participants [26]; (2) effects of narratives on patients’ and health care professionals’ behavior, including health care participation [38]; information search, treatment intentions, and decision satisfaction [32,33]; self-efficacy coping with cancer and patient competence [29]; physical activity [27,34]; health care utilization and medication overuse [27]; and performance in examinations [35]; and (3) decision making about dialysis modality [37], tobacco cessation treatment [28], vaccination [14,15], reflux and blood pressure drugs [36], and early-stage breast cancer [31,33].

The degree of exposure to the narrative was reported by 11 out of 17 studies. The reporting included measures such as self-reporting regarding frequency of website visits [26,34], mean visiting times of the websites [27] or mean times spent on the corresponding websites [15,29-31], the length of the narrative videos or expected study length [33,35], the number of participants exposed to the narratives [36], and the timespan for which participants had access to the corresponding websites [38].

The mean score of the quality assessment was 84.5 (range 61-100). The main issues were concerning appropriate sampling strategies [14,30,37], ethical issues regarding the relationship between researchers and participants [14,15,32,38,39], and the transferability of the study findings to a wider population [14,30,32,33,37,39] (Table 3). Among all the experimental studies, allocation concealment and study blinding were not adequately reported.
Table 3. Quality assessment of included studies.

| Authors (year) | Abstract and title<sup>a</sup> | Introduction and aims<sup>a</sup> | Method and data<sup>a</sup> | Sampling<sup>a</sup> | Data analysis<sup>a</sup> | Ethics and bias<sup>a</sup> | Results<sup>a</sup> | Transferability or generalizability<sup>a</sup> | Implications and usefulness<sup>a</sup> | Scaled overall score<sup>b</sup> |
|---------------|-------------------------------|-------------------------------|--------------------------|-----------------|--------------------------|-------------------------|----------------|---------------------------------|--------------------------|----------------| |
| Aardoom et al [26] (2014) | 8 | 8 | 8 | 6 | 8 | 8 | 8 | 7 | 6 | 90.6 |
| Allam et al [27] (2015) | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 100 |
| Betsch et al [14] (2011) | 8 | 8 | 8 | 4 | 7 | 2 | 7 | 5 | 6 | 68.4 |
| Betsch et al [15] (2013) | 8 | 8 | 8 | 8 | 7 | 2 | 7 | 8 | 8 | 85.2 |
| Brunette et al [28] (2015) | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 100 |
| Engler et al [18] (2016) | 8 | 6 | 7 | 8 | 5 | 8 | 8 | 6 | 6 | 81.5 |
| Giesler et al [29] (2017) | 8 | 8 | 8 | 8 | 7 | 8 | 8 | 8 | 8 | 98 |
| Shaffer et al [31] (2013) | 8 | 8 | 8 | 6 | 8 | 8 | 8 | 8 | 6 | 92.6 |
| Shaffer et al [32] (2013b) | 8 | 8 | 8 | 5 | 6 | 2 | 6 | 5 | 8 | 70.4 |
| Shaffer et al [33] (2014) | 8 | 7 | 7 | 6 | 5 | 6 | 6 | 4 | 8 | 72.1 |
| Schweier et al [34] (2014) | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 100 |
| Snow et al [35] (2016) | 8 | 8 | 8 | 8 | 8 | 7 | 8 | 8 | 8 | 98 |
| Sullivan et al [36] (2018) | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 100 |
| Winterbottom et al [37] (2012) | 7 | 8 | 8 | 4 | 4 | 8 | 8 | 5 | 6 | 74.1 |
| Wise et al [38] (2008) | 8 | 8 | 8 | 7 | 7 | 2 | 8 | 6 | 8 | 81.5 |
| Yaphe et al [39] (2000) | 8 | 7 | 6 | 7 | 4 | 2 | 6 | 4 | 7 | 61 |

<sup>a</sup>Sum score ranging from 2 to 8.
<sup>b</sup>Scaled overall score ranging from 0 to 100.

Description of Study Methodologies

The study design varied among the included studies (Table 4): nine used experimental designs, including four RCTs [29-35], and seven used factorial designs [14,15,32,33,36,37], two were descriptive cross-sectional survey studies [26,39], two were mixed method studies [18,30], one was a pre-post pilot study [28], and one was a secondary analysis [38]. Only one study [34] used an intention-to-treat analysis. Furthermore, 6 studies were informed by a theoretical framework, including the social learning theory [34,38], empowerment construct [26], social support features and gamification elements [27], theory of planned behavior [28], and a self-developed taxonomy of patient stories that provides a framework [31].
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<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study design</th>
<th>Measures (attitudes, psychometric scales, preferences, behavior, etc)</th>
<th>Type of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aardoom et al [26]  (2014)</td>
<td>Cross-sectional (descriptive online survey)</td>
<td>Eating psychopathology, general empowerment, symptom duration, treatment status, and user activity</td>
<td>Website visitors who indicated having eating problems</td>
</tr>
<tr>
<td>Allam et al [27]    (2015)</td>
<td>5-arm parallel randomized controlled trial</td>
<td>Physical activity, health care utilization, medication overuse, empowerment, and rheumatoid arthritis knowledge</td>
<td>Individuals diagnosed with rheumatoid arthritis</td>
</tr>
<tr>
<td>Betsch et al [14]   (2011)</td>
<td>Factorial between-subjects design</td>
<td>Perceived risk of side effects and vaccination intentions</td>
<td>Students</td>
</tr>
<tr>
<td>Brunette et al [28] (2015)</td>
<td>Pre-post pilot study</td>
<td>Use of cessation treatment</td>
<td>Individuals smoking ≥4 cigarettes</td>
</tr>
<tr>
<td>Engler et al [18]   (2016)</td>
<td>Mixed method approach including log file analyses, descriptive survey data analyses, and thematic analysis of focus group discussions (only quantitative results are extracted).</td>
<td>Attitudes toward health-related websites in general, perception of krankheitserfahrungen.de in particular</td>
<td>Individuals diagnosed with colorectal, breast, or prostate cancer</td>
</tr>
<tr>
<td>Giesler et al [29]  (2017)</td>
<td>Randomized two-group between-subjects design with repeated measures.</td>
<td>Coping self-efficacy and patient competencies</td>
<td>Individuals diagnosed with colorectal cancer</td>
</tr>
<tr>
<td>Newman et al [30]   (2009)</td>
<td>Mixed method. The study involved three stages: (1) focus groups guided the development of a descriptive questionnaire, (2) the questionnaire was modified, and (3) a sample of outpatients was asked to complete the questionnaire. (Only quantitative results are extracted.)</td>
<td>Attitudes toward the website</td>
<td>Individuals diagnosed with an inflammatory rheumatologic condition</td>
</tr>
<tr>
<td>Shaffer et al [31]  (2013)</td>
<td>Factorial design</td>
<td>Information search, treatment intentions, and decision satisfaction</td>
<td>Women from the general population who were not pregnant and without a breast cancer history</td>
</tr>
<tr>
<td>Shaffer et al [32]  (2013b)</td>
<td>Factorial design</td>
<td>Treatment preference</td>
<td>Women from the general population who were not pregnant and without a breast cancer history</td>
</tr>
<tr>
<td>Shaffer et al [33]  (2014)</td>
<td>Factorial design</td>
<td>Treatment preference</td>
<td>Women from the general population who were not pregnant and without a breast cancer history</td>
</tr>
<tr>
<td>Schweier et al [34] (2014)</td>
<td>Sequential controlled trial</td>
<td>Diagnosis, BMI, baseline behavior for physical activity, eating routine, exercise frequency and attention paid to healthy diet, and improvements in physical activity and eating behavior</td>
<td>Individuals diagnosed with coronary heart disease</td>
</tr>
<tr>
<td>Snow et al [35]     (2016)</td>
<td>Exploratory randomized controlled trial</td>
<td>Knowledge demonstration and clinical examination with a simulated patient</td>
<td>Medical students</td>
</tr>
<tr>
<td>Sullivan et al [36] (2018)</td>
<td>Factorial design</td>
<td>Risk perception</td>
<td>Individuals with self-reported acid reflux or high blood pressure</td>
</tr>
<tr>
<td>Winterbottom et al [37] (2012)</td>
<td>Factorial design</td>
<td>Hypothetical treatment choice</td>
<td>Students</td>
</tr>
<tr>
<td>Wise et al [38]     (2008)</td>
<td>Secondary analysis</td>
<td>Health care participation and online information use</td>
<td>Women diagnosed with breast cancer</td>
</tr>
<tr>
<td>Yaphe et al [39]    (2000)</td>
<td>Cross-sectional (descriptive survey study)</td>
<td>Whether and how patients’ stories are collected and used</td>
<td>Self-help groups</td>
</tr>
</tbody>
</table>
Outcomes of Studies

Table 5 describes the effect directions of the outcomes of the included studies. The outcomes are grouped along the taxonomy from Shaffer and Zikmund-Fisher [3]. Most studies reported more than one outcome. Therefore, the number of outcomes is higher than the number of included studies.
Table 5. Effects of narratives on outcomes taxonomy.

<table>
<thead>
<tr>
<th>Taxonomy, outcome, authors (year)</th>
<th>Effect direction</th>
<th>Risk</th>
<th>No effect</th>
<th>Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inform</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Competence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Giesler et al [29] (2017)</td>
<td></td>
<td>N/A^a</td>
<td>X^b</td>
<td>N/A</td>
</tr>
<tr>
<td>Snow et al [35] (2016)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Knowledge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allam et al [27] (2015)</td>
<td></td>
<td>N/A</td>
<td>X</td>
<td>N/A</td>
</tr>
<tr>
<td>Engler et al [18] (2016)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Engage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Empowerment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aardoom et al [26] (2014)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Allam et al [27] (2015)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Length of information search</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shaffer et al [31] (2013)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Shaffer et al [32] (2013b)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Sharing experiences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engler et al [18] (2016)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Yaph et al [39] (2000)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Model behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Eating behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schweier et al [34] (2014)</td>
<td></td>
<td>N/A</td>
<td>X</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Health care utilization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allam et al [27] (2015)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Wise et al [38] (2008)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Medication overuse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allam et al [27] (2015)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allam et al [27] (2015)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Schweier et al [34] (2014)</td>
<td></td>
<td>N/A</td>
<td>X</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Persuade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk judgments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Betsch et al [14] (2011)</td>
<td></td>
<td>X</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Betsch et al [15] (2013)</td>
<td></td>
<td>X</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sullivan et al [40] (2018)</td>
<td></td>
<td>X</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Treatment decisions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Betsch et al [14] (2011)</td>
<td></td>
<td>X</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Betsch et al [15] (2013)</td>
<td></td>
<td>X</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Brunette et al [28] (2015)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Shaffer et al [33] (2014)</td>
<td></td>
<td>N/A</td>
<td>X</td>
<td>N/A</td>
</tr>
<tr>
<td>Winterbottom et al [37] (2012)</td>
<td></td>
<td>X</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Comfort**

---

http://www.jmir.org/2020/3/e15772/
Giesler et al [29] investigated patient competence, including self-regulation, effective coping with emotional distress, explicit dealing with cancer threat, and low avoidance, as a secondary outcome in their study. They reported no significant differences between the intervention and control groups. Snow et al [35] examined the effect of patient narratives describing their colposcopy on fifth-year medical students’ proficiency in standard examinations. They reported a significantly better performance in the intervention group compared with the control group that viewed a clinician describing the procedure (odds ratio [OR] 2.7, 95% CI 1.2-6.1; P = .02).

Allam et al [27] reported no significant improvements in the knowledge of rheumatoid arthritis. It should be noted that the intervention level of the control group was significant. A study among cancer patients testing narrative cancer modules on the website krankheitserfahrungen found that 72% (40/56) agreed or strongly agreed that the internet is supportive to understanding what physicians tell them [18].

### Engage

A study by Aardoom et al [26] reported that the exchange of information, finding recognition, sharing experiences with others, and feeling better informed were the most often reported empowering processes and outcomes. The authors concluded that online sources where individuals can share their experiences are promising strategies for successful electronic health (eHealth) initiatives such as Proud2Bme. A 5-arm parallel RCT found that levels of empowerment changed over time in study groups having access to online social support (beta=2.59; P=.03) or gamified experiences of a website (beta=2.29; P=.05) [27].

Participants viewing narratives relating how a patient makes her decision were found to spend more time searching for information regarding breast cancer (narrative condition, mean 5.38 min, SD 2.37, vs no narrative condition, mean 4.92 min [31]; narrative condition, mean 39.88 min, SD 15.62, vs no narrative condition, mean 35.08 min, SD 16.09 [32]). Furthermore, Shaffer et al [31] reported that participants who viewed narratives containing experiences regarding diagnosis, treatment, or complications with early breast cancer treatments showed greater abilities to imagine how it might be to experience these treatments (imagine a mastectomy in the no narrative condition, mean 4.46, SD 1.21, vs imagine a mastectomy in the narrative condition, mean 4.69, SD 1.02, t=1.72; P=.04; imagine a lumpectomy with radiation in the no narrative condition, mean 4.44, SD 1.19, vs imagine a lumpectomy with radiation in the narrative condition, mean 4.72, SD 0.94, t=2.19; P=.01; measured on a 9-point Likert scale).

Findings showed that learning about other peoples’ health-related experiences is relevant and helpful [18,30]. Furthermore, patients’ stories collected by DIPEX are frequently included in interviews or articles for group newsletters, newspaper articles, or media broadcasts by voluntary organizations [39]. Engler et al [18], eg, reported that 76% (43/56) of their participants agreed that it can be helpful to witness the health-related experiences of others. However, some of the younger participants in the study by Newman et al [30] reported that the site did not cover experiences of younger patients. The participants highlighted the importance of incorporating current and accurate information. Some participants were concerned that the site might be depressing to patients with a new diagnosis [30].

### Model Target Behaviors

A statistically significant positive effect on physical activity was reported by Allam et al [27]. In contrast, Schweier et al [34] did not find significant effects on physical activity and eating behavior changes. Health care utilization and medication overuse decreased according to the findings of one study [27]. Furthermore, one study investigated the effects of Web-based narratives and didactic information on health care participation [38]. This study reported positive effects of an eHealth program with narratives (audiovisual and text; beta=.123; P<.01) and didactic information (text only; beta=.104; P<.05) on health care participation. Health care participation was measured on a 7-item, 5-point response scale. These effects were reported to be significantly greater for African Americans.

### Persuade

A total of six studies investigated the effects of narratives on risk judgments [14,36] and treatment decisions, including hypothetical treatment choices between a lumpectomy with radiation or a mastectomy [33], vaccination intentions [14,15], hypothetical dialysis modalities [37], and cessation treatment [28].

Furthermore, two studies [14,15] focused on the effects of statistical and/or narrative information on vaccination decisions. Betsch et al [14] showed that the perceived risk of vaccination increases the more the narratives report adverse events (F2,55=3.852; P<.05; η2=0.12), and if adverse events are reported...
in a highly emotional manner (mean 15.33, SD 9.27 vs mean 17.52, SD 11.00; \( F_{1.297}=4.197; P < 0.05; \eta^2=0.01 \)). Furthermore, they showed that the intention for vaccination decreases when the number of narratives increases (\( F_{2.58}=5.729; P < 0.01; \eta^2=0.17 \)), which is partially mediated by an increased perception of risk \([14]\). Two years later, the same research group published results from a similar setting, which point in the same direction \([15]\). Sullivan et al \([36]\) investigated the influence of videos on consumers’ knowledge, perceptions, and behavioral intentions. Participants were randomly assigned to 1 of 10 fictitious prescription drug websites. The video type (patient testimonial, informational video describing the mechanism of action, or none) and whether the video included drug risks was manipulated on each website. They found that participants who were exposed to any of the videos were less likely to recognize drug risks that were presented only on the website text. Videos that included risk information overall led to increased risk recognition. However, in some risk recognition measures such as risk of fracture, risk of special liver tests, or risk of angioedema, risk recognition decreased for risks that were not presented in the videos but risk information was always present in the website text. Furthermore, the study found no significant effects of risk prominence and type of video condition on physician interaction and search intentions on the internet.

In addition, one pilot study investigated the effect of a website that aimed to engage smokers in a cessation treatment \([28]\). Among 38 participants who used the website, 18 participants (47%) became abstinent for at least one day, 7 (18.4%) became abstinent for 7 or more days, and 4 (11%) became continuously abstinent. Winterbottom et al \([37]\) demonstrated that hypothetical dialysis treatment choices presented as a patient narrative were more likely to be chosen by the participants than presented by a doctor (both using actors). Another study \([33]\) found no differences in preferences for surgical treatments between women who watched videos that included narratives compared with those who watched a control video.

**Provide Comfort**

Snow et al \([35]\) reported that students in the narrative condition reported significantly more confidence in comfort with patients’ emotions (OR 6.4, 95% CI 2.7-14.9; \( P < 0.001 \)). The study by Shaffer et al \([31]\) compared participants who viewed experience narratives with those not viewing experience narratives. They demonstrated increased confidence in the experience narratives condition regarding the ability to make an informed choice (mean 3.77, SD 0.90 vs mean 4.01, SD 0.84; \( t=2.33; P < 0.01 \)), to be more thorough in considering relevant factors (mean 4.07, SD 0.73 vs mean 4.21, SD 0.64; \( t=1.72; P < 0.04 \)), to be more confident in the awareness of relevant factors (mean 3.29, SD 0.95 vs mean 3.53, SD 0.90; \( t=2.21; P < 0.01 \)), and to be more satisfied with their decision-making process (mean 3.76, SD 0.81 vs mean 3.95, SD 0.77; \( t=2.08; P < 0.02 \)).

Giesler et al \([29]\) evaluated the colorectal cancer module of the German DIPEx website with regard to coping self-efficacy as the primary outcome and patient competencies as the secondary outcome. The study results did not support the authors’ hypothesis that the website increases self-efficacy for coping with cancer or patient competencies such as self-regulation or managing emotional distress at 2 and 6 weeks after baseline.

**Discussion**

**Principal Findings**

There is an increasing number of Web-based sources containing research-based, systematically generated accounts of patient illness and health experiences. Although the evidence on the persuasiveness of narrative information on individuals’ decision making was reviewed over a decade ago \([4]\), we present, to our knowledge, the first systematic review about the effects of Web-based patient narratives on patients, relatives, or health care professionals.

Our review revealed several beneficial effects for patients and health care professionals. Web-based narratives are an effective way of teaching to improve knowledge and confidence for students as well as for patients \([18,35]\). Furthermore, research indicates that patients perceive other patients’ health experiences as relevant and helpful \([18,30]\). This finding points to the importance of the quality of health-related information \([41]\). Compared with the health-related information and experiences on general social media sites, academic research–based patient narratives might be less susceptible to challenges for the quality of health-related information through, eg, spamming, intentional misspelling, or actuality of information \([41]\). Several quality measures to evaluate the quality of Web-based health information are available \([42,43]\).

Another identified benefit is that participants viewing narratives that contain information on how patients make decisions result in longer search times for information \([31,32]\). This effect can be a resource to increase, eg, patients’ health literacy. However, Shaffer et al \([32]\) also reported that transcripts of the patient videos caused the opposite effect. Participants confronted with text-based narratives spent approximately five fewer minutes for information search. Researchers and health care professionals using patient narrative databases should be aware that the format of patient stories might be similarly important as the content in determining their effect on medical decision making \([32]\).

On the basis of the findings of this review, it remains unclear whether patient narratives can influence patients’ target behavior. The results regarding physical activity are equivocal \([27,34]\). Narratives led to an increase of health care participation and decreased unnecessary health care utilization as well as medication overuse \([27,38]\).

Even though we identified several benefits of patient narratives on the different purposes of narratives, overall, there is little evidence for the effects of Web-based patient narratives in a positive or negative way. The total number of studies we included in the review is small, which is especially challenging in the light of the heterogeneity regarding the sampled population, the study aims, and the heterogeneity of the narratives in itself. Furthermore, the purposes of the narratives presented on the different websites vary considerably from each other. However, patient narratives are not homogenous and have to be evaluated in their context with regard to content, purpose, and patients’ evaluative expression, such as expressions of
(dis)satisfaction with processes of health care decision making [3]. We concur with the position of Shaffer and Zikmund-Fisher [3] that the role of narratives can only be fully understood if operational definitions of narratives are sufficient. Furthermore, there is a need for more theoretical conceptions about the impact of narratives on specific outcomes. We found that only 6 out of 17 studies were guided by a theoretical framework [31,32,34,37-39]. The lack of theoretical frameworks might partially be explained by the fact that research on narratives on certain patient-relevant outcomes is a relatively new field with a range of potentially relevant outcomes. Giesler et al [29], eg, found no significant differences at 2 weeks between an intervention group that had immediate access to the colorectal cancer module of the DIPEx website and a control group with regard to self-efficacy for coping with cancer and patient competence. Study participants in the intervention group visited the website on average for 42.21 min with 3.31 mean number of sessions. Such findings do not necessarily indicate that there is no effect of patient narratives. It rather highlights that the specific outcomes that were investigated in this study and in the study-specific setting were not significant. Other psychological measures on self-efficacy for coping or on patient competence may have led to different results. Another indication for the overall little evidence is that the effects of several studies reporting significant outcomes are rather small or are only significant under specific experimental conditions. For example, the difference between the mean search time for information regarding breast cancer reported by Shaffer et al [32] is 0.46 min, with an average search time of 5.38 min in the intervention group and 4.92 min in the control group.

Almost one-third of the included studies used study samples that cast doubts whether the results can be generalized to broader patient populations [14,30,32,37]. Clear definitions of the basic population and appropriate sampling strategies would be desirable in future studies. Schlesinger et al [44] demonstrated that a rigorous collection of patient narratives can also be incorporated into large patient experience surveys.

At the same time, narratives can bear potential risks in preference-sensitive decisions [24]. There is a growing body of evidence on the effect of narrative bias [4,14,15], where narrative information can override risk judgments. This effect can even occur when base rate information is presented in addition [15]. Narratives are widely used in patient decision aids [45]. Furthermore, it is likely that narratives are used by other patients as decision support tools, although they are not explicitly declared as decision aids. Decision aids are evidence-based tools with an aim to support patients in a value-sensitive way to make specific health care choices [46]. Narratives may reduce the effectiveness of decision aids by presenting unbalanced information or by overriding decision-relevant information through characteristics of the narrator [4,45]. For example, a study conducted by Khangura et al [45] indicates that patient narratives in decision aids were more likely to portray patients that were satisfied with the outcome of their treatment decision. This points to the importance of including disclaimers that highlight the potential for biases in patient narratives [15]. Furthermore, this highlights the need for a careful selection of the presented stories on patient narrative databases by the corresponding research teams in charge for the databases to present a balanced picture of the whole spectrum of health experiences [47]. This might be especially important in narratives about health conditions where public opinions are mixed and biases might be suspected.

Qualitative studies focusing on how individuals use and value personal health-related experiences [10], decision making regarding prostate cancer [11], or information needs of patients with cancer and their views of internet-based health information [12] indicate improvements in decision making [10,11] and in meeting information needs [12]. These findings are not completely in line with our review of quantitative studies. How can this difference be explained? Both approaches study different phenomena. The foundations of the qualitative paradigm are interpretivism and constructivism, where multiple socially constructed realities are investigated [48,49]. On the contrary, the quantitative approach is based on positivism, which assumes that phenomena can be represented by empirical indicators that represent the one and only truth [49]. It can be speculated that the qualitative findings rather represent the lived experiences of patients’ decision making, whereas the quantitative results represent quantitative measures of the decision-making processes.

Limitations

Our study has several limitations. First, we searched only for papers published in journals, and only in English or German. Papers that were published in books or reports are often not indexed in the databases we have chosen for our search strategy and are therefore not included. Therefore, we may have missed some studies published in languages or places outside our scope. Second, we reviewed only published studies regarding patient narratives. Therefore, we may potentially be confronted with a publication bias in such a way that, eg, negative study results were not published. Third, we decided to include only studies that focused on Web-based narratives and that were generated through a research methodology. Although we have done so to ensure comparability among the studies, we also acknowledge that this decision has led to an exclusion of several studies that investigated the effects of non–Web-based narratives or generated in an unstructured, non–research-based way, eg, in chatrooms or fora. Narratives are valuable resources for the narrators themselves, for other patients and their relatives, and for health care professionals and researchers. Despite the limitations, our findings might be helpful for health care professionals and researchers to understand the possible effects of narratives in health care settings.

Conclusions

In total, we found 17 studies on the effects of Web-based patient narratives. The effects of narratives were classified by purpose—inform, engage, model behavior, persuade, and comfort—using the taxonomy provided by Shaffer and Zikmund-Fisher [3]. Overall, patient narratives seem to be a promising means to improve knowledge of health care professionals and patients. Learning about other patients’ experiences is perceived as supportive and relevant. Furthermore, they can positively influence patient empowerment. There is some evidence of beneficial effects on
some outcomes, such as information search and the modeling of target behavior such as physical activity, health care participation, and medication overuse. The narratives used in the studies are characterized by considerable heterogeneity, and the investigated outcomes are hardly comparable among each other, which makes an overall judgment difficult.
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Abstract

Background: Our study addresses a gap in the modern information systems (IS) use literature by investigating factors that explain patient portal satisfaction (SWP) and perceptions about health-seeking behavior (HSB). A novel feature of our study is the incorporation of actual portal use data rather than the perceptions of use intention, which prevails in the modern IS literature.

Objective: This study aimed to empirically validate factors that influence SWP as an influencing agent on portal use and HSB. Our population segment was comprised of college students with active patient portal accounts.

Methods: Using web-based survey data from a population of portal users (n=1142) in a university health center, we proposed a theoretical model that adapts constructs from the Technology Acceptance Model by Davis, the revised Technology Adoption Model by Venkatesh, the Unified Theory of the Acceptance and Use of Technology 2, and the Health Belief Model by Rosenstock et al. We validated our model using structural equation modeling techniques.

Results: Our model explained nearly 65% of the variance in SWP (R^2=0.6499), nearly 33% of the variance in portal use (R^2=0.3250), and 29% of the variance in HSB (R^2=0.2900). Statistically significant antecedents of SWP included social influence (beta=.160, t_{499}=6.145), habit (beta=.114, t_{499}=4.89), facilitating conditions (beta=.062, t_{499}=2.401), effort expectancy (beta=.311, t_{499}=11.149), and performance expectancy (beta=.359, t_{499}=11.588). SWP influenced HSB (beta=.505, t_{499}=19.705) and portal use (beta=.050, t_{499}=2.031). We did not find a statistically significant association between portal use and HSB (beta=.015, t_{499}=0.513). Perceived severity significantly influenced HSB (beta=.129, t_{499}=4.675) but not portal use (beta=.012, t_{499}=.488).

Conclusions: Understanding the importance of SWP and the role it plays in influencing HSB may point to future technology design considerations for information technology developers and health care providers. We extend current Expectancy Confirmation Theory research by finding a positive association between SWP and portal use.

(J Med Internet Res 2020;22(3):e16260) doi:10.2196/16260
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Introduction

Background
Patient portals have become instrumental in the engagement of patients in their own care. A number of factors have contributed to the proliferation and evolution of portal systems. Patient portals evolved out of the expansion of electronic health record (EHR) systems that were incentivized by the American Recovery and Reinvestment Act. The act required health care providers to implement EHRs as a mechanism to ensure patient safety, improve the coordination of patient care, and better engage patients and their caregivers, while maintaining privacy and security of personal health care information. Health care providers were instructed to ensure that at least 5% of their patients could access their health information over the Web and to ensure that they could also exchange secure messages with their health care provider [1]. Patient portals became an
important tool in promoting the kind of patient engagement prescribed by the American Recovery and Reinvestment Act. Patient portals promote this engagement through functionality that includes the ability to exchange secure communication with health care providers, schedule appointments, review lab results, and renew prescriptions for medications. Even with all of these factors that would seemingly promote high levels of patient portal usage, patient portal usage has been relatively low since the inception of these systems. Peacock et al [2] estimate patient portal usage to be only about 28% for portal users within the first year of activating a portal account. Current literature has provided a basic understanding of factors that influence portal use and how this use is thought to influence outcomes. With this research study, we validate and extend this knowledge base.

Our research effort is intended to fill a gap in current health care information technology (IT) research concerning portal user perceptions about portals and how those perceptions are related to perceived health-seeking behavior (HSB) and satisfaction with the portal. We investigate how portal satisfaction (SWP) may be associated with perceived HSB and with portal use. Furthermore, our study adds to the literature by using objective portal use data as opposed to intention to use, which is prevalent in the current literature. Specific research questions (RQs) include the following:

- **RQ1**: What factors are associated with a patient’s portal satisfaction?
- **RQ2**: Does patient portal satisfaction influence health-seeking behavior?
- **RQ3**: Does patient portal use influence health-seeking behavior?
- **RQ4**: Does patient portal satisfaction influence portal use?
- **RQ5**: Does perceived severity of health condition influence health-seeking behavior?
- **RQ6**: Does perceived severity of health condition influence portal use?

We next review the current literature on patient portals to identify broad findings about and research gaps in portal use. Following this, we describe our research model and hypotheses. We then present our research methods and results. We conclude our paper with a discussion of our findings, limitations, and conclusions.

**Literature Review**

Existing research has shown that patient portal usage varies by demographic factors such as age, sex, and morbidity level. Portal usage has been demonstrated to be higher among middle-aged female patients with more severe conditions [3]. Repeated portal usage has been demonstrated to be higher among patients with chronic medical conditions [4]. A patient is more likely to have an interest in using the portal to communicate with their health care provider when the patient is dissatisfied with the health care provider's responsiveness to traditional forms of communication [5]. Other factors that have been demonstrated to influence portal usage include the endorsement of the portal by the health care provider, the utility of portal features, the usability of portal features, and the health literacy of the patient [6]. Conversely, portal usage has been hindered by low health literacy among end users [7].

Knowledge about patient portal usage comes primarily from studies that evaluate usage in the outpatient setting. In the inpatient setting, patient portal usage seems likely to have the same positive effects regarding self-involvement in one’s own care. Inpatient usage, however, has also been low at approximately 23% [8]. Similar patterns of usage can be seen across both the inpatient and outpatient settings. Patients with more severe conditions (eg, surgical patients), as demonstrated by longer lengths of stay, tend to use the portal more than patients with less severe conditions [9]. Portal usage across both inpatient and outpatient settings is impacted by demographic factors such as age, sex, education level, and race. However, a missing link is understanding how patient satisfaction impacts portal use.

Existing studies have been focused largely on describing portal usage through the analysis of system data, but understanding the factors that influence HSB still represents a gap in the existing literature [10]. Even fewer studies have been grounded in some theory-driven framework. Marton and Choo [11] identified only four such theory-driven studies in their 2011 paper on theoretical models for Web-based health information seeking. The theoretical frameworks utilized by those studies comprised expectancy value models, the Theory of Planned Behavior, the Technology Acceptance Model (TAM), and a behavioral model of Web-based information seeking. This gap in contemporary research on patient portal usage may be filled by the expanded use of theoretical frameworks such as the Health Belief Model (HBM), TAM, and the Unified Theory of the Acceptance and Use of Technology 2 (UTAUT2) [12-15].

Research on patient portal usage predicated upon theoretical frameworks is emerging. Tavares and Oliveira [16] used a derivative of Venkatesh’s UTAUT2 theoretical framework to investigate EHR adoption with an added construct of the patient’s self-perception. Unique to their study, Tavares and Oliveira integrated into their theoretical model the construct of patient self-perception that measured perceived vs real severity of a portal user’s chief medical complaint. Tavares and Oliveira found that statistically significant motivators for the behavioral intention to use a patient portal were performance expectancy, effort expectancy, habit, and self-perception. Similar to Tavares and Oliveira, we extend Venkatesh’s UTAUT2 model to include constructs and relationships for perceived HSB and perceived satisfaction with the portal.

Another stream of literature that has emerged focuses on understanding the relationship between user satisfaction with technology (eg, portals) and the actual use of the technology. Deng et al [17] studied the use of mobile internet services and found that user satisfaction positively impacted the intention to continue using the services. Ghobakhloo et al [18] reviewed different theoretical models of technology acceptance and formulated an integrated model of acceptance and satisfaction. Their model proposes that technology satisfaction impacts technology usage, which, in turn, impacts usage behavior [18].

With this research effort, we hope to inform the research community about portal user perceptions and how these perceptions are related to perceived HSB and satisfaction with portal use.
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the portal. We investigate how SWP may be associated with perceived HSB.

**Research Model and Hypotheses**

Our theoretical model incorporates social influence, habit, facilitating conditions, effort expectancy, and performance expectancy. Each of these constructs are traditionally used exogenous variables in management information systems (IS) research. We explore how these variables affect satisfaction with the portal and use. Drawing from HBM, we propose a relationship between perceived severity and HSB. Similarly, we propose a relationship between perceived severity and use. Our final hypothesis tests the relationship between portal use and HSB. Our complete research model is shown in Figure 1.

Patients who interact with health care technology, such as patient portals, are usually motivated to use the technology because it might be the main source of contact with their health care provider. Studies that have explored TAMs have consistently identified social influence as an important factor that influences end user behavior toward technology. Social influence is based on social contagion theory, which postulates that an individual’s behaviors are subject to those of the people who are important to that individual [19]. These influencers include care givers, health care providers, and close relatives. An example of social influence is when family members discuss the benefits of portals with the patient or are themselves users of portals [20].

Bhattacherjee [21] identified confirmation as an antecedent to technology satisfaction while proposing the use of the Expectation-Confirmation Model in an IS context. Bhattacherjee defined confirmation as the comparison between end users’ pre- and post-technology usage expectations. Similar to how Bhattacherjee positioned confirmation as an antecedent of technology satisfaction, we posit that it is feasible that a portal user’s social circle can serve as a proxy for confirmation expectation. Portal users with more positive input from their close social circle about portals are likely to be more satisfied themselves with the portal. Although there is little empirical research in this space, we test this influence on satisfaction in our model.

**Figure 1.** Proposed research model.

**H1: Perceived Social Influence is Positively Associated With Portal Satisfaction**

Venkatesh et al [22] considered the effect that habit has on technology use. Habit has been demonstrated to predict end user intention to use a technology. Contemporary views of habit have also relied on the definition provided by Limayem et al [23] who defined habit as the extent to which people tend to automatically execute certain behaviors such as technology use because of learning. Amoroso and Lim [24] found a positive correlation between habit and consumer satisfaction. As Amoroso and Lim did find a correlation between habit and satisfaction, we found utility in testing this correlation between habit and satisfaction in our theoretical model. Drawing from these previous uses of habit in IS research, we hypothesize that habit is positively associated with SWP.

**H2: Habit is Positively Associated With Portal Satisfaction**

Facilitating conditions is a UTAUT construct that describes a person’s perception of the resources and any other supporting elements at their disposal that assist them in performing a task.
(eg, technology use) [22]. Maillet et al [25] tested and found a statistically significant link between facilitating conditions and nurse satisfaction with an EHR. Conditions facilitating the access to and use of the system lead to a positive user experience, resulting in higher user satisfaction. Hence, we posit that facilitating conditions are positively associated with SWP.

**H3: Facilitating Conditions are Positively Associated With Portal Satisfaction**

The technological characteristics of the patient portal are important in motivating a patient to use the portal. Two important elements of portal technology are effort expectancy and performance expectancy. Effort expectancy is the degree to which the portal is easy to navigate and use, thus requiring less effort by the user [26]. An end user who finds a system intuitive and easy to use will have less frustration in completing tasks while using that system. In addition to finding the previously cited link between facilitating conditions and EHR satisfaction among nurses, Maillet et al [25] tested and found a statistically significant link between effort expectancy and satisfaction. Building on this finding by Maillet et al [25], we explore whether effort expectancy is associated with SWP.

**H4: Effort Expectancy is Positively Associated With Portal Satisfaction**

Performance expectancy is the degree to which the user perceives that the technology will help in carrying out functions important to the user [22]. For a patient portal user, performance expectancy reflects the patient’s perception of how well it will help with better management of the user’s health care. Some of the expected benefits of using a portal are viewing lab results on a smart device, easily scheduling or rescheduling appointments, and securely messaging physicians or nurses [27]. If these postadoption expectations are met, then portal users are likely to be satisfied with their portal. We find support for this idea through existing IS research that has used the Expectation-Confirmation Theory (ECT) to demonstrate a positive and statistically significant link between confirmation and satisfaction [28,29]. As technology users confirm that their expectations for the technology are being met, they exhibit satisfaction with that technology. We hypothesize that performance expectancy is positively associated with SWP.

**H5: Performance Expectancy is Positively Associated With Portal Satisfaction**

Evidence is accumulating in the medical literature that portals are associated with more favorable health outcomes for patients who use portals [30,31]. We suspect that this emerging focus on improving health outcomes through the use of portals is, in some way, connected to the end user’s satisfaction with the portal as a tool that supports their HSB. We note that this is an understudied phenomenon that is not well covered in existing research. In our paper, we focus on the patient’s satisfaction with the portal and the patient’s HSB as the outcome measure.

**H6a: Portal Satisfaction is Positively Associated With Health-Seeking Behavior**

Wixom and Todd [32] partially explained technology use intention through the influence of attitude, which was influenced by ease of use, which was, in turn, influenced by system satisfaction. Drawing from their contribution, we hypothesize that SWP will result in higher instances of portal use. This connection between satisfaction and use is also supported in the current ECT literature [21,28,32]. From the ECT literature, we note four important contributions: (1) Bhattacherjee [21] established satisfaction as an antecedent of IS continuance (repeat usage after adoption); (2) Thong et al [28] suggested end users are more likely to continue the use of an IT, if they are satisfied with that IT; (3) Oghuma et al [29] demonstrated how perceived service quality and perceived usability can impact satisfaction, which, in turn, impacts use continuance; and (4) Wixom and Todd [32] showed how system satisfaction can indirectly serve as an attitudinal influence on an end user’s intention to use a technology.

**H6b: Portal Satisfaction is Positively Associated With Portal Use**

The connection between SWP and HSB is an emerging concept. To date, there has been very little research into a direct connection between satisfaction with the portal (or health care IT of any kind) and HSB. Kim and Park [33] suggest an indirect link between health belief and the motivation to take actions toward health management. Tustin [34] explored the role that patient satisfaction plays in influencing Web-based health information seeking. Tustin suggests that patients who are dissatisfied with their health care provider are more likely to seek and trust information from sources other than their provider [34]. Although Kim and Park and Tustin attempt to explain relationships between individual factors such as health belief, level of provider satisfaction, technology, and HSB, the shared scope of HSB between these studies has been limited to Web-based health information seeking. We attempt to build upon what previous research has contributed by exploring the relationship between SWP and HSB within the context of an end user’s perceived change in health status being based on their having used a portal.

**H7: Portal Use is Positively Associated With Health-Seeking Behavior**

Some studies on understanding a patient’s motivation for connecting with Web sources, such as health websites and patient portals, are rooted in HBM. HBM suggests that a patient’s perceived health risk predicts the likelihood of that patient being more engaged in their health care. They do this by seeking more information about their health and adapt their behavior toward better health [35]. We lean on this idea that perceived severity is a determinant of perceived HSB.

**H8a: Perceived Severity is Positively Associated With Health-Seeking Behavior**

We also expect that perceived severity will be associated with increased portal use. We hypothesize that patients who perceive that they suffer from severe health conditions will demonstrate more frequent portal use.
**H8b: Perceived Severity is Positively Associated With Portal Use**

Our hypotheses are listed in Table 1. In testing these relationships, we hope to confirm existing research findings such as the work done by Hsu and Lin [36] that demonstrates the strength of social influence on a person’s motivation to use a type of IT; in their case, the focus was on the association of social influence with motivation to use blogs. We consider the addition of the possible link between portal use and HSB to be a novel contribution that has not been heavily investigated in other research. Understanding whether this relationship exists would be informative in determining whether portal use influences HSB. This knowledge could have implications for encouraging HSB.

Table 1. Hypotheses tested.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Hypothesis description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₁</td>
<td>Perceived social influence is positively associated with portal satisfaction.</td>
</tr>
<tr>
<td>H₂</td>
<td>Habit is positively associated with portal satisfaction.</td>
</tr>
<tr>
<td>H₃</td>
<td>Facilitating conditions are positively associated with portal satisfaction.</td>
</tr>
<tr>
<td>H₄</td>
<td>Effort expectancy is positively associated with portal satisfaction.</td>
</tr>
<tr>
<td>H₅</td>
<td>Performance expectancy is positively associated portal satisfaction.</td>
</tr>
<tr>
<td>H₆a</td>
<td>Portal satisfaction is positively associated with health-seeking behavior.</td>
</tr>
<tr>
<td>H₆b</td>
<td>Portal satisfaction is positively associated with portal use.</td>
</tr>
<tr>
<td>H₇</td>
<td>Portal use is positively associated with health-seeking behavior.</td>
</tr>
<tr>
<td>H₈a</td>
<td>Perceived severity is positively associated with health-seeking behavior.</td>
</tr>
<tr>
<td>H₈b</td>
<td>Perceived severity is positively associated with portal use.</td>
</tr>
</tbody>
</table>

**Control Variable: Tenure**

For the purposes of our research study, we define tenure as the number of days between a portal user registering for a portal account and the date on which the system report was generated to produce the dataset used in our analysis. We set a cutoff point for tenure of 60 days. This allowed us to eliminate the effect of early portal learners who could have potentially skewed the results of our study. We surmise that end users who have used the portal longer will be more satisfied, borrowing from the ECT concept of satisfaction being correlated with continued use. We also surmise that longer periods of use are more likely to be associated with perceived changes in HSB. By holding tenure as a control variable, our model allows for the testing of any direct associations between tenure and portal use as well as tenure and HSB.

**Methods**

**Data Collection**

Web-based survey responses were collected from a total of 1142 respondents who were active portal users within a university student health system. For the purposes of this research study, we define *active* portal users as registered portal users who logged into their portal account during the 2-year data collection period. Portal users responded to the survey via a direct link once they signed into their patient portal account. The delivery method for the survey ensured that we, at no time, were able to personally identify any patient or access specific patient details that could be linked to an individual. We differentiate our research study from previous portal and technology use studies in that we were able to incorporate an objective measure of use. Portal use was measured as the count of portal visits for each respondent. This information was obtained from the Web logs of the patient portal system. Capturing the count of portal visits in this way facilitated the matching of portal visits to survey responses by way of masked identification numbers that were generated by the health center staff. We were able to match survey responses to portal use while simultaneously maintaining the anonymity of the portal users.

The survey items were used to obtain patient perceptions of the factors that influence their usage and their perceptions about the impact that portal usage may have on their HSB and SWP. Patients responded by providing Likert Scale-type responses (1=Strongly Disagree, 2=Disagree, 3=Neutral, 4=Agree, 5=Strongly Agree).

We also captured high-level demographic information about our survey respondents.

**Data Analysis**

The mean and standard deviation for the survey responses were calculated in R Studio. Subsequently, the survey data were analyzed using partial least squares structural equation modeling (PLS-SEM) in SmartPLS. PLS-SEM is an appropriate technique for testing relationships within the proposed theoretical model because of the use of latent variables [37]. Given that all of the indicators in our model are reflective, we evaluated the reliability of each construct through the use of Cronbach alpha and composite reliability. To assess convergent validity, we evaluated the average variance extracted (AVE). Discriminant
validity was assessed to determine significant interconstruct differences [38]. We evaluated the heterotrait-monotrait ratio of correlations in an effort to determine if discriminant validity exists between the reflective constructs in our proposed model.

**Results**

**Demographic Data**

Of the 1142 survey respondents, 705 (61.73%) were female and 437 (38.27%) were male (Table 2).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>437</td>
</tr>
<tr>
<td>Female</td>
<td>705</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>172</td>
</tr>
<tr>
<td>Native American</td>
<td>3</td>
</tr>
<tr>
<td>Any two or more races</td>
<td>82</td>
</tr>
<tr>
<td>Asian or Pacific islander</td>
<td>93</td>
</tr>
<tr>
<td>White</td>
<td>598</td>
</tr>
<tr>
<td>International</td>
<td>68</td>
</tr>
<tr>
<td>Not specified</td>
<td>126</td>
</tr>
<tr>
<td><strong>Academic standing</strong></td>
<td></td>
</tr>
<tr>
<td>Freshman</td>
<td>542</td>
</tr>
<tr>
<td>Sophomore</td>
<td>206</td>
</tr>
<tr>
<td>Junior</td>
<td>184</td>
</tr>
<tr>
<td>Senior</td>
<td>81 invents an effort to determine if discriminant validity exists between the reflective constructs in our proposed model.</td>
</tr>
<tr>
<td>Fifth year</td>
<td>9</td>
</tr>
<tr>
<td>Graduate</td>
<td>108</td>
</tr>
<tr>
<td>Early college</td>
<td>12 invents an effort to determine if discriminant validity exists between the reflective constructs in our proposed model.</td>
</tr>
</tbody>
</table>

Reliability

Mean response scores and reliability analysis are presented in Table 3.

Social influence, effort expectancy, performance expectancy, HSB, and SWP demonstrated Cronbach alphas that were greater than .80. Habit and facilitating conditions both had weaker Cronbach alpha of .726 and .710, respectively. Perceived severity had the lowest Cronbach alpha of .611, and it actually fell below the widely accepted threshold of .70 [39]. Owing to the exploratory nature of our research study, we also reviewed acceptable thresholds for composite reliability. We noted that the composite reliability for perceived severity exceeded 0.60, which has been viewed as acceptable in an exploratory research context [40]. We therefore retained perceived severity in our model analysis.

We found that all of the values for AVE in our analysis (Table 3) were higher than the Fornell and Locker [41] suggested threshold of 0.50 for AVE. This leads us to conclude that there is sufficient convergent validity for each of our model constructs.
Table 3. Mean response scores and reliability analysis.

<table>
<thead>
<tr>
<th>Theoretical construct and survey item</th>
<th>Value, mean (SD)</th>
<th>Outer loadings</th>
<th>Cronbach alpha</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>S</strong>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1—People who care for me want me to use the portal.</td>
<td>3.91 (0.872)</td>
<td>0.896</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2—People who influence me want me to use the portal.</td>
<td>3.76 (0.871)</td>
<td>0.916</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3—My nurse or physician has encouraged me to use the portal.</td>
<td>3.40 (0.910)</td>
<td>0.811</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H</strong>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1—Portal usage has become a habit for me.</td>
<td>3.19 (0.916)</td>
<td>0.896</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2—I must use the portal on a regular basis to improve my health.</td>
<td>3.21 (0.937)</td>
<td>0.875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FC</strong>c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC1—I know how to access the portal.</td>
<td>4.26 (0.821)</td>
<td>0.887</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC2—The portal works with other technology that I use.</td>
<td>4.16 (0.784)</td>
<td>0.874</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EE</strong>d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE1—Learning to use the portal was easy for me.</td>
<td>4.02 (0.834)</td>
<td>0.948</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE2—The portal was easy to navigate and use.</td>
<td>4.04 (0.807)</td>
<td>0.953</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PE</strong>e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE1—Using the portal will support the care I receive.</td>
<td>3.91 (0.769)</td>
<td>0.943</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE2—Using the portal allows me to be more involved in my own care.</td>
<td>3.95 (0.769)</td>
<td>0.939</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PS</strong>f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS1—I believe I am vulnerable to illnesses.</td>
<td>2.60 (1.100)</td>
<td>0.886</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS2—I believe that my current health conditions are serious.</td>
<td>2.07 (1.039)</td>
<td>0.806</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HSB</strong>g</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSB1—Portal usage has influenced me to adopt healthier behaviors.</td>
<td>3.18 (0.840)</td>
<td>0.957</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSB2—Portal usage has influenced me to exercise more.</td>
<td>3.06 (0.861)</td>
<td>0.959</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SWP</strong>h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWP1—I am satisfied with the patient portal.</td>
<td>3.92 (0.734)</td>
<td>0.916</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWP2—I would recommend using the portal to my friends and family.</td>
<td>3.73 (0.795)</td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aS: social influence.
Discriminant Validity

Discriminant validity analysis is presented in Table 4.

Table 4. Discriminant validity.

<table>
<thead>
<tr>
<th>Model constructs</th>
<th>Effort expectancy</th>
<th>Facilitating conditions</th>
<th>Habit</th>
<th>Health-seeking behavior</th>
<th>Perceived severity</th>
<th>Performance expectancy</th>
<th>Satisfaction with portal</th>
<th>Social influence</th>
<th>Tenure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort expectancy</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>0.821</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Habit</td>
<td>0.419</td>
<td>0.443</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health-seeking behavior</td>
<td>0.362</td>
<td>0.305</td>
<td>0.712</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>0.049</td>
<td>0.085</td>
<td>0.239</td>
<td>0.202</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>0.685</td>
<td>0.672</td>
<td>0.627</td>
<td>0.535</td>
<td>0.155</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Satisfaction with portal</td>
<td>0.775</td>
<td>0.717</td>
<td>0.665</td>
<td>0.592</td>
<td>0.094</td>
<td>0.857</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Social influence</td>
<td>0.402</td>
<td>0.452</td>
<td>0.793</td>
<td>0.564</td>
<td>0.167</td>
<td>0.646</td>
<td>0.67</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Tenure</td>
<td>0.020</td>
<td>0.024</td>
<td>0.090</td>
<td>0.095</td>
<td>0.156</td>
<td>0.018</td>
<td>0.017</td>
<td>0.106</td>
<td>N/A</td>
</tr>
<tr>
<td>Use</td>
<td>0.035</td>
<td>0.021</td>
<td>0.141</td>
<td>0.015</td>
<td>0.106</td>
<td>0.019</td>
<td>0.058</td>
<td>0.06</td>
<td>0.568</td>
</tr>
</tbody>
</table>

*Not applicable.

Path Analysis

To test our research hypotheses, we used the results from PLS-SEM. In our initial tests, we conducted the model analysis with a bootstrapping sample of 500. In an effort to assess the robustness of our findings, we subsequently ran the model with a bootstrapping sample of 1000. The overall results of our analysis did not materially change between the two model runs with different bootstrapping sample sizes. The significance of established associations remained consistent between the two iterations of our analysis.

Our model explains 29% of the variance observed in HSB (R^2=0.2900) and 65% of the variance observed in SWP (R^2=0.6499). The results from our PLS-SEM (Figure 2) suggest significant associations among social influence, habit, facilitating conditions, effort expectancy, performance expectancy, and SWP. Perceived severity is significantly associated with HSB, but it is not significantly associated with portal use. Portal use, contrary to our initial supposition, is not significantly associated with HSB.

We found support for 8 out of 10 of our hypotheses (Table 5). The strongest association observed in our model appears to be between SWP and HSB, demonstrated by a path coefficient of .505 (P<.001). We also found that tenure is significantly associated with both HSB and portal use. As tenure was treated as a control variable, we did not draw any major conclusions about level of significance.

None of the correlation values in Table 4 exceeds the widely accepted threshold of 0.90 for heterotrait-monotrait values [42,43]. Owing to this observation, we assert that the independent variables in our model demonstrate sufficient discriminant validity.
Table 5. Path analysis results: full model.

<table>
<thead>
<tr>
<th>Dependent and independent variables</th>
<th>Path coefficient (beta)</th>
<th>Standard error</th>
<th>t statistic (df=499)</th>
<th>Hypothesis</th>
<th>Supported (yes/no)</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Portal satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td>.160</td>
<td>0.025</td>
<td>6.145b</td>
<td>H₁</td>
<td>Yes</td>
<td>0.6499</td>
</tr>
<tr>
<td>Habit</td>
<td>.114</td>
<td>0.023</td>
<td>4.89b</td>
<td>H₂</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>.062</td>
<td>0.026</td>
<td>2.401c</td>
<td>H₃</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.311</td>
<td>0.028</td>
<td>11.149b</td>
<td>H₄</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>.359</td>
<td>0.031</td>
<td>11.588b</td>
<td>H₅</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td><strong>Health-seeking behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2900</td>
</tr>
<tr>
<td>Portal satisfaction</td>
<td>.505</td>
<td>0.026</td>
<td>19.705b</td>
<td>H₆a</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td>.015</td>
<td>0.028</td>
<td>.513</td>
<td>H₇</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Perceived severity</td>
<td>.129</td>
<td>0.028</td>
<td>4.675b</td>
<td>H₈a</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Tenure</td>
<td>-.116</td>
<td>0.030</td>
<td>3.925b</td>
<td>Control</td>
<td>N/Ad</td>
<td></td>
</tr>
<tr>
<td><strong>Portal use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3250</td>
</tr>
<tr>
<td>Portal satisfaction</td>
<td>.050</td>
<td>0.025</td>
<td>2.031c</td>
<td>H₆b</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Perceived severity</td>
<td>.012</td>
<td>0.025</td>
<td>.488</td>
<td>H₈b</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Tenure</td>
<td>.566</td>
<td>0.039</td>
<td>14.409b</td>
<td>Control</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

a2-tailed t test.
bP<.1.
cP<.05.
dNot applicable.
Discussion

Principal Findings

RQ1. What Factors Are Associated With a Patient’s Portal Satisfaction?
We find that SWP is driven most strongly by performance expectancy. If we rely on Venkatesh et al’s [14] definition of performance expectancy, wherein performance expectancy is understood to represent the degree to which users expect systems to help them attain a specific performance, we note that portal user satisfaction appears to be driven mostly by what portal users think they will get out of using the system. Our research supports social influence, habit, facilitating conditions, and effort expectancy as factors that are associated with SWP.

RQ2. Does Patient Portal Satisfaction Influence Health-Seeking Behavior?
Our analysis suggests that HSB is significantly associated with SWP. The association between HSB and SWP was the highest association that our model demonstrated between any of the model constructs with a path coefficient of .505.

RQ3. Does Patient Portal Use Influence Health-Seeking Behavior?
Our empirical analysis does not support a relationship between portal use and HSB. We had expected to find a positive influence of portal usage on HSB. Intuitively, as patients more frequently use portals, one would expect to see a strong, positive correlation between this portal use and HSB. Our analysis, however, demonstrates no significant link between portal use and HSB.

RQ4. Does Patient Portal Satisfaction Influence Portal Use?
Patient SWP does appear to influence portal use. We observed a significant positive correlation between SWP and portal use. Although this correlation was not as strong as we had anticipated (beta=.050), the correlation between the two constructs was statistically significant (P=.04). This result does add to the existing ECT literature in that it supports the idea that user satisfaction (or continued use in ECT parlance) can be influenced by end user satisfaction. Our study supports the work of Thong et al [28] in that the relationship between satisfaction and continued use suggests a need for IT developers to focus on developing easy-to-use technology features as a method for ensuring satisfaction and, thereby, driving continued technology use.

RQ5. Does Perceived Severity of Health Condition Influence Health-Seeking Behavior?
Perceived severity of health condition has a weak, positive association with HSB. Intuitively, one would expect to find that the more severe a patient’s condition, the more frequently the patient would exhibit HSB. Although we found only a weak, positive association between perceived severity and HSB, the association between the two is statistically significant. This association would have been missed had we eliminated it from our study by solely relying on the Cronbach alpha of .611 (Table 3).

Perceived severity of health condition does not have a significant association with portal use. This finding was counterintuitive in that we expected perceived severity to play a strong role in driving portal use. We expected to find that survey respondents who perceived themselves to have more severe health conditions would report higher levels of portal use. This, however, was not the case.

Limitations
The authors acknowledge geographic limitations to this study. Data were collected and analyzed from a single academic institution. It is possible that there are unique characteristics of this college student population that may prevent the generalizability of our findings to other populations of portal users. These characteristics might include age, education level, technology literacy, and easy access to technology. Future research should include data from the general population for the purposes of comparing, contrasting, and possibly strengthening the generalizability of the findings. The data used in this study were collected using a snapshot of observations within a 2-year time frame. Hence, the study suffers from the general limitations of using snapshot data [44]. Future longitudinal studies can address this limitation and provide greater insight into portal user perceptions over time. Longitudinal studies generally provide more statistically powerful tests [45].

Conclusions
Our research benefited from a sample size of 1142 portal user survey responses. Also, unlike many previous studies, our research benefited from objective data on actual portal use. We tested the overall reliability of the responses, and we found support for existing theories of how concepts from TAMs can be used to explain associations between those widely accepted concepts, and SWP might serve as a proxy for technology satisfaction in future research. We also found utility in these widely accepted technology acceptance constructs as a means of explaining some aspects of HSB.

Our findings, interestingly, showed a minor significant role for perceived severity as it relates to perceived HSB. Although the effects were small, they were significant. This relationship may spark future research interests into the role that perceived severity may play in understanding perceived HSB.

We also determined that there was a link between SWP and HSB. This link may also spark future research prompted by the desire to better understand whether SWP is likely to be a determinant of HSB or health information seeking.
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Abstract

Background: Generation Z is starting to reach college age. They have adopted technology from an early age and have a deep dependence on it; therefore, they have become more drawn to the virtual world. M-learning has experienced huge growth in recent years, both in the medical context and in medical and health sciences education. Ultrasound imaging is an important diagnosis technique in physiotherapy, especially in sports pathology. M-learning systems could be useful tools for improving the comprehension of ultrasound concepts and the acquisition of professional competencies.

Objective: The purpose of this study was to evaluate the efficacy and use of an interactive platform accessible through mobile devices—Ecofisio—using ultrasound imaging for the development of professional competencies in the evaluation and diagnosis of sports pathologies.

Methods: Participants included 110 undergraduate students who were placed into one of two groups of a randomized controlled multicenter study: control group (ie, traditional learning) and experimental group (ie, Ecofisio mobile app). Participants’ theoretical knowledge was assessed using a multiple-choice questionnaire (MCQ); students were also assessed by means of the Objective Structured Clinical Examination (OSCE). Moreover, a satisfaction survey was completed by the students.

Results: The statistical analyses revealed that Ecofisio was effective in most of the processes evaluated when compared with the traditional learning method: all OSCE stations, \( P < .001 \); MCQ, 43 versus 15 students passed in the Ecofisio and control groups, respectively, \( P < .001 \). Moreover, the results revealed that the students found the app to be attractive and useful.

Conclusions: The Ecofisio mobile app may be an effective way for physiotherapy students to obtain adequate professional competencies regarding evaluation and diagnosis of sports pathologies.

Trial Registration: ClinicalTrials.gov NCT04138511; https://clinicaltrials.gov/ct2/show/NCT04138511

(J Med Internet Res 2020;22(3):e16258) doi:10.2196/16258
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undergraduate; OSCE; mHealth; teaching and learning strategies
Introduction

Generational evolution is nothing new; constant social change poses a challenge for education. During the last several years, concepts referring to subsequent generational learning styles, such as those of Generation X, Generation Y (ie, millennials), or even Generation Z, have been emerging as new ways of understanding new generations [1]. Although most current undergraduate students are within the so-called millennial generation, the next wave of students (ie, Generation Z) is beginning to reach college age [2]. Both groups share many similarities, but the latter has unique characteristics that require new teaching strategies [3]. Generation Z is the term used to refer to those born between the mid-90s and the 2000s [4]. This generation has adopted technology from a very early age, creating a deep dependence on it and becoming more drawn to the virtual world [5].

Some studies have shown how these generations absorb and process information in very different ways compared to previous generations [6-8]. These students are characterized as being digital natives and active learners who constantly search for innovation and technology, and who prefer teams, groups, and multitasking [6]. Therefore, they have grown up with several tools that make their learning brain structures different [9]. In this sense, the use of traditional teaching tools is decontextualized [10,11].

In this new teaching-and-learning era, the adaptation of methodologies to new technologies is completely necessary to improve social learning. Educational activity has moved from distance learning to e-learning and, finally, to mobile learning (m-learning), as knowledge has increased exponentially and the demand has escalated [12]. According to Colazzo et al [13], “an educational process can be considered as any learning and teaching activity that is possible through mobile tools or in settings where mobile equipment is available.” M-learning can be understood the same way.

M-learning is surpassing its predecessor (ie, e-learning), since it takes advantage of all its characteristics and overcomes all its disadvantages, making the content much more accessible in time and space [14]. It has become a reality, as proven by many validation studies conducted all over the world [15,16]; it even affects cognitive processes, such as memory. We are becoming symbiotic with our electronic tools, living in an increasingly interconnected society [17], where mobile apps attempt to overcome the problems currently posed by the learning system: the lack of personalized content and appeal to different learning styles, the inability of teachers to apply their true strengths, and the lack of effective reforms at a reasonable cost [18].

There has been an incredible expansion of mobile phone apps in both the medical context [19] and medical and health sciences education. Briz-Ponce et al suggest that more than 37% of health sciences students have used a medical app to improve their learning skills [20]. However, despite the increasing use of m-learning, Po Lau et al highlight the lack of knowledge of m-learning services by public institutions [4]. Even though mobile technology is very well received and health sciences students are well disposed toward its use, its implementation among students has been unsuccessful; this is due to a lack of compliance by the educational systems because m-learning has not been integrated within the standard teaching process [21]. Consequently, as these authors indicate, it is necessary to conduct larger studies to raise awareness of these programs.

There is an increasing number of studies on the use of m-learning in health sciences, such as in surgical skills [15], medicine [21], and nursing [22]. A systematic review in physiotherapy specifically evaluated the effectiveness and user perceptions of online technology for physiotherapy teaching and learning and highlighted its benefits. However, this review did not include any studies that used m-learning as the educational process [23]. Therefore, it is of crucial importance to include this technology as a complement in physical therapy studies.

Our research team has previously conducted some e-learning [24,25] and m-learning studies with physiotherapy students. Our most recent study has shown that palpation skills and ultrasound techniques could be better acquired with a mobile app than by means of traditional learning [26]. In this sense, due to the importance of ultrasound as a diagnostic technique in physiotherapy, especially in sports pathology, m-learning seems to be a useful tool for its study, since it provides the necessary tools for the comprehension of concepts. To our knowledge, there are no studies that propose an m-learning environment to improve the acquisition of professional competencies of sports pathology assessment. Thus, the aim of this study was to evaluate the efficacy and use of an interactive platform accessible through mobile devices using ultrasound imaging for the development of professional competencies in the evaluation and diagnosis of sports pathologies.

Methods

Recruitment and Participants

A total of 110 undergraduate physical therapy students took part in this study; students were enrolled at the Health Science Faculty at the University of Granada, Spain, or at the Campus of Tudela, University of Navarra, Spain. These students were in their first or second year of Physical Therapy Fundamentals and Physical Therapy Assessments courses or in their second year of the Physiology of Effort, Physical Exercise, and Health course during the 2014-2015 academic year. Participants’ theoretical knowledge was assessed and they were also assessed by means of the Objective Structured Clinical Examination (OSCE). The participants were recruited via a public announcement at both universities. All students signed an informed consent form to participate in this study.

Eligibility Criteria

To be eligible for this trial, students needed to meet the following criteria: not having received any previous training in ultrasound imaging and management, having anatomy and biomechanics knowledge, being enrolled in any required subjects, having the basic ability to use a mobile app, and having a mobile phone with Internet access running on the Android operating system.
Study Design
We conducted a multicenter study, which consisted of a double-blinded, randomized controlled study involving volunteer students earning degrees in physical therapy from two public Spanish universities. The study was registered at ClinicalTrials.gov (NCT04138511). We used a computer program to randomly assign a number to each student in both universities. These numbers were provided in numbered, opaque envelopes by an external study member to ensure that the study member responsible for outcome assessments was blinded to intervention and control group assignment. The envelopes were opened after a baseline assessment. The assessment evaluator was blinded to both the assessment and the outcomes. There were 55 participants in the experimental group and 55 in the control group. The students were also blinded to the group to which they were assigned.

After students received theoretical and practical lessons about ultrasound skills in sports pathology areas, the role that the Ecofisio mobile app played was assessed in a traditional way and by means of the OSCE. The OSCE allows us to measure ultrasound competence as expressed in specific observable behaviors. This study was approved by the Unidad de Calidad, Innovación y Prospectiva—a quality and innovation body—from the University of Granada, Spain (PID 14-56), and was conducted in accordance with the Declaration of Helsinki [27,28].

The theoretical and practical lessons were conducted by three professors and three teaching fellows; the teacher-to-student ratio was 1:6-8. The same lessons were taught in both universities by the same professors.

There were a total of six contact sessions on site; this was followed by self-study time focused on the theoretical and practical learning of ultrasound imaging procedures, on different areas of the body, regarding sports pathologies. Each study group—Ecofisio intervention group and control group—attended 2 hours of theoretical lessons and 4 hours of practical lessons. The ultrasound imaging sessions were developed following a previously reported methodology [29] and the diagnosis of sports injuries. All participants used the same ultrasound device model—MyLab 25 (Esaote Medical Systems)—with a 12 MHz linear probe. Finally, there was a self-study period, where the Ecofisio group used the mobile app and the control group used traditional study models (eg, books and journal papers).

Both groups had 2 weeks to study after the on-campus sessions, an independent researcher randomly assigned each participant to a group using Epidat 3.1 software (Xeral de Saúde Pública). To prevent the control group from accessing information related to the mobile app, they were assessed before the Ecofisio group. The Ecofisio mobile app is focused on sports pathologies and contains relevant written and digital information about ultrasound imaging and management, as well as diagnosis of sport injuries. For each anatomical structure, there exists a theoretical description, a drawing with the anatomical description, an image with the specific placement of the ultrasound probe, an ultrasound slice, a diagram of the ultrasound image, and a video of the manual palpation procedure.

Outcome Measures
All variables were measured among both study groups after their self-study periods.

Objective Structured Clinical Examination
An OSCE [30,31] was used to measure participants’ hands-on skills in terms of ultrasound management. It is a competency-based evaluation [32] consisting of one station with five specific components: positioning of the patient, positioning of the ultrasound probe, handling of the ultrasound probe, and image adjustment. Before starting each component, the participants received accurate information about the task to perform. The examiner used a 5-point Likert scale, ranging from 0 to 4, to grade the specific efficiency of each component. The examiner also registered the required time (seconds) to identify the lesion. During each component, no comments were allowed between the students, the examiners, and the patients. The blinded examiner was an expert in ultrasound management with at least 5 years of experience, and the patient suffered a lesion that students had to locate. There were different clinical cases about different sports injuries.

Multiple-Choice Questionnaire
An evaluation of students’ theoretical knowledge was conducted using a multiple-choice questionnaire of 20 questions, where a maximum score of 10 points could be obtained.

Satisfaction Survey
Satisfaction scores related to the interventions were assessed among both groups through a specific 5-point Likert questionnaire, ranging from 1 (disagree) to 5 (strongly agree), which had been used in similar contexts previously [24-26]. Furthermore, the Ecofisio group completed another satisfaction questionnaire about the usage of the mobile app, ranging from 0 (totally unsatisfied) to 10 (totally satisfied).

Sample Size Calculation
It would require a power of 90% to detect a significant mean difference of 3.5 (SD 3) points in the palpation assessment via the OSCE, assuming a type 1 error (alpha) of 5% and a type 2 error (beta) of 10%. Considering a dropout rate of 20%, we decided to enroll 55 subjects per group. Before the on-campus sessions, an independent researcher randomly assigned each participant to a group using Epidat 3.1 software (Xeral de Saúde Pública).

Statistical Analysis
Descriptive analyses were obtained for all randomized participants. The Kolmogorov-Smirnov test was applied to test the hypothesis of normality for all variables. We calculated Student t tests for variables with normal distribution and Mann-Whitney U tests for the rest as nonparametric tests. The statistical significance was determined by P<.05, and all analyses were conducted using IBM SPSS Statistics for Windows, version 22.0 (IBM Corp).
Results

The final sample was comprised of 50 students in the Ecofisio group and 55 students in the control group, with mean ages of 19.8 years (SD 2.1) and 19.7 years (SD 6.0), respectively. At the beginning of the study, there were no group differences in study variables such as gender or previous experience (see Table 1). There were 5 dropouts (5/55, 9%) in the Ecofisio group due to problems with the operating system versions of their mobile devices (see Figure 1).

Table 1. Characteristics of groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Ecofisio group (N=50)</th>
<th>Control group (N=55)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>19.8 (2.1)</td>
<td>19.7 (6.0)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>30 (60)</td>
<td>32 (58)</td>
</tr>
<tr>
<td>Male</td>
<td>20 (40)</td>
<td>23 (42)</td>
</tr>
<tr>
<td><strong>Experience with ultrasound, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No</td>
<td>50 (100)</td>
<td>55 (100)</td>
</tr>
<tr>
<td><strong>Experience with sports injuries diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No</td>
<td>50 (100)</td>
<td>55 (100)</td>
</tr>
<tr>
<td><strong>Experience with sports injuries diagnosis with ultrasound, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (2)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>No</td>
<td>49 (98)</td>
<td>51 (93)</td>
</tr>
</tbody>
</table>

Figure 1. Consolidated Standards Of Reporting Trials (CONSORT) flow diagram of the study.

We found a significant difference in the theoretical exam score ($P<.001$) in favor of the Ecofisio group: mean 7.3 (SD 1.5) points. The results also indicated significant differences in all components assessed during the OSCE stations ($P<.001$ for all) (see Table 2). The Ecofisio group significantly improved in the positioning of the patient (mean score 3.9 [SD 0.3]) and ultrasound probe (mean score 3.9 [SD 0.3]) compared with the control group (mean score 2.3 [SD 1.4] and 1.6 [SD 1.5]).
respectively). The Ecofisio group also reported higher marks than the control group in the following tasks: orientation of the ultrasound probe (mean score 3.8 [SD 0.6] vs 1.8 [SD 1.7]), handling of the ultrasound probe (mean score 3.3 [SD 0.8] vs 0.7 [SD 0.9]), and image adjustment (mean score 3.0 [SD 1.4] vs 1.6 [SD 1.5]). Finally, the Ecofisio group took significantly more time ($P<.001$) to identify the lesion (mean score 60.2 [SD 25.9]) than did the control group (mean score 45.3 [SD 18.3]). We found significant differences between groups in terms of passing the exam in favor of the Ecofisio group (43/50, 86%, vs 15/55, 27%, $P<.001$) (see Table 2).

Regarding the satisfaction results, we only found significant differences between groups for two items. The Ecofisio group showed a higher satisfaction level than the control group for the following items: The teacher was competent (mean score 4.8 [SD 0.4] vs 4.5 [SD 0.5], $P=.009$) and I believe that the training is applicable (mean score 3.3 [SD 0.8] vs 3.0 [SD 0.9], $P=.04$) (see Table 3). For the rest of the items, there were no significant differences between groups: The subject was interesting ($P=.08$) and I am satisfied with the training ($P=.98$) (see Table 4).

**Table 2.** Differences between groups in data obtained from the Objective Structured Clinical Examination (OSCE) stations 1 and 2.

<table>
<thead>
<tr>
<th>Station, specific components</th>
<th>Ecofisio group (N=50)</th>
<th>Control group (N=55)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total theoretical knowledge (maximum 10 points)</td>
<td>7.3 (1.5)</td>
<td>6.3 (1.5)</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>2, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positioning of patient (maximum 4 points)</td>
<td>3.9 (0.3)</td>
<td>2.3 (1.4)</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Positioning of ultrasound probe (maximum 4 points)</td>
<td>3.9 (0.3)</td>
<td>1.6 (1.5)</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Orientation (ie, angle) of ultrasound probe (maximum 4 points)</td>
<td>3.8 (0.6)</td>
<td>1.8 (1.7)</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Handling of ultrasound probe (maximum 4 points)</td>
<td>3.3 (0.8)</td>
<td>0.7 (0.9)</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Image adjustment (maximum 4 points)</td>
<td>3.0 (1.4)</td>
<td>1.6 (1.5)</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Time to identify the lesion (seconds)</td>
<td>60.2 (25.9)</td>
<td>45.3 (18.3)</td>
<td>&lt;.001$^b$</td>
</tr>
<tr>
<td>2, total, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suitable</td>
<td>43 (86)</td>
<td>15 (27)</td>
<td>&lt;.001$^c$</td>
</tr>
<tr>
<td>Not suitable</td>
<td>12 (24)</td>
<td>35 (73)</td>
<td>&lt;.001$^c$</td>
</tr>
</tbody>
</table>

$^a$Mann-Whitney U test.

$^b$One-way analysis of variance (ANOVA).

$^c$Chi-square test.

**Table 3.** Differences between groups regarding training satisfaction.

<table>
<thead>
<tr>
<th>Item</th>
<th>Ecofisio group (N=50), mean (SD)</th>
<th>Control group (N=55), mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The teacher was competent (maximum 5 points)</td>
<td>4.8 (0.4)</td>
<td>4.5 (0.5)</td>
<td>.009$^a$</td>
</tr>
<tr>
<td>The subject was interesting (maximum 5 points)</td>
<td>4.3 (0.5)</td>
<td>4.4 (0.6)</td>
<td>.08$^a$</td>
</tr>
<tr>
<td>I am satisfied with the training (maximum 5 points)</td>
<td>3.6 (0.7)</td>
<td>3.5 (0.7)</td>
<td>.98</td>
</tr>
<tr>
<td>I believe that the training is applicable (maximum 5 points)</td>
<td>3.3 (0.8)</td>
<td>3.0 (0.9)</td>
<td>.04$^a$</td>
</tr>
</tbody>
</table>

$^a$Mann-Whitney U test.
Table 4. Descriptive data related to the Ecofisio group’s satisfaction.

<table>
<thead>
<tr>
<th>Item</th>
<th>Ecofisio group (N=50), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Understandable information</strong></td>
<td></td>
</tr>
<tr>
<td>Very clear</td>
<td>40 (80)</td>
</tr>
<tr>
<td>Not very clear</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Not clear</td>
<td>N/A^a</td>
</tr>
<tr>
<td><strong>Scientific quality of information (good quality)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>46 (92)</td>
</tr>
<tr>
<td>Not quite</td>
<td>4 (8)</td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Clear presentation of contents</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>37 (74)</td>
</tr>
<tr>
<td>In some cases</td>
<td>13 (26)</td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Overall impression of the app</strong></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Good</td>
<td>43 (86)</td>
</tr>
<tr>
<td>Not very good</td>
<td>N/A</td>
</tr>
<tr>
<td>Bad</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Evaluation of the app from 0 to 10</strong></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1 (2)</td>
</tr>
<tr>
<td>9</td>
<td>11 (22)</td>
</tr>
<tr>
<td>8</td>
<td>28 (56)</td>
</tr>
<tr>
<td>7</td>
<td>10 (20)</td>
</tr>
<tr>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

^aNot applicable.

**Discussion**

**Principal Findings**

This work presents the results obtained on the use and efficacy of an interactive platform accessible through mobile devices using ultrasound imaging for the development of professional competencies in the evaluation and diagnosis of sports injuries. The mobile app has demonstrated its effectiveness in the majority of the processes evaluated when compared with the traditional learning method. Moreover, the results revealed that the app is attractive and useful from the point of view of the students.

The findings presented are in line with previous work developed by our research group, where different technological tools were used to acquire professional competencies among physiotherapy students [24-26]. This study improves and adds importance to the ultrasound imaging competencies for the assessment and follow-up in sports injuries, which has great impact on the development of the professional activity of physiotherapists. In the case of the use of a mobile app, this study resulted in an improvement in all the components of the ultrasound assessment, being broader than those presented previously by Fernández-Lao et al [26]; that study, which also used a mobile app, showed no differences between groups in the items orientation of the ultrasound probe and image adjustment. This may be due to the fact that students had more motivation to correctly diagnose the sports injuries than to improve on other settings presented in the previous work. On the other hand, in our opinion, more
A surprising result was that there were significant differences between groups in the time required to identify the lesion. The identification time was almost 20 seconds lower for the control group when compared with the Ecosfisio group. This finding was also described in our previous work [26]. We hypothesized that the students in the m-learning group took longer to reach the final result because they dedicated more time to finding a clearer image of the lesion. It is also possible that the control group had finished before the m-learning group because they did not find a clear image of the lesion [33]. Nevertheless, decreasing the time to identify the lesion was not an objective of our study and, therefore, the students were not encouraged to complete the assessment in a short time.

According to the results of the postprogram survey on training satisfaction, nearly all the scores were better in the Ecosfisio group than in the control group. We think that the students in the group with access to the app felt a greater motivation for the project in general, so they felt more satisfied with the experience; this fact was also stated in all our previously published works [24-26]. This is in accordance with results from Hill et al, where the students preferred new technologies over traditional learning processes [6]. Another previous study developed in the area of physiotherapy, which used a 3D mobile app, also showed a very good level of acceptance among students of anatomy and manual therapy [34]. In our study, the only item in which both groups presented very similar results was I am satisfied with the training. It is possible that all the students who were enrolled in the project were motivated because the project was conducted during the course and because of their very active participation in any activity that was proposed. Furthermore, their regular teacher taught the lessons, in which students were encouraged to consider the mobile app as a study complement.

At the end of the project, the students in the Ecosfisio group were asked about their level of satisfaction with the app; the results were quite good for all of the items evaluated. A total of 80% of the students gave scores of 8 or more on a 0-10-point rating scale about their overall satisfaction level with the app, similar to our previous studies [24-26]. Fernández-Lao et al [26] reported an average score of 8.2 on the global satisfaction level with their mobile app as a learning complement of palpation and ultrasound imaging skills of the shoulder. This fact demonstrates that, regardless of the subject studied with mobile apps, these tools are useful for students and their reported acceptance levels are very good. This fact highlights the interest and familiarization of Generation Z students with new technologies [35,36].

**Limitations**

Finally, we have to recognize some limitations of this research. Our study results with this mobile app should be supported in different countries and with different languages in order to extrapolate the results to other populations. On the other hand, we are aware of the fact that conducting the project during the course sessions may have prompted extra motivation among the students and that ultrasound imaging was an attractive tool for them to use; therefore, the results were quite good for both study groups. In this sense, it would be interesting to develop an independent study with the mobile app in other settings. Finally, there was no follow-up period with which to evaluate the sustainability of the benefits of this interactive platform. Nevertheless, this study also presents a number of strengths. This project was carried out in two different universities in Spain with an important sample of students; therefore, the results could be generalized to physiotherapy students. To our knowledge, this is one of the few studies that has been developed in the area of physiotherapy, showing the use of new technologies to complement traditional learning. In fact, we believe this is the first m-learning system designed to improve the acquisition of professional competencies in the assessment of sports pathologies. In addition, this m-learning system could be implemented in different areas of knowledge, such as sports medicine or sports sciences.

**Conclusions**

Ecofisio is an interactive platform accessible through mobile devices, which uses ultrasound imaging. It is an effective way to develop professional competencies in the evaluation and diagnosis of sports pathologies in physiotherapy students, in a way that students find satisfying. Similar experiences could be implemented in different areas of knowledge with good results.
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Abstract

Background: Endoscopic examination is a popular and routine procedure for the diagnosis and treatment of gastrointestinal (GI) diseases. Skilled endoscopists are in great demand in clinical practice, but the training process for beginners to become endoscopy specialists is fairly long. Convenience and a self-paced, learner-centered approach make electronic learning (e-learning) an excellent instructional prospect.

Objective: This study aimed to develop and apply an e-learning system in gastroscopy teaching and learning and to evaluate its effectiveness and user satisfaction.

Methods: The e-learning software Gastroscope Roaming System was developed for primary learners. The system simulates the real structure of the upper gastrointestinal (UGI) tract to teach the main characteristics of gastroscopy under both normal conditions and conditions of common UGI tract diseases. A randomized controlled trial was conducted. Participants were randomly allocated to an e-learning group (EG) or a non–e-learning control group after a pretest. On completing the training, participants undertook a posttest and gastroscopy examination. In addition, the EG completed a satisfaction questionnaire.

Results: Of the 44 volunteers, 41 (93%) completed the gastroscopy learning and testing components. No significant pretest differences were found between the intervention and control groups (mean 50.86, SD 6.12 vs mean 50.76, SD 6.88; \(P=.96\)). After 1 month of learning, the EG’s posttest scores were higher (mean 83.70, SD 5.99 vs mean 78.76, SD 7.58; \(P=.03\)) and improved more (\(P=.01\)) than those of the control group, with better performance in the gastroscopy examination (mean 91.05, SD 4.58 vs mean 84.38, SD 5.19; \(P<.001\)). Overall, 85% (17/20) of the participants were satisfied with the e-learning system, and 95% (19/20) of the participants considered it successful.

Conclusions: E-learning is an effective educational strategy for primary learners to acquire skills in gastroscopy examination and endoscopic imaging of the GI tract.

Trial Registration: Chinese Clinical Trial Registry ChiCTR-IOR-17013091; http://www.chictr.org.cn/showproj.aspx?proj=22142

(J Med Internet Res 2020;22(3):e16233) doi:10.2196/16233

KEYWORDS

e-learning; gastroscopy; endoscopy; randomized controlled trial
Introduction

Background

With the development of digestive endoscopy technology, gastrointestinal (GI) diseases are increasingly treatable by digestive endoscopy. Skilled and experienced endoscopists are needed in clinical practice worldwide, yet the training process for primary learners is difficult and time consuming. Hence, educating endoscopists has become a global challenge in medical education.

Traditionally, experienced endoscopists have played an important role in training primary learners, and primary learners have worked with their tutors to practice endoscopy on patients [1]. It is common for primary learners to feel nervous and anxious and to be unable to obtain satisfactory cooperation from their patients. In addition, patients may refuse to permit primary learners to practice GI endoscopy on them. Traditional clinical training may fail to provide adequate information on multiple needs and cognitive deficits. Endoscopic simulators, including ex vivo animal tissue models, live animal models, mechanical models, and virtual reality computer simulators [2,3], have been widely used in academic practice. However, problems remain with regard to the high cost of teaching, limited resource space, and small audience, and primary learners can only study the structure of the upper gastrointestinal (UGI) tract and cannot further study the endoscopic manifestations of UGI diseases. Thus, improving the instructional programs and models for primary learners is a key issue in endoscopy training.

Many institutes are pioneering electronic learning (e-learning) methods as a cost-effective alternative to traditional methods [4,5]. E-learning is a well-established approach to learning via electronic/computer-based, mostly Web-based, programs [6]. The technology is based on the use of the internet to deliver a broad array of educational materials and training procedures to enhance knowledge and performance [7,8]. Numerous researchers have described the use of e-learning in medical education [9-18]. Compared with traditional teaching environments, e-learning has several advantages, such as asynchrony, cost savings, individualized learning, greater accessibility, greater ease of distribution, and up-to-date content, which may overcome the difficulties and dilemmas experienced during the early phases of endoscopic training [19-22]. Learners may be attracted to e-learning because it centers them in the learning procedure, in contrast to their role as passive recipients in traditional training methods [23]. Learners enrolled in an e-learning program can choose the content that they access, the sequence in which it is studied, and the space used for learning based on their individual experience and personal learning objectives without time or space limitations [24,25].

Aim of This Study

In this context, we designed and developed the Gastroscope Roaming System (GRS) to create, assess, and implement an integrated e-learning gastroscopic education package for primary learners. The system focuses on teaching the principal characteristics of gastroscopy examination of the human UGI under normal conditions and under conditions of routine UGI diseases. We aimed to (1) develop a gastroscopy e-learning system for primary learners, (2) evaluate the efficacy and effectiveness of the system, and (3) assess the satisfaction of primary learners.

Methods

Development and Description of the Electronic Learning System

We collaborated with the Harbin University of Science and Technology to develop the GRS. The system was built to be bilingual in Chinese and English; the language can be freely switched on the log-in interface, and the system can be used by primary learners of gastroscopy in China and worldwide. First, the user interface of the system was designed and created. A 3-dimensional model of the UGI tract, including the esophagus, stomach, and duodenum, was obtained after a review of various data sources (mainly pictures and videos of gastroscopy examinations from the Digestive Endoscopy Center of the Second Affiliated Hospital of Harbin Medical University [HMU]) and was modeled by Unity 3D, Autodesk Maya, Zbrush, and Substance Painter software. Then, the 3-dimensional model was transformed into an operation scene, and the physiological function was simulated and rendered (Adobe Photoshop software for material design and production and Maya software for animation). The C++ programming language was used to design the roaming, interactive, and cognitive functions of the digestive organ structure and to realize the camera placement, path switching, and perspective switching. In addition, embedded links and demonstrations of lesion cases were created. Currently, the program requires a specified account number and password for a user to log in.

The two GRS modules were designed for primary learners to gain knowledge of the UGI anatomic structure, relevant endoscopy images, and protocol requirements and to improve their confidence. Module A contains normal human anatomic structures, with anatomic color illustrations from the pharyngeal portion to the descending part of the duodenum of the human UGI. Module B contains UGI images showing both normal conditions and conditions of routine UGI diseases. The software can also simulate UGI endoscopy and the route of the gastroscopy lens. The incidences of typical diseases along the endoscopic examination path are labeled based on clinical images of these diseases. Dozens of common UGI diseases are included for learning purposes. There are corresponding bilingual explanations under the images, including disease characteristics and endoscopic manifestations. Screenshots are presented in Figure 1.
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Participant Recruitment and Implementation Strategy

We issued an experimental information notice to recruit participants in the hospital. The 44 volunteers were all master degree students majoring in gastroenterology and hepatology at the Second Affiliated Hospital of HMU who had signed a consent form to participate in this trial. The teachers at the endoscopy center verified the basic information of each volunteer and played a key supervisory role in the entire process of learning and evaluation. All participants had acquired basic GI theoretical knowledge in their previous years of study, but because the GRS was designed for primary learners, the participants could not perform a gastroscopy and confirmed that they had not yet received systematic professional education in gastroscopy. In addition, they needed access to a procedure on their own computers to operate the sample version of the e-learning system. All participants completed a pretest questionnaire; those who did not complete the pretest or did too well in the pretest (correct rating >90% or higher) were excluded because the e-learning was designed for beginners who had not previously mastered sufficient endoscopy knowledge [26].

The experiment was conducted from November 2018 to December 2018. The flow of the experiment is shown in Figure 2. The 44 eligible volunteers were asked to complete the pretest in 30 min, and the unqualified participants were eliminated based on the results. The randomization sequence was computer generated using IBM SPSS version 24. Then, the qualified participants were randomly divided into two groups: the e-learning group (EG) and the non-e-learning control group (CG). The enrolled students spent 1 month in theoretical and practical training for gastroscopy examinations in our on-campus endoscopy center (Endoscopy Center, the Second Affiliated Hospital of HMU). A specific username and password were assigned to each EG participant to log in to the GRS during the trial. The EG had access to traditional learning combined with e-learning at any time and location. During the same period, the CG did not have access to the e-learning tool and learned only through the traditional mode of reading textbooks and other written materials in addition to practical training. All participants received routine gastroscopy training at the endoscopy center during the trial.

After the 1-month gastroscopy study, all participants were required to complete the posttest and gastroscopy examination assessment. The EG also completed an additional questionnaire to determine the level of satisfaction with the GRS.
Learning Outcome Evaluation Strategy

The potential and advantages of e-learning may not always be perceived as leading to significant improvements in educational outcomes. Therefore, it is necessary to demonstrate the rationality of e-learning through the assessments of effectiveness and efficacy. Kirkpatrick built a famous framework to evaluate the learning effect in the 1950s [27], which can be used to assess GRS effectiveness [24,28,29]. The framework describes four assessment levels: reaction, learning, behavior, and results [19,30]. Most studies that evaluate e-learning processes rely only on users’ learning and reaction rather than behavior and results [21,30-33]. GRS was designed to help improve the gastroscopic practice skills of primary learners. On this basis, e-learning in this study was further evaluated at the behavior level to reveal the efficiency and reliability of e-learning in medical education.

Pre- and Postintervention Tests

For the learning level assessment, the most conventional and reasonable test method is the comparison of pre- and postintervention test scores. In our experiment, the participants completed a pretest before gastroscopy learning and a posttest after 1 month of training. The pretest and posttest contained the same set of questions, but the order of the questions differed to ensure that the difficulty and reference standards of the two tests were at the same level [23,34]. The tests consisted of 50 multiple-choice questions, each of which had 4 to 5 response options and a single correct answer. Each question had a value of two points, with a total possible score of 100 points. The main topics of the multiple-choice questions were the elements of the basic operation of gastroscopy, cognition of the anatomical structure of the UGI, mastery of the characteristics of the structure of the UGI under gastroscopy, and the identification of and distinction between images of various common diseases of the UGI under gastroscopy. Most endoscopic images used in the questions were taken from the linked pictures used in the GRS system, and the rest were from our endoscopy center. The test was compiled by the authors of this paper and the designer of the GRS software. In total, 2 endoscopy experts from the Department of Gastroenterology, the Second Affiliated Hospital of HMU, reviewed the test questions to ensure that they were suitable for this experiment. The test paper (pretest version) is provided as Multimedia Appendix 1.

To ensure the fairness of the test and the reliability of the scores, we placed the participants in a classroom with a signal shield and conducted a closed-volume test with 2 invigilators and timers. The examination time was set at 30 min. When the time ended, the participants were asked to stop, and the papers were collected immediately. After the pretest, the participants could not see their own answers or the correct answers to ensure the validity of the posttest.

Gastroscopy Examination Test

As our experiment was based on the combination of e-learning and traditional endoscopy teaching (ie, blended learning), we tested the participants’ actual gastroscopy examination performance to evaluate the behavior level. After 1 month of training, the students undertook a gastroscopy examination, with the examination order based on drawing lots, and made real-time video recordings. All the patients participating in the gastroscopy test had taken an appointment for a general gastroscopy at the outpatient department and had agreed to a gastroscopy performed by primary endoscopists. As many unexpected problems appeared in the actual operation, such as patients with a special physiological structure or patients with lesions who were difficult to identify, teachers were present during the procedure. Each participant had three opportunities to select the performance that he or she thought was the most satisfactory for archiving. A total of 5 expert endoscopists (from
the Affiliated Hospital of HMU) who were not aware of the participants’ grouping scored the students’ gastroscopy examination videos based on their experience in gastroscopy. The evaluation standard applied in the examination was the scale developed jointly by experts, including forward operation of gastroscopy, withdrawal observation, patients’ comfort and satisfaction, overall gastroscopy examination time and fluency, clarity of collected images, and diagnostic accuracy. We removed the highest score and the lowest score and obtained the average final score. The grading table is provided as Multimedia Appendix 2.

Gastroscope Roaming System Satisfaction Questionnaire

The reaction level was assessed by a satisfaction questionnaire. We used the questionnaire developed by Wang [35,36], which has been widely cited in evaluations of e-learning satisfaction [23]. This questionnaire has been shown to reach a reliability (Cronbach alpha) of .95 [35]. As the current version of the GRS is asynchronous, we did not use the learning community quality of Wang’s questionnaire. With the exception of the last two questions about overall satisfaction and success, we divided the remaining 22 questions into four modules: content, interface, testing, and personalization. We translated the questionnaire into Chinese and used a 5-point Likert scale to estimate each question anchored with strongly disagree to strongly agree and then counted the total points [37]. All the students in the EG completed the satisfaction questionnaire after completing their study. The questionnaire is provided as Multimedia Appendix 3.

Table 1. Demographic and other characteristics of participants.

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Electronic learning group (n=20)</th>
<th>Control group (n=21)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>Range</td>
<td>23-27</td>
<td>23-26</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>24.05</td>
<td>24.14</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Male</td>
<td>6 (30)</td>
<td>9 (43)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>14 (70)</td>
<td>12 (57)</td>
<td></td>
</tr>
<tr>
<td>Current year of residency training, n (%)</td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Postgraduate year 1</td>
<td>12 (60)</td>
<td>15 (71)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate year 2</td>
<td>8 (40)</td>
<td>6 (29)</td>
<td></td>
</tr>
<tr>
<td>Pretest score</td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Range</td>
<td>40-60</td>
<td>38-62</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>50.86</td>
<td>50.76</td>
<td></td>
</tr>
</tbody>
</table>

Statistics and Analysis of Examination Scores

The mean pretest score (SD) in the EG was 50.86 (SD 6.11), and it improved to 83.70 (SD 5.99) in the posttest (P<.001). In contrast, the mean pretest score (SD) in the CG was 50.76 (SD 6.88), and it increased to 78.76 (SD 7.58) in the posttest (P<.001). After using the general linear model to analyze the difference between the EG and CG in the pretest and posttest, no interaction was found between the between-group variable and the within-group variable (P=.11). Therefore, a t test was used for further analysis. The results showed that there were no significant differences between the EG and CG (P=.96) in the

Statistical Analysis

IBM SPSS version 24 was used for data analysis. The analysis included simple frequencies and descriptive analyses (means and standard deviations). First, the interaction of variables was verified by a general linear model. A paired sample t test was used to compare the test scores before and after the intervention in each group, and an independent sample t test was used to compare the pretest, posttest, and gastroscopy examination scores between the EG and the CG. The differences in the sex ratio and grade composition of the participants were analyzed by the chi-square test. For all the statistical analyses, we considered the significance level to be .05. Data analysis was used to determine whether there was a significant difference between the two experimental groups.

Results

Sample Description

Of the 44 masters degree students from the Second Affiliated Hospital of HMU who were assessed for eligibility, 42 (95%) who met the inclusion criteria completed the pretest and were included in the study. Two participants were excluded because one failed to complete the pretest and the other had a pretest score that was too high (>90%). Of the remaining participants, 21 were assigned to the EG and 21 to the CG following the principles of randomized controlled trials. During the learning period, only 1 student in the EG dropped out of the course. Therefore, data for 20 students in the EG and 21 students in the CG were analyzed. All 20 of the remaining students in the EG completed the satisfaction questionnaire. The baseline characteristics were similar in both the groups. Table 1 summarizes the characteristics of the participants.
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pretest. After 1 month of learning, the posttest results of the EG were better than those of the CG ($P=.03$), and the test scores of the EG improved more than those of the CG ($P=.01$).

Regarding the gastroscopy examination scores, the mean score (SD) was 91.05 (SD 4.58) in the EG and 84.38 (SD 5.19) in the CG ($P<.001$).

**User Satisfaction With the Gastroscope Roaming System**

The overall satisfaction rate with the e-learning course was 77.0% (308/400). Only 11.5% (46/400) of the students were biased against e-learning, and the remaining 11.5% (46/400) maintained a neutral attitude. The last two overall satisfaction problems showed that 85% (17/20) of the participants were satisfied with the GRS, and 95% (19/20) of the participants thought it was successful. The satisfaction level for each problem is detailed in Figure 3.

**Figure 3.** Satisfaction analysis of the system by Gastroscope Roaming System participants in four modules: (A) content quality, (B) interface quality, (C) testing quality, and (D) personalization quality. Each module lists the problems it contains. e-learning: electronic learning.

**Discussion**

**Principal Findings**

The first main outcome of this study was the development of an e-learning software named *Gastroscope Roaming System* for primary learners. To date, the conventional gastroscopy teaching mode has been face-to-face tutorials. The number of learners is, therefore, very small; the instruction is lengthy; and it is not convenient to practice only on patients. Textbooks and handouts appear to be the extensive way of disseminating knowledge in education [38]. However, for students in the field of medical operations, especially endoscopy teaching, traditional lectures and spectrograms are not conducive to learning how to operate and gain experience effectively. In addition, gastroscopy simulators have problems of high cost, limited teaching resources, and low popularity. As constructed in this experiment, an internet-based e-learning system offers tremendous advantages over the traditional teaching methods because there are no limits on the number of learners or learning time and place. Students can study gastroscopy with their laptop at any time and place instead of being confined to an observational study in the narrow gastroscopy room, thus enabling them to more reasonably allocate and use their study time. Gastroscopy learning has three aspects: knowledge, skills, and experience. Through conventional lectures or hands-on seminars, endoscopists can acquire only the relevant knowledge and techniques [39]. Therefore, we collected many endoscopic images of common UGI diseases and inserted them into the software for primary learners to accumulate experience. Given
the creation of the new gastroscope learning method, we can expect to apply this method to more endoscopic learning and training.

The second principal result was the comparison of the learning results of the GRS-based EG with those of the traditional learning group, showing that e-learning can improve the learning efficiency of primary gastroscopists. Notably, the EG in this experiment used a combination of e-learning and traditional learning, that is, blended learning, which seemed to be more effective than single e-learning with respect to knowledge acquisition. Although e-learning may not be an alternative to traditional learning in some cases, it can provide supplements to traditional education and is a useful complement to traditional education [40-42].

Before gastroscopy learning, there was no significant difference between the two groups in the predicted test, indicating that the level of the participants was similar. After 1 month of study, the theoretical test scores of all the students significantly improved, and the score of the EG increased slightly more than that of the CG. However, the gastroscopy examination score of the EG was notably higher than that of the CG after 1 month of learning, indicating that e-learning is more effective than traditional learning, especially in improving students’ gastroscopic handling ability. The theoretical-level test verified the participants’ basic knowledge of gastroscopy and their ability to diagnose disease, whereas the gastroscopy examination verified their practical ability. In other words, gastroscopy ability = cognitive ability + practical ability. The technical level is most important for beginners learning gastroscopy. Therefore, we believe that the GRS is essential for helping students master gastroscopy skills in a short time. The GRS provides learners with a virtual UGI space, which enables them to explore the structure of the UGI freely and then, through repeated learning, to master and familiarize themselves with the structure of the UGI. In the process of a real gastroscopy procedure, they can operate skillfully and confidently, accelerate their learning speed, and avoid the harm caused to patients by confusion and fear. Moreover, by repeatedly studying the endoscopic pictures and characteristics of common diseases shown in the GRS, students can learn to accurately identify lesions in actual gastroscopy.

The third main result was that the satisfaction questionnaire showed that the overall satisfaction rate of the students in the EG was very high. Using Wang’s questionnaire, we determined how satisfied the students were with each part. We found that the students were more satisfied with the content and testing qualities and less satisfied with the interface and personalization qualities. In terms of the interface quality, students found that the operational interface of the software was somewhat complex, difficult to understand, and not smooth. This response may be because of the software design using the W/A/S/D keys on keyboard with mouse movement. The students had different proficiency levels in computer operation and different computer configurations.

Limitations

Our study also has limitations. For example, the small sample size in a single institution affects the generalizability of the results. The main reason was that our GRS software was in the early stage of construction. We will continue to improve, upgrade, and expand its content in the future. Therefore, the software was applied only on a small scale in the hospital with which the author is affiliated to assess the efficiency and effectiveness of the e-learning model. Regarding the assessment of the real gastroscopy procedure, because of differences in the physiological structure of the UGI and the pain and tolerance levels of each patient, it was not guaranteed that each student would face the same difficulty in the assessment. Even with three opportunities, the participants might not have been able to perform at the real level of gastroscopy, although the probability of this problem is low. Finally, we should carefully consider the validity of the satisfaction assessment. We used an unproven Chinese version of the user satisfaction questionnaire because we could not find a Chinese-validated translation for e-learning systems in the literature.

Conclusions

The results of our study suggest that e-learning is an effective educational strategy for primary learners to acquire skills in gastroscopy examination and master the characteristics of endoscopic images of the UGI. The GRS may serve as a meaningful supplementary approach to on-campus endoscopy education. The novel computer assistant module in the field of endoscopic teaching will strengthen the training of skilled endoscopists. We will continue to upgrade and improve the GRS system to enhance the authenticity of the simulation and to enrich the variety of diseases. In summary, e-learning can be widely used as an effective assistant to supplement routine teaching and learning in medical education.
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Abstract

Background: Serious gaming could support patients in learning to cope with chronic pain or functional somatic syndromes and reduce symptom burdens.

Objective: To realize this potential, insight is needed into how, why, for whom, and when it works in actual treatment circumstances.

Methods: Following a realist approach, process evaluations were performed before, during, and after a two-armed, natural quasi-experiment (n=275). A group of patients with interfering chronic pain or fatigue symptoms received a short additional blended mindfulness-based serious gaming intervention during a multidisciplinary rehabilitation program. A control group only received the regular rehabilitation program. During two sessions before and one session after the experiment, expectations about serious gaming processes were discussed in focus groups with local care providers, implementers, and experts. Patients participated in a survey (n=114) and in semistructured interviews (n=10). The qualitative data were used to develop tentative expectations about aspects of serious gaming that, in certain patients and circumstances, trigger mechanisms of learning and health outcome change. Hypotheses about indicative quantitative data patterns for tentative expectations were formulated before inspecting, describing, and analyzing—with regression models—routinely collected clinical outcome data. An updated program theory was formulated after mixing the qualitative and quantitative results.

Results: Qualitative data showed that a subset of patients perceived improvement of their self-awareness in moments of daily social interactions. These results were explained by patients, who played the serious game LAKA, as a “confrontation with yourself,” which reflected self-discrepancies. Important characteristics of serious gaming in the study’s context included innovation factors of relative advantage with experiential learning opportunity, compatibility with the treatment approach, and the limited flexibility in regard to patient preferences. Perceived patient factors included age and style of coping with stress or pain. Learning perceptions could also depend on care provider role-taking and the planning and facilitating (ie, local organization) of serious gaming introduction and feedback sessions in small groups of patients. Quantitative data showed very small average differences between the study groups in self-reported depression, pain, and fatigue changes (-.07<beta<-.17, all 95% CI upper bounds <0), which were mediated by small group differences in mindfulness (beta=.26, 95% CI .02-.51). Mindfulness changes were positively associated with patient involvement in serious gaming (n=114, beta=.36, P=.001). Acceptance of serious gaming was lower in older patients. Average health outcome changes went up to a medium size in patients that reported lower active coping with stress.
and lower pain coping before serious gaming. Mindfulness changes and gaming acceptance perceptions covaried with group structure and immediate feedback sessions after serious gaming.

**Conclusions:** This study developed transferable insight into how and why serious gaming can facilitate additional learning about coping in order to reduce burdens of chronic pain or fatigue symptoms in certain patients and in actual treatment circumstances. Future studies are needed to continue the development of this fallible theory. Such research will further support decisions about using, designing, allocating, and tailoring serious gaming to optimize important patient health benefits.

**Trial Registration:** Netherlands Trial Register NTR6020; https://www.trialregister.nl/trial/5754

---

**Introduction**

**Background**

Serious games could someday have substantial health impact by facilitating patients in learning to cope with chronic pain (CP) or functional somatic syndrome (FSS). A serious game is a kind of computer game that not only aims to provide fun, but also to inform, instruct, and modify [1]. In many patients with CP or FSS, functioning can improve with the moderation of psychosocial consequences or perpetuating factors of their symptoms [2,3]. Increasing evidence suggests that serious gaming can facilitate processes of change in health behaviors and their antecedents, as well as in mental health in patients of any age [1,4]. Randomized controlled trials with stand-alone serious gaming interventions have been reported [5,6]. The findings suggested clinically relevant mental health effects compared to waiting-list conditions, or an equivalent effect compared to traditional face-to-face delivery modes. However, complementary evaluation studies of strong internal and external validity were suggested [1,4]; they are needed to inform and legitimize the implementation of serious games on a large scale, which, assuming that development costs are high and variable costs low, is a plausible requirement to realize value for societies.

This study aims to develop theory with which future developers and implementers of serious games can improve their design and integration in regular health care settings. To achieve this, realist process evaluations were embedded into a quasi-experiment with the serious game LAKA.

**Burdens of Chronic Pain and Functional Somatic Syndromes**

CP is pain, with or without a specific organic cause, that persists longer than a usual 3- to 6-months of organic recovery [3]. An FSS is characterized by a persistent pattern of bodily symptoms that cannot be sufficiently pathologically explained after adequate physical examination [2]. Close to 1 in 5 adults has intense pain (ie, rating 5/10 or more, for at least 6 months) [7-9]. FSSs characterized by irritable bowels (11%), chronic fatigue (1%), tension headache (2%), or tinnitus (10%-15%) are prevalent as well [10-12]. The severity and chronicity of lower back pain, which is the most common symptom of both CP and FSS, may be associated with more functional disturbance during people’s lifetime than any other disease [13].

CP and FSS often come with psychological or social burdens. Comorbid mental disorders were found in 35% of patients with CP [14]. Similarly, substantial minorities of patients with FSS also have another FSS or a psychological disorder [15,16]. Compared with individuals without pain, those who experience more than 3 months of disabling pain (7.4%) are about six times more likely to be absent from work and two times more likely to visit a doctor [17]. In addition, economic costs of sick leave and early retirement exceed the total amount of medical expenditures associated with both CP and FSS [18-20].

**Biopsychosocial Management**

For managing burdens of CP and FSS, biopsychosocial approaches are considered effective [2,3]. Meta-analyses show positive effects for physical and emotional functioning of various treatment options (ie, medication, complementary medicine, psychological therapy, or multidisciplinary rehabilitation) that are small or medium sized, at most [21-28]. Recommended treatment includes steps of conservative medication, psychotherapy, and physiotherapy, and a multi- or interdisciplinary rehabilitation program when previous treatments do not suffice [2]. Multidisciplinary rehabilitation programs vary in content but commonly include medical, psychological, physical, and occupational interventions [21,26]. New knowledge, with which treatment effectiveness for different CP and FSS patients may be improved, comes from research into the following: (1) the biological mechanisms of specific symptom patterns [29] and (2) how adequately (eg, feasibly or cost-effectively) already understood biopsychosocial mechanisms are targeted by certain treatment approaches, strategies, and modes of delivery [30,31]. Regarding the latter, current interest goes to the potential of facilitating intervention with computer technology [32,33].

**How and Why Biopsychosocial Approaches Work, for Whom, and When**

CP and FSS conditions are diverse, but a common, partial, explanation is given by the sensitization of the central nervous system [34]. Biopsychosocial approaches target the following: (1) peripheral systems with pharmacotherapy (ie, bottom-up approaches) as well as (2) cortical brain systems with neuroscience education, cognitive behavioral therapy, and exercise (ie, top-down approaches). Changes in coping with stress and pain, avoidance beliefs, rumination, acceptance, or catastrophizing mediate intervention effects on experienced physical and mental functioning [35,36]. An approach for
changing coping responses is to promote individual mindfulness (ie, self-awareness, self-regulation, and self-transcendence) in response to adverse experiences (eg, negative emotions or physical sensations) [37]. Another approach is to restructure particular cognitive antecedents of pain-related experiences and behaviors [38–41]. Whether and how these approaches differ with respect to underlying change mechanisms and outcomes has been debated [38,39].

Literature about patient factors for effectiveness provide limited evidence to inform practice. Some studies claimed that neither demographic nor psychological differences between patients predict clinically important variation in treatment effects [42,43]. Other studies, however, stressed that fear-avoidance beliefs, pain acceptance, or depressive symptoms can predict treatment gains to some extent and should therefore be targeted early or additionally in treatment [44–47].

More insight is also needed about the characteristics of interventions and treatment contexts that are responsible for varying intervention effects. Meta-analytic results showed that computer-based intervention (eg, delivery over the Internet) can provide modest chances for symptom reduction, similarly to face-to-face group therapy of similar content [30]. It also showed uncertainty about the transferability from results in self-selecting participants to wider populations and settings. Researchers have been repeatedly suggesting that better explanations of varying effectiveness levels between studies requires contextualization; for instance, consideration of (1) factors such as fidelity of implementation, program compositions, and comparisons and (2) interdependencies and interactions between such factors [31,44,47–49].

**How and Why Serious Gaming May Work, for Whom, and When**

For serious games, there is a similar need for theories of what works how, for whom, and when [50,51]. Games or virtual reality have motivational qualities that may support the extinction of phobias, distraction from pain, repetitive physical or cognitive training, or learning about cognitive antecedents (eg, self-efficacy) of health behavior [52–54]. Gaming features, including stories and interactivity, may strengthen behavioral change processes with engagement, intrinsic motivation, positive affect, and sense of presence when processing educational content [52,55]. Various studies showed that effects of serious games can vary with intervention factors (eg, participatory design and duration) and users (eg, gender, age, intelligence, and gaming experience) [1,51,56]. Individual experiences of serious gaming may be difficult to predict and may be context dependent [57,58]. Debriefing is a way of dealing with such variation by leveraging recipient experiences after serious gaming for transferrable individual learning results as intended [59].

**Effectiveness of Serious Gaming During Treatment for Adults With Chronic Pain or Functional Somatic Syndrome**

To the best of the authors’ knowledge, the first outcome evaluation of serious gaming for reducing disease burden in patients with CP or FSS was reported [30,60]. The effect of serious gaming was studied in a quasi-experiment with patients with mostly chronic musculoskeletal pain and psychosocial problems. A comparison was made of symptom changes during a regular multidisciplinary rehabilitation program (100 hours) between (1) an intervention group that received an additional blended intervention with the game LAKA (4 extra hours) and (2) a control group that received no serious gaming. A very small acceleration of physical and emotional symptom reduction was attributed to serious gaming: a standardized regression coefficient for the group × time effect of 0.12 [60]. This effect size estimate corresponds with a comparable estimate from an earlier meta-analytic subgroup analysis (ie, a 0.13 standardized average difference in short-term behavioral or mental health outcomes between groups following multi-component interventions with and without serious gaming) [1]. This suggests that a couple of hours of serious gaming as part of treatment does not provide a general clinically relevant benefit, per se, but can add to the effectiveness of the treatment as a whole. Plausibly, serious games and other computer applications for CP or FSS patients reach stronger, average effects when delivered as stand-alone interventions in other circumstances (eg, when compared with no active treatment) [1,30].

**Existing Theories to Inform Intervention Theory**

Existing theories on related topics provide a starting point for building transferrable insights into how and why features of a serious gaming could work in certain contexts for patients with CP or FSS (see Textbox 1). Changes of rehabilitation outcomes due to serious gaming are potentially explained with theories about health behavior, including mindfulness [37], relational framing [61], psychological well-being [62], or self-discrepancy theory (SDT) [63]. Why serious gaming features could be a distinctive trigger for learning has been explained with theories about motivational and affective responses to virtual or computer gaming environments [52,64]. Other potentially applicable theories described a comprehensive range of potential context factors for implementing health care innovations [65,66]. More research upon which theory building rested is summarized in Textbox 1 [67–71].
**Textbox 1. Candidate theories for explaining effects of serious gaming: potentially applicable, formal explanatory frameworks.**

<table>
<thead>
<tr>
<th>Rehabilitation mechanisms:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• One theoretical model aligned particularly well with initial developer ideas about the intervention mechanisms [37]. Mindfulness covers several mental training practices and their consequences for cognitive functioning. These consequences are described by self-awareness, self-regulation (ie, the ability to change one’s own behavior), and self-transcendence (S-ART) (ie, prosocial characteristics). Three subtypes of practices are distinguished. Two of these are explicitly instructed and encouraged in LAKA (ie, focused attention and open monitoring), and one (ie, ethical enhancement) was integrated into immersive simulation tasks (ie, virtual social interactions or encounters). The S-ART model describes how these three types of practices influence the brain networks that support intention and motivation, attention regulation, emotion regulation, extinction and reconsolidation, prosociality, nonattachment, and decentering. From this theory, it is plausible to suggest that the features of a game such as LAKA can support an introduction to mindfulness practice for novices, rather than a tool for long-term exercise.</td>
</tr>
<tr>
<td>• Relational frame theory [61] underlies third-wave cognitive behavioral change approaches, such as acceptance and commitment therapy. It explains the harmful outcomes of cognitive fusion (ie, fusing thoughts with reality) and experiential avoidance (ie, attempts to avoid thoughts, feelings, memories, physical sensations, and other internal experiences) in functional contexts.</td>
</tr>
<tr>
<td>• Eudaimonist approaches to psychological well-being [62]. The rehabilitation approach, and the intended role of serious gaming in it, is to direct attention toward participation in social roles and psychological well-being rather than to necessarily change particular symptom-related cognitions or behaviors. With tasks in LAKA, players are challenged—or enabled to experiment with—vicarious prosocial behavior. Intrinsically or autonomously motivated prosocial behavior is known to promote psychological well-being [67].</td>
</tr>
<tr>
<td>• Self-discrepancy theory (SDT) could also be a useful explanatory framework for serious gaming effects. This was also hinted at in previous pilot results [68]. SDT predicts particular affective states (eg, dissatisfaction, disappointment, and agitation) from the degree and nature of discrepancy between a person’s actual self-state and a self-script (ie, ideal or ought to states from own or others’ perspective) [63]. Self-discrepancies also partially explain comorbidity of depression and chronic pain (CP) [69,70]: when pain or fatigue symptoms become chronic, self-scripts conditional on the absence of those symptoms may be a source of emotional disturbance and maladaptive activity patterns. SDT was used to predict functional improvement in CP patients by motivating pursuit of possible selves or perceptions, such as interest, approval, or acceptance, that are not actually conditional to physical symptoms [71].</td>
</tr>
</tbody>
</table>

**Mechanisms of computer gaming:**

- SDT could also play a role in understanding responses to computer gaming. Previous research showed that perceived opportunity for realizing ideal selves drives engagement in computer games, and especially in individuals with larger actual-ideal self-discrepancies [64].
- In addition, various processes of motivation, affect, and immersion during serious gaming were considered to potentially strengthen learning or behavioral change effects [52].

**Study Objectives**

This study primarily aims to provide in-depth information to recipients, developers, evaluators, and implementers on contexts in which certain patients with CP or FSS can use features of serious gaming in ways that result in clinically important health benefits. The overall research question is as follows: (1) How, (2) why, (3) for whom, and (4) when does serious gaming lead to learning and health outcome change? Accordingly, the objectives are enhanced propositions about the following:

1. How do blended and mindfulness-based serious gaming interventions lead to additional learning and health outcome improvement?
2. Why do serious gaming interventions lead to additional learning and health outcome improvement? What generic, formal theory supports the explanation?
3. For which patients with CP or FSS are serious gaming interventions feasible and effective with respect to additional learning and health outcome improvement?
4. Under what circumstances of implementation in a regular multidisciplinary rehabilitation treatment are serious gaming interventions feasible and effective with respect to additional learning and health outcome improvement?

**Methods**

**Process Evaluation Approach**

The process evaluation uses a realist evaluation approach [72]. Empirical process evaluations are the preferred method to gain a thorough understanding of which intervention features contribute to clinically relevant benefit, how, why, for whom, and under which complex circumstances in real health care contexts [73,74]. Such insights can benefit future choices of development, evaluation, and implementation (eg, selective allocation, tailored design, and rollout in other settings). Realist principles can guide theory-based and contextual, sensitive, process evaluations of complex programs or interventions—terms are used interchangeably [73,75].

A *program theory* is developed on the basis of empirical evidence that indicates whether initial ideas are supported or must be refuted, extended, or refined. Program theories are built up from configurations (C) of intervention characteristics (I) in context (C) triggering a mechanism (M) that leads to certain outcomes (O) (ICMO configurations or ICMO-Cs). An intervention is something new to, or extracted from, a pre-existing situation, certain aspects of which interact with the intervention to elicit causal effects (ie, context). A *mechanism* is an underlying (ie, invisible) causal force of empirical events, that is, not a description of successive events under counterfactual situations [76]. Mechanisms have often been framed as the reasoning with which recipients respond to the
resources of interventions [77], but ideas about what they are
can vary with the topic of interest. The ICMO-C is also applied
to conceptualize on a middle range of abstraction for “dealing
with different spheres of behaviors and structures to transcend
sheer description” [76]. Realist approaches use induction, to
discover regularities in empirical phenomena, in alternation
with deduction, to formulate expected observable consequences
of abstract formal theories, for inferring the best explanation of
observable outcome patterns (ie, abduction) [78].

Textbox 2. Initial intervention-context-mechanism-outcome (ICMO) configuration.

<table>
<thead>
<tr>
<th>Intervention in context:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness-based serious gaming delivered in blended form (ie, a combination of computer gaming and face-to-face guidance) as a standard component during multidisciplinary rehabilitation (ie, intervention in context) is accepted and adhered to by patients (ie, feasibility mechanisms) with a complex chronic pain or functional somatic syndrome condition (ie, patient in context).</td>
</tr>
<tr>
<td>Mechanism:</td>
</tr>
<tr>
<td>Serious gaming, as such, can provide complementary features, such as sounds, visuals, stories, or covert learning strategies, that trigger distinctive experiential, affective, or motivational qualities. This can include the degree or valence of affect or sense of presence (ie, gaming mechanism). These experiences strengthen learning results with respect to mindfulness, coping flexibility, or psychological well-being (ie, rehabilitation mechanism or intermediate outcome).</td>
</tr>
<tr>
<td>Outcome:</td>
</tr>
<tr>
<td>The learning results subsequently contribute to reductions in physical and emotional symptoms of pain intensity, fatigue, and depression (ie, rehabilitation outcome).</td>
</tr>
</tbody>
</table>

Mixed Methods Design

The process evaluation is designed as an embedded, two-armed, natural, quasi-experimental, mixed methods study [66]. It was carried out by an integrated team of researchers, who are trained in various quantitative and qualitative methods. Priority was given to quantitative methods for investigating patterns in routine clinical patient outcome assessments. Patients were recruited who were following a standardized 16-week multidisciplinary rehabilitation program, of 100 hours on average, in one of four treatment sites of a single Dutch rehabilitation center. At two sites, an additional 4-hour blended intervention with the mindfulness game LAKA was provided during the second half (weeks 9-12) of the rehabilitation program (ie, intervention condition). In the other two sites, gaming was not offered (ie, control condition). Measurements were routinely taken at baseline (t0), at an intermediate time point after 8 weeks of treatment (t1), and posttreatment after 16 weeks (t2). Noninvasive qualitative data collection took place before, during, and after the experiment. Analyses of qualitative data for formulating hypotheses preceded the inspection and analyses of the quantitative outcome data (see addendum to the registration in the Netherlands Trial Register, NTR6020). All steps from the qualitative and quantitative research are presented in Table 1.

The alternative hypotheses formulated in step 2 specify certain patterns of linear relationships between variables that operationalize outcomes and characteristics of the intervention in context. Such statements were listed, a priori, to strengthen support, or refutations, of tentative ICMO elements. An ICMO-C gains support, or refutation, with quantitative results that should or should not be considered very unlikely under the assumption that the ICMO element is superfluous, as follows:

1. The effect of serious gaming on patient outcomes (ie, depressive mood is mediated by change in learning results, such as mindfulness).
2. Sense of presence and positive affect during serious gaming are positively related with changes in learning results and health outcomes.
3. Learning results, subsequent health outcome change, or game acceptance perceptions vary with patient-level factors of age, coping (ie, an active style and existing use of various alternate ways of pain coping), and room for health improvement (ie, psychological symptoms).
4. Learning results, subsequent health outcome change, or game acceptance perceptions vary with differences in the organization of sessions (ie, timing, presence of other patients, care providers, and changes of intervention in context over time).

The Adjudicating Formal Theory and Formulating Hypotheses section explains the ICMO elements to which the hypotheses relate.
### Setting and Participants

The setting and participants were fully described in the outcome evaluation report [59]. Treatment and control sites had similar protocols, sizes, histories, and absence of disruptive activities during the study period. Patients with a physicians' indication of eligibility for multidisciplinary rehabilitation received informed consent from a familiar care provider soon after the second part of rehabilitation treatment started. Participation included additional data collection for the study and permission to process codified, routinely collected, clinical patient data. A total of 275—156 intervention group and 119 control group participants—out of the 329 eligible patients participated (83.6%). Patients in the sample were, on average, 44 years of age (SD 11.3, range 18-67). The proportion of females was 69.8% (192/275). Almost half of the patients (134/275, 48.9%) reported a symptom duration of over 2 years. Patients (N=275) mostly had musculoskeletal pain and concomitant psychosocial problems. The findings of the outcome evaluation suggested no confounding influences by treatment site or patient baseline variables that differed, statistically significantly, in mean levels between the study groups.

Other participants included care providers (ie, three psychologists and one physiotherapist), local managers who were responsible for providing the serious gaming intervention on site, and stakeholders with relevant expertise in information and communication technology (ICT), serious gaming, rehabilitation medicine, health psychology, and spiritual counseling. All were familiar with the setting and provided informed consent on the participation in focus group sessions.

### Interventions

Features of the multidisciplinary treatment and additional serious gaming intervention offered to the intervention group were previously reported in detail [66]. A short description of LAKA is given in Textbox 3. The clinic facilitated tablet computers, suitable rooms with Wi-Fi connections, and the automated planning of four 1-hour sessions, for 1-6 patients simultaneously, in connection to regular therapy hours. Three psychologists and a physiotherapist (two per site) provided support during the first (ie, introduction) and fourth (ie, debriefing) sessions. Topics of debriefing were technology acceptance, play experiences, and learning transfer to daily life. Access to LAKA during the second and third sessions was provided on site by local staff members. In addition, patients could play LAKA at home on a tablet computer with an Internet connection. This connection made it possible to download LAKA via an app store and to safely exchange data with the rehabilitation center for access to the app, storage of progress, and feedback on performance. All patients were expected to attend a debriefing session after completing the game at least once: this took 2.5 hours on average. This intended dose was based on what had been a natural amount to patients during a feasibility study [68].

---

**Table 1.** Steps of recruitment, data collection (steps A-G), and analysis (steps 1-5).

<table>
<thead>
<tr>
<th>Protocol steps</th>
<th>Research activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (data collection)</td>
<td>Recruit stakeholders and perform focus group interviews (two sessions)</td>
</tr>
<tr>
<td>B (data collection)</td>
<td>Recruit patients</td>
</tr>
<tr>
<td>C (data collection)</td>
<td>Collect post-serious gaming feedback from professional and patient users</td>
</tr>
<tr>
<td>D (data collection)</td>
<td>Purposely select patients for semistructured interviews</td>
</tr>
<tr>
<td>E (data collection)</td>
<td>Perform semistructured interviews with patients</td>
</tr>
<tr>
<td>F (data collection)</td>
<td>Perform stakeholder focus group interview (third session)</td>
</tr>
<tr>
<td>1 (analysis)</td>
<td>In iteration with steps E and F:</td>
</tr>
<tr>
<td></td>
<td>Code intervention (I), context (C), mechanism (M), and outcome (O) elements in all the qualitative information</td>
</tr>
<tr>
<td></td>
<td>Describe ICMO relationships per individual patient interview</td>
</tr>
<tr>
<td></td>
<td>Compare patient-level findings with focus group data collected from other stakeholders</td>
</tr>
<tr>
<td>2 (analysis)</td>
<td>Interpret mechanisms on the basis of formal theory (ie, adjudication)</td>
</tr>
<tr>
<td></td>
<td>Formulate quantitatively testable hypotheses before outcome inspection</td>
</tr>
<tr>
<td>G (data collection)</td>
<td>Retrieve quantitative data from patient records</td>
</tr>
<tr>
<td>3 (analysis)</td>
<td>Describe quantitative data as a means to triangulate the qualitative results</td>
</tr>
<tr>
<td>4 (analysis)</td>
<td>Test hypotheses with statistical models</td>
</tr>
<tr>
<td>5 (analysis)</td>
<td>Mix the results of different methods: summarize how they are interpreted to support, refute, refine, or extend initial expectations</td>
</tr>
<tr>
<td></td>
<td>Construct summary ICMO configurations (middle-range theory) based on findings of this study</td>
</tr>
<tr>
<td></td>
<td>Propose a transferable program theory after comparison of findings from this study with those of previous studies</td>
</tr>
</tbody>
</table>
Qualitative Data

Interviews and feedback surveys contained open-ended questions, which were intentionally free from theoretical preconceptions. Such open-ended questions were posed first to give space for explanations of initial reactions, including unexpected ones. Topics and additional follow-up questions for interviews were based on the existing theoretical frameworks on related topics (see Introduction section). The prioritization of topics varied with the expected knowledge areas of the participants [79]. Participating patients were considered to be most aware of outcomes and characteristics of the intervention in context, while care providers knew most about rehabilitation mechanisms.

Focus groups were first held with stakeholders who represented various roles and areas of expertise. Participants prepared for the focus groups by playing LAKA and reading pilot study results and adapted intervention specifications. At the beginning of the session, the research questions were presented for collecting local experts’ initial expectations. In part two, care providers and implementers built upon shared expectations for specifying local implementation procedures in further detail. The second and third focus group interviews were held with two care providers who worked at the same intervention site. At the beginning of the second focus group, initial expectations about intervention effects on rehabilitation mechanisms were explained. During the natural experiment, care providers also shared feedback informally with MAPV. The third focus group with care providers first generally addressed their postexperimental experiences. These were about how recipients responded to the intervention in the context, including how those responses were shaped by care providers’ own reactions. The discussion was enriched by sharing tentative qualitative results (ie, parts of tentative program theory).

The first source of qualitative patient information consisted of the given responses on two open-text requests after finishing playing LAKA: “Please describe in your own words what you experienced when you played LAKA” and “Please explain how the LAKA sessions, according to you, will contribute to your daily life.” Furthermore, semistructured interviews were held with patients. These interviews were held with (1) intervention group patients who were purposively selected by differences in outcome expectations and (2) control group participants with similar baseline characteristics as interviewed intervention group patients. Interviews took place when patients had completed their rehabilitation program. Main topics of each interview were what worked and how, in order to change courses of symptoms and learning in the specific situations of the patient throughout rehabilitation (eg, “Could you explain how your health status developed throughout the rehabilitation program? What aspects of the rehabilitation program really made a difference for you? What was the role of serious gaming, if any, assuming differences occurred? What aspect of the game contributed like that?”). A data saturation point was reached when no new information emerged by asking patients about three good and three bad things about serious gaming. The more initial responses from recipients were already collected and analyzed, the more often MAPV shared an interpretation of a fragment in order to question its accuracy. If potentially relevant topics for the development of program theory were not addressed at the initiative of patients, they were sometimes introduced with questions that referred more directly to specific theory-based expectations (eg, “Were you concentrating while playing LAKA?”).

Quantitative Data

The initial program theory informed the collection of quantitative data sources. Table 2 lists the times of assessment and the internal consistency information of all quantitative measurements that were processed for hypotheses testing. Health outcomes were measured with validated questionnaires on depressive mood, pain intensity, and fatigue as part of the routine clinical data collection [68,80-82]. Learning result was measured with a mindfulness questionnaire, of which unpublished psychometric results gave support for being a valid measure (see Multimedia Appendix 2, which contains information in support of a good internal consistency, low social desirability, and patterns of association with other constructs that are similar to those of other validated mindfulness questionnaires) [83,84].

For additional indications about potential mechanisms, a short postgaming feedback questionnaire with complementary scales was added to the routine clinical measurement system. This postgaming feedback questionnaire included Likert-scale items on sense of presence (ie, involvement and realism subscales) [85], positive and negative affect [86], and patient acceptance perceptions with regard to the serious gaming intervention [87,88].

Indicators of patient factors included clinical data about demographic, health status, and coping [89,90] variables as measured at the latest available time point before serious gaming. Classification norms from manuals of the questionnaires were used to divide patients over subgroups. Log data about the circumstances of the intervention in context were disaggregated to the patient level (see Table 2). This includes dummy variables for indicating each intervention site, the care provider who provided debriefing sessions, and the social structure of debriefing sessions: a care provider with a patient...
alone, a dyad, or a group. Moreover, differences between dates indicated coincidental variation by central planning and general changes of serious gaming sessions in time.
### Table 2. Overview of quantitative data.

<table>
<thead>
<tr>
<th>Classification as intervention, context, mechanism, or outcome, and theoretical construct</th>
<th>Variables (operationalization)</th>
<th>Time of measure (Cronbach alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rehabilitation outcome (health outcomes)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depressive mood</td>
<td>Symptom Checklist-90 (SCL-90) depression subscale [80]</td>
<td>t0, t1, t2 (.91, .91, .91)</td>
</tr>
<tr>
<td>Pain intensity</td>
<td>Numerical rating scale (current) 0-100 [81]</td>
<td>t0, t1, t2 (.94, .95, .96)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Checklist of individual strength [82]</td>
<td>t0, t1, t2 (.86, .95, .96)</td>
</tr>
<tr>
<td><strong>Rehabilitation mechanism, serious gaming outcome, learning result</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindfulness</td>
<td>Sums of scores of three subscales for mental stability, forbearance, and enthusiastic perseverance behavior (eg, “Also in a turbulent environment, I can concentrate well” and “I remain patient until I see the solution”)</td>
<td>t0, t1, t2 (.94, .95, .95)</td>
</tr>
<tr>
<td>Gaming performance</td>
<td>Standardized values for responses (ordinal scales 1-5)</td>
<td>Log data (N/A)</td>
</tr>
<tr>
<td><strong>Serious gaming feasibility outcome, implementation fidelity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td>Progress: number of encounters completed</td>
<td>Log data (N/A)</td>
</tr>
<tr>
<td></td>
<td>Attendance of serious gaming sessions</td>
<td>Log data (N/A)</td>
</tr>
<tr>
<td><strong>Serious gaming mechanisms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Involvement</td>
<td>Igrouper Sense of Presence Questionnaire [85]</td>
<td>Postgaming (.76)</td>
</tr>
<tr>
<td>Realism</td>
<td>Igrouper Sense of Presence Questionnaire [85]</td>
<td>Postgaming (.695)</td>
</tr>
<tr>
<td><strong>Experiential qualities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive affect</td>
<td>Positive affect scale: Positive and Negative Affect Schedule (PANAS)-short form [86] (1-5)</td>
<td>Postgaming (.86)</td>
</tr>
<tr>
<td>Negative affect</td>
<td>Negative affect scale: Positive and Negative Affect Schedule (PANAS)-short form [86] (1-5)</td>
<td>Postgaming (.80)</td>
</tr>
<tr>
<td><strong>Serious gaming feasibility mechanism, intervention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game acceptance perceptions</td>
<td>The average score was taken from the following Likert-scale items b:</td>
<td>Postgaming (.83)</td>
</tr>
<tr>
<td></td>
<td>From the UTAUT2 questionnaire [87]:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Perceived usefulness (“By following the LAKA module, I could achieve my health goals more quickly”);</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Perceived ease of use (“Learning how to use LAKA was easy for me”);</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Perceived trust (“The LAKA module offers services in my best interest”); and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Perceived enjoyment (“Following the LAKA module was enjoyable”).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>From the EgameFlow questionnaire [88]:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Clear goals (“Overall goals of LAKA were presented clearly”);</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Challenge (“LAKA provides different levels of challenges that tailor to different players”);</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Perceived learning (“The LAKA module increased my knowledge”).</td>
<td></td>
</tr>
</tbody>
</table>

a: Measurement of constructs was performed at different time points (t0, t1, t2)
b: Components of this scale were Likert-scale items: strongly disagree (1), disagree (2), neutral (3), agree (4), strongly agree (5)
<table>
<thead>
<tr>
<th>Classification as intervention, context, mechanism, or outcome, and theoretical construct</th>
<th>Variables (operationalization)</th>
<th>Time of measure (Cronbach alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcome expectations</strong></td>
<td>“Use the following slider (0-10) to indicate to what extent you expect that the LAKA sessions contribute to your daily life”</td>
<td>Postgaming (N/A)</td>
</tr>
<tr>
<td><strong>Patient factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics(^1)</td>
<td>Age in years (&gt;45=high)</td>
<td>t0 (N/A)</td>
</tr>
<tr>
<td></td>
<td>Female or male</td>
<td>t0 (N/A)</td>
</tr>
<tr>
<td></td>
<td>Socioeconomic status by neighborhood</td>
<td>t0 (N/A)</td>
</tr>
<tr>
<td>Coping with stress and pain</td>
<td>Utrecht Coping List [89]. Active coping scale (&gt;20=high)</td>
<td>t1 (.81)</td>
</tr>
<tr>
<td></td>
<td>Pain Coping and Cognitions List [90]. Pain coping scale (low=a standardized residual score &lt;-1 after regression on relevant factors: gender with male as reference [beta=.14, (P=.03)] and socioeconomic status [beta=.16, (P=.02)])</td>
<td>t1 (.85)</td>
</tr>
<tr>
<td>Psychological distress</td>
<td>SCL-90. Total score (&gt;132 is high or very high)</td>
<td>t1 (.97)</td>
</tr>
<tr>
<td><strong>Intervention in context</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting (treatment site)</td>
<td>Four dummy variables:</td>
<td>t0 (N/A)</td>
</tr>
<tr>
<td></td>
<td>• Site 1;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Site 2;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Site 3; and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Site 4.</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>Identifiers of intervention versus control group (ie, dummy): intervention (site 1-2) versus control (site 3-4)</td>
<td>t0 (N/A)</td>
</tr>
<tr>
<td>Inner setting (provider)</td>
<td>Five dummy variables for the care provider from whom debriefing was received:</td>
<td>Log data (N/A)</td>
</tr>
<tr>
<td></td>
<td>• Care provider 1 vs other;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Care provider 2 vs other;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Care provider 3 vs other;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Care provider 4 vs other; and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Stand-in care provider.</td>
<td></td>
</tr>
<tr>
<td>Implementation (development of quality over time)</td>
<td>Introduction session dates</td>
<td>Log data (N/A)</td>
</tr>
</tbody>
</table>
Table 1. Data Collection

<table>
<thead>
<tr>
<th>Classification as intervention, context, mechanism, or outcome, and theoretical construct</th>
<th>Variables (operationalization)</th>
<th>Time of measure (Cronbach alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Differences in days between the following: • Intermediate outcome assessment and introduction session; • Introduction and debriefing sessions; • Debriefing and posttreatment assessment; and • Last time playing LAKA and debriefing (short &lt;3 days).</td>
<td>Log data (N/A)</td>
</tr>
<tr>
<td>Social structure (of serious gaming sessions)</td>
<td>Three dummy variables on the numbers of patients who were simultaneously attending debriefing sessions (as determined by planning): • The patient was in a group (2 or more other patients were present); • The patient was alone (ie, one-on-one debriefing by a care provider); and • There was 1 other patient (dyad).</td>
<td>Log data (N/A)</td>
</tr>
</tbody>
</table>

This report omits a primary outcome measure for pain catastrophizing, as previous outcome evaluations found no indication that variance in this outcome was attributable to serious gaming.

Log data included log ins, selections made by patients for their avatar (ie, gaming performance), and last completed encounter. These were automatically collected through a secure Internet connection for saving progress and providing performance feedback. Elucidating whether game scores are valid indicators of learning is a technical challenge warranting focused research attention.

An intervention was defined as serious gaming when they were explicitly related to suboptimal, weak, or absent activation mechanisms or factors were coded as barriers (as determined by planning).

Unresolved differences were discussed with HJMV. It was counted how many codes were needed to cover unexpected statements. The first four patient interviews were also independently coded by MCWJ (two interviews) and AMEEZ (two interviews). Unresolved differences were discussed with HJMV. It was counted how many codes for open-feedback text fragments recurred to get a sense of the relative importance of various themes and coverage of those by the interview data.

In step 1, ICMO relationships were determined per patient interview when explicit statements were found about relationships between positive outcome expectations, mechanisms, and the intervention in context (see Multimedia Appendix 3 for illustrations). In addition, intervention or context factors were coded as barriers when they were explicitly related to suboptimal, weak, or absent activation mechanisms or outcomes. Tentative ICMOs, documented down in theoretical notes, summarized regularities that were found when comparing individual patient results with each other and with the qualitative data that were obtained from other stakeholders. Theoretical notes formed the basis for regular bilateral or team discussions that continued during the next step.

In step 2, decisions were made about which formal theoretical perspectives were most suitable for explaining the qualitative data about intervention mechanisms. This was a starting point for adding, actually resuming, a deductive process to specify indicative patterns of quantitative data (ie, observable effects) of tentative ICMOs. Hypotheses were formulated that were testable with the available (ie, uninspected) quantitative data. Formulations of hypotheses had to take into account the limitations of the sample size, avoiding too many or too complicated hypotheses, and a lack of possibilities to add new quantitative measurement instruments at that time. The research protocol was ethically assessed before data collection began.

Quantitative Analyses (Steps 3 and 4)

The ggplot2 package from R, version 1.1.463 (The R Foundation), was used to visualize levels of change in health outcomes, change of mindfulness, and game acceptance levels between subgroups of patients in context. Provisional classifications of favorable or not favorable were made with combinations of variables about the following: (1) whether a patient received the serious game intervention and how the
implementation went, individually, and (2) his or her pre-existing characteristics.

All prediction models were executed in SPSS, version 24.0 (IBM Corp), using applications of the ordinary-least-squares estimation algorithm. All models were based on complete cases. All variables, except for dummy variables and dates, were centered or standardized before inclusion in statistical models. Outcome change indicators are standardized residual scores after regression of postintervention (t2) scores on preintervention (t1) scores. Decisions on the null hypotheses are informed by two-sided P values and 95% CIs. Various sensitivity analyses were performed to indicate the robustness of the methodological choices, including missing data handling. These analyses are discussed among the strengths and limitations.

The first type of procedure applied Hayes’ PROCESS macro, version 2.16, for SPSS to investigate hypotheses 1 and 3 [91]. These procedures calculate CIs using a nonparametric bootstrap approach that, by default, generates 5000 samples. Hypothesis 1 was investigated by fitting models of type 4. These models specified estimations for effects of study group on changes of the three health outcomes as mediated by mindfulness changes. Mediation models were extended to moderated mediation models of type 58 for testing hypothesis 3 (see Figure 1). These models calculated the following: (1) parameters for the interaction between the moderating patient factors and study group for predicting levels of the mediator (ie, mindfulness change), (2) parameters for the interaction between the moderating patient factors and the mediator for predicting levels of the health outcomes, and (3) an index of moderated mediation assessing differences in the total indirect effects between two patient subgroups.

Secondly, multivariable linear regression models were used. A model with mindfulness as the dependent variable, and the subscales of sense of presence and affect as the independent variables, provided relevant test statistics to decide on hypothesis 2. A similar regression model, with game acceptance perceptions as the dependent variable, and patient factors (ie, continuous) as the independent variables, informed, in part, hypothesis 3. Three sets of regression models were used to test whether the variables for intervention or context factors, as the independent variables, affected the variables of (1) game acceptance, (2) mindfulness change, or (3) depression change. To prevent too many factors from being added to a single model, intervention in context variables were added and removed one by one after controlling for patient age and active coping style. Only the planning variables (ie, date differences) were added and removed simultaneously to isolate unique influences, taking interdependency into account.

Figure 1. Illustration of the moderated mediation models.

Mixing the Results of Different Methods (Step 5)
The final middle-range ICMO-Cs were constructed by assuming elements of the initial ICMO-Cs, refinements, and extensions based on the results from steps 1 and 2 that were not refuted based on the quantitative results from steps 3 and 4. The final conclusions are based on comparisons of the results, with respect to the elements of the ICMO-C, between this study and previous studies.

Results
Participants
Postgaming feedback data were collected from 114 out of 156 (73.1%) patients of the intervention group. Nonresponders (mean 40.6 years old, SD 11.7, P=.02) were relatively younger than responders (mean 45.5 years old, SD 11.2) and completed, on average, 1.5 more encounters (15.1 versus 13.6) in the game LAKA (P=.02). No other statistically significant differences were observed between these groups. Two care providers participated in the first focus group, together with a rehabilitation physician and serious gaming expert, a spiritual counselor, an executive and ICT expert, and two managers. The
four care providers—three psychologists and one physiotherapist—who regularly facilitated introduction and debriefing sessions participated in the second and third focus groups. The 8 interviewed patients from the intervention group reported differences in the conditions in which they received serious gaming, their demographics, intervention experiences, and outcome levels (see Table 3). All patients reported having at least completed a secondary education. Recruitment of control patients was stopped after two, short, 10-15-minute interviews, because the interviews did not provide useful data.

Table 3. Characteristics collected from interviews with patient participants from the intervention group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patient number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Age in years</td>
<td>51</td>
</tr>
<tr>
<td>Gender (female=1; male=0)</td>
<td>1</td>
</tr>
<tr>
<td>Highest education level(^a)</td>
<td>MV</td>
</tr>
<tr>
<td>Encounters completed (range 0-28)</td>
<td>14</td>
</tr>
<tr>
<td>Site ID</td>
<td>1</td>
</tr>
<tr>
<td>Symptom Checklist-90 (SCL-90) depression score (range 16-80): t1 to t2(^c) decrease</td>
<td>2</td>
</tr>
<tr>
<td>Mindfulness (range 49-245): t1 to t2 increase</td>
<td>6</td>
</tr>
<tr>
<td>Perceived outcome (range 0-10)</td>
<td>9</td>
</tr>
<tr>
<td>Negative affect (range 0-20)</td>
<td>0</td>
</tr>
<tr>
<td>Positive affect (range 0-20)</td>
<td>17</td>
</tr>
<tr>
<td>Involvement (range 0-6)</td>
<td>6</td>
</tr>
<tr>
<td>Realism (range 0-6)</td>
<td>6</td>
</tr>
<tr>
<td>Group size debriefing (range 1-6)</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)Highest education level: secondary (ie, high school level) as highest=2; tertiary (ie, college or university level) as highest=3.

\(^b\)MV: missing value.

\(^c\)t1: intermediate time point after 8 weeks of treatment (ie, before serious gaming); t2: after 16 weeks of treatment.

Results of Coding Qualitative Materials (Step 1)

Learning Results

In all interviews except for one, patients mentioned barriers—intervention or context—for serious gaming outcomes. ICMO-Cs emerged from the six out of eight interviews with patients that had moderate-to-high outcome expectations: the scores were 5-9 out of 10. Among all 114 survey respondents, 61 (53.5%) had at least moderate outcome expectations. Statements about outcomes were coded using sensitizing concepts about mindfulness (ie, a heightened self-awareness about certain dysfunctional mental states when reacting to situations of daily life, including loss of attention, rumination, rigidity, moodiness [sad, anxious, and irritable], automaticity, and prejudice). Also, heightened self-awareness for positive changes was noted (eg, self-regulation toward calm, alert, self-accepting, prosocial, or assertive reactions).

With the whole happening of LAKA ... [patient explains] ... which makes you approach and do things less rigid and or short-sighted. [Patient #5]

Serious Gaming Mechanisms That Lead to Learning Results (Mechanism and Outcome)

Intervention group patients who elucidated outcomes also spontaneously recognized active intervention elements (ie, resources). They spoke about encounters, reflections, mental training instructions, and debriefing. These were mostly connected to a form of reasoning that was commonly described as being confronted with oneself. Explanations of this common experience included awareness of alternate response options, emotional consequences of those responses, nonautomaticity, effort to maintain focus of attention, and transfers of gaming experiences into situations of daily life, for example:

You are confronted actually ... that is where awareness begins. In everyday life you often have those situations in which you do not even realize that you can go left or right. And yes, with LAKA you really get that choice and then you really have to start thinking. [Patient #2]

Particular qualities of experience during gaming, including positive affect and involvement, were more often described by patients who also described positive learning results. However, none of the patients attributed their learning results to these gaming experiences explicitly and spontaneously:

I was really into it, the journey across the world ... and you can completely forget the world around you ... Where does that help for? Maybe that when you're busy with something ... you're just really focused on doing it, and not being distracted ... that concentration. [Patient #1]
Patients’ reasoning seemed to correspond with care providers’ expectations, before the experiment (ie, second focus group), that LAKA might stimulate self-reflection and behavioral adaptation by showing opportunity thereof. After the experiment, care providers (ie, third focus group) emphasized the necessity of debriefing for many patients, for transferring their experiences into desired learning results. Debriefing group discussions provided the opportunity for patients to express their experiences in LAKA or about LAKA. These are vicarious experiences, mediated by the avatar, versus the nonmediated ones, such as declarations about a lack of identification with the avatar or the liking or disliking of entertainment-oriented features. Such nonmediated experiences were expected in the first focus group, when participants critically and jokingly wondered why one would not use something else to trigger experiences as a basis for discussion (eg, offering pastry). After the experiment, care providers agreed that the best results are gained by discussing both the mediated and nonmediated experiences in debriefing, albeit depending on situational and patient needs:

Those mini-games in between, which ought to be less valuable: for reflection, you can get more out of that than from the encounters, because: I never go to Istanbul, and I do not like temples. So, I just clicked something. That mini-game is really stupid, I had to start all over again! You can reflect nicely on that ... Why were you not interested in Istanbul? What does that say about you, your daily life, and your symptoms? [Health care provider]

Characteristics of Intervention in Context for Triggering Mechanisms

Patients made both positive and negative remarks about serious gaming as part of the treatment program. They agreed that learning mechanisms were compatible to other educational and psychotherapeutic approaches in the rehabilitation program. Two patients explained that the opportunity for experiential learning supported the learning transfer. This offers a relative advantage to regular, more text-based modalities. However, outcomes were regarded as suboptimal with regard to the ambiguous and noncompelling feedback. Other generally experienced barriers were the limited duration, design quality aspects, and personalization or inflexibility of LAKA, as follows: (1) response options are prescripted, (2) the virtual world and the activities in it are neither exhaustive nor adjusted to with respect to what individual patients find important or valuable in their lives, (3) too much time could be spent on nonactive elements, and (4) a third-person, instead of first-person, perspective was used. Some example quotes follow:

It [reflection] should be, as far as I am concerned, more in the game and immediately after the choices you have made. Let consequences being “lived through” and then get back on; if this, then what? [Patient #7]

The fact that all the answers that are given [options for responding in encounters] did not apply to me; I found that very difficult. [Patient #5]

You are traveling the world, but it is actually about life. In that world you encounter something that you do not meet at home on the couch. In that journey you can put all kinds of aspects of life ... Do you bring your partner? Are you going alone? Those are actually very essential choices. Why does that man [avatar] have to travel alone? [Expert]

The central planning of sessions by the clinic elicited varying views about the timing and presence of other patients in serious gaming sessions. One expert (first focus group) expected it to be better when sessions took place within a short period of time (ie, a maximum of 2 weeks). Patients clearly preferred that debriefings took place shortly after playing. This could matter for confrontations because recall of relevant serious gaming experiences gets more problematic over time. Some patients argued that when serious gaming was provided earlier, it would have helped more in combination with previous program elements. Others appreciated that gaming was not introduced earlier because its rationale would be more difficult to understand, or use of the computer-based modality would be considered more burdensome. One patient liked to have a debriefing with a care provider one-on-one, while other patients found it interesting to experience serious gaming (eg, performing meditation) in a room with other patients and to hear about the experiences of others.

In one scenario or one session, quite a lot happens: all the choices that people make. You could have concluded each session with an evaluation and reflect on what they just did. In the last session, it was not always clear what had happened and what they had experienced. [Health care provider #2]

Before the experiment, care providers could only speculate about patient factors. They considered that processes for restoring social roles and pain acceptance throughout rehabilitation are too heterogeneous for making general predictive statements. After the experiment, both patients and care providers expected that a younger age, habit, or self-efficacy regarding technology usage contribute to positive patient expectations and experiences. Patients who expected benefit from serious gaming explained that they became aware of dysfunctional cognitions, moods, or behaviors. Respondents with low outcome expectations considered that they did not have emotional problems, or could control them, and focused on other means for handling their pain and other symptoms (eg, physical exercise) at that time. Care providers came to consider that patients who experience more difficulties and show a greater need for guidance when using LAKA (ie, to get in control and transfer experiences toward learning results) could be those who may benefit the most from it. This seemed consistent with what patients admitted about themselves, albeit in less explicit terms, for example:

When I first came there, and received such a tablet computer, games and such on computers really were not my thing. So, to me it was all “abracadabra” what happened. I have been fighting with myself for the first 50 minutes; what am I supposed to do with this? And then you try something. [Patient #5]

To care providers, patient expressions of difficulties encountered when using LAKA were also useful input for debriefings. When
guiding patients, care providers had prioritized reflection over convenience (eg, by offering practical information and assisting with forgotten passwords, computer and Internet settings, and game controls). A care provider explained how role performance in guidance could be influenced by an ambiguous attitude toward the compatibility of computer-mediated learning and personal work styles:

"I think our role is to say at the beginning: “I am not going to tell you much. You get started, then I give information about how the device works, and eventually we will evaluate it” ... I must be self-critical: I was motivated to provide those sessions but skeptical, because games are not my thing. That is not good, because that influences your performance. Giving people little information has helped me not to be influenced." [Health care provider #1]

Adjudicating Formal Theory and Formulating Hypotheses (Step 2)

With regard to why serious gaming can enhance learning outcomes, confrontation with oneself was identified as a necessary form of reasoning. Based on this finding, SDT was chosen as an appropriate general theoretical framework for understanding underlying motivational and affective processes of learning from serious gaming by patients.

Various hypotheses were formulated and tested with available quantitative data for additional indications about the validity of ICMO elements. Hypothesis 1 focused on establishing a quantitative data pattern indicating the initially expected and qualitatively consistent premise that mindfulness is a rehabilitation mechanism, or interim learning outcome, that can be triggered by a serious gaming intervention. Hypothesis 2 was aimed at determining unique covariation between measures of learning results and potential gaming mechanisms, including valence of affect and sense of presence. Although it was initially considered possible to indicate mechanisms with a simple linear relationship between learning and valence of affect, there was no clear basis for this in qualitative results or in the SDT. A positive relationship between the subjective experience of involvement during play and mindfulness was hinted at in the qualitative data, but without explanation of why such a pattern would be generated. Hypothesis 3 focused on determining patient subgroups for whom particularly good or bad outcomes are attributable to serious gaming. Such an empirical pattern was seen as an indication that the self-discrepancies that some of the patients become aware of through serious gaming, that give reason to change behavior, may be absent in other patients. The latter being patients who find themselves free of unsolvable emotional stress, or assume that they can cope with their pain in different ways (ie, no current demand for mindfulness intervention). At the same time, individual inclinations to experience a lack of control could have a negative influence on the use of serious gaming and its results. Hypothesis 4 focused on remarkable covariation between perceived outcomes and factors of serious gaming intervention in context.

Quantitative Analyses (Steps 3 and 4)

Overview

Figures 2 and 3 visualize scores for mindfulness change, depression change, and postgaming acceptance perceptions, separately, between contexts that were tentatively considered as favorable or not favorable. Relatively steep changes in mindfulness and depression scores in the right directions (see Figure 2) and more stable acceptance levels (see Figure 3) were visible for subgroups of patients of the intervention group with favorable conditions of the patient—at most, 45 years of age; high psychological symptoms; and not a high level of active coping or pain coping—or the intervention in context—debriefing is received in a group within 4 weeks after introduction and, at most, 2 days after completing at least 50% of a complete playthrough in LAKA.
Figure 2. Outcome changes by conditions of the patient and intervention in context. Full intervention-in-context (IC) fidelity: debriefing is received in a group within 4 weeks after introduction and, at most, 2 days after completing at least 50% of a complete playthrough in LAKA. Favorable patient condition before gaming: at most, 45 years of age, high psychological symptoms, and active or pain coping levels are not high.

Figure 3. Gaming acceptance perceptions by conditions of the patient and intervention in context. Full intervention-in-context (IC) fidelity: debriefing is received in a group within 4 weeks after introduction and, at most, 2 days after completing at least 50% of a complete playthrough in LAKA. Favorable patient condition before gaming: at most, 45 years of age, high psychological symptoms, and active or pain coping levels are not high. The width of the "violins" represents the number of observations.
**The Effect of Group on Health Outcomes Mediated by Mindfulness (Hypothesis 1)**

Figure 4 displays regression coefficients for the effects of study group on mindfulness change (path A), effects of mindfulness change on depressive mood change (path B), and effects of study group on depressive mood change after controlling for mindfulness change (path C). Together, the results show that mindfulness changes mediated the relationship between study group (ie, independent variable) and depression changes (ie, dependent variable). The indirect effect was very small (beta=-.14, 95% CI -.27 to -.02). Similar results were obtained with fatigue (beta=-.15, 95% CI -.29 to -.01) and current pain (0-100 numeric rating scale; beta=-.09, 95% CI -.19 to -.01) as the dependent variable.

**The Relationships Between Serious Gaming Experiences, Learning, and Health Change (Hypothesis 2)**

Mean levels for affect valence after serious gaming were 3.00 (SD 0.91, range 1-5) for positive affect and 1.53 (SD 0.63, range 1-5) for negative affect. Mean scores for the subscales of sense of presence were 2.59 (SD 1.29) for involvement and 2.40 (SD 1.05) for realism. Intercorrelations between positive affect, sense of presence, and game acceptance were of moderate sizes (.57<ρ<.59, P<.001). Regression of mindfulness change on positive affect, negative affect, involvement, realism, and outcome expectations (ie, control variable) only showed statistical significance for involvement (N=113, R^2=.10, beta=.36, P=.001).

**Differences in Intervention Effects on Outcomes by Patient Factor (Hypothesis 3)**

Age appeared to be the only patient factor with a notable association with game acceptance scores (b=-.025, P=.04). Moderated mediation analysis did not show statistically significant differences in the indirect intervention effect on depression change through mindfulness change between the two age groups.

A stronger indirect intervention effect on health outcome change was seen in the subgroup of participants without high active coping scores. For absence (score<21) versus presence of high active coping (213/265, 80.4%), the moderated mediation index amounted to -.26 (95% CI -.06 to -.52).

Within the subgroup of 33 out of 214 patients (15.4%) with low pain coping scores (18/121, 14.9%, from the intervention group and 15/93, 16%, from the control group), the indirect effect estimate (beta) was -.79 (95% CI -1.50 to -.31) stronger than within the 181 out of 214 (84.6%) other patients. Figure 5 shows that changes of mindfulness (ie, positive) and depressive mood (ie, negative) were particularly weak for control group patients with low pain coping.

Finally, no difference in the overall indirect effect was seen between subgroups determined by high or very high psychological distress: index of moderated mediation was -.19 (95% CI -.40 to -.02).
Figure 5. Group differences in average depression and mindfulness changes by pain coping.

Differences in Outcomes by Intervention in Context (Hypothesis 4)

Multilinear regression models showed that none of the objective indicators for intervention in context had a notable direct association with health outcome changes. For mindfulness change, model prediction improved by the addition of the dummy variable for group as a debriefing session structure ($R^2_{\text{change}} = .03, b = .36, P = .04$). Generally, addition of the planning variables did not improve the mindfulness change model ($R^2_{\text{change}} = .05, P = .073$). The parameter estimates were as follows: $b = -.001$, SE = .006, $P = .84$ for the date differences between preintervention assessment (t1) and the introduction session; $b = -.02$, SE = .01, $P = .06$ for the date differences between introduction and debriefing; and $b = -.02$, SE = .01, $P = .03$ for date differences between debriefing and postintervention assessment (t2). Bootstrapping or removing outlying mindfulness change values ($Z > 3$ or $Z < -3$) generally accentuated the directions in which these findings pointed. Regressing game acceptance perceptions on a dummy variable for debriefing shortly after playing LAKA for the last time (ie, within less than 3 days) also resulted in model improvement ($R^2_{\text{change}} = .08, b = .72$, SE = .23, $P = .002$).

Mixing the Qualitative and Quantitative Results (Step 5)

Two original ICMO-Cs were constructed by updating initial formulations on the basis of the qualitative and quantitative results (see Textbox 4).
Textbox 4. Final configurations of contexts, mechanisms, and outcomes.

Intervention-context-mechanism-outcome configuration (ICMO-C) 1. Serious gaming acceptance perceptions are a feasibility mechanism and a context for learning and health outcome change that get hindered when:

- design qualities with respect to clear feedback and tailoring to recipient preferences are limited (I in C);
- players attribute negative perceptions to their older age (C); and
- implementation processes (ie, central planning) do not facilitate immediate debriefing after play for sharing available memories (I in C).

ICMO-C 2: A stronger self-awareness in daily life (ie, rehabilitation mechanism or serious gaming outcome) and subsequent changes in health effects (ie, rehabilitation outcomes) are triggered by involvement in serious gaming tasks, wherein both the actual self and discrepant self-scripts (ie, serious gaming mechanisms) are being processed. This occurs when:

- the innovation of treatment delivery modes is relatively advantageous (ie, adds experiential learning) and compatible with the rationale of a larger treatment program (I in C);
- the patient has limited inclination to manage with stress or pain in active or variegated ways (patient in C); and
- organizational implementation processes are characterized by adequate planning of patient guidance; sessions can address an actual need or discrepancy in a timely manner and debriefing is followed in a small group with other patients (I in C).

Discussion

Summary of Findings and Comparison With Existing Literature

Overview

This study informs future recipients, developers, evaluators, implementers, and policy makers about using, developing, or implementing serious gaming in a health care context. The question was how, why, for whom, and when facilitating additional serious gaming during multidisciplinary rehabilitation is effective for patients with CP or FSS. Qualitative and quantitative research was used to update an initial theory about mechanisms through which elements of a serious gaming intervention—with the game LAKA—lead to relevant positive effects of learning and physical and emotional symptom reduction. Moreover, insights have been developed as to which patients and circumstances of intervention such effects do and do not occur. Figure 6 presents a visual representation of the identified processes (ie, corresponding to Textbox 3). In the following sections, the contributions of this study to the further development of initial program theory are summarized (see Textbox 2).

Figure 6. A visual summary of program theory about serious gaming during the multidisciplinary rehabilitation of patients with complex chronic pain or functional somatic syndrome.

How Serious Gaming Facilitates Outcome Change During Multidisciplinary Rehabilitation

The how question was addressed by (1) asking patients how serious gaming during multidisciplinary rehabilitation influenced health outcomes, if perceived to be the case, and by (2) estimating how much additional change in learning about mindfulness and health outcomes was attributable to the serious gaming intervention and subjective experiences thereof. First, the findings supported the premise that serious gaming can be a relevant assistive tool to activate a rehabilitation mechanism of open and nonjudgmental self-awareness. Second, initial ideas
about how serious gaming interventions can facilitate learning in this respect can be refined based on our findings. Prompts that encourage patients to reflect on discrepancies between their current behavior and their goals constitute a resource within the LAKA game. It evoked a kind of reasoning that patients referred to as a confrontation with yourself. In addition, the initial beliefs that debriefings facilitate learning transfers between participants and contexts were supported [32,59]. An unexpected finding was that a lack of perceived behavioral control in patients during serious gaming sessions, according to care providers, signaled a need for support as well as a potential to benefit from serious gaming. Third, this study refuted a general and simple positive linear pattern of stronger learning outcomes as patients experience more positive affect or virtual presence while playing a serious game. It was found, however, that a stronger subjective involvement (ie, attention devoted during serious gaming) had a positive association with mindfulness and symptom changes. The explanation for this remained implicit.

**Why Serious Gaming Can Facilitate Learning and Subsequent Health Changes**

The why question was addressed by adjudicating theory that can serve as a general underlying explanation for the being confronted experiences of patients. The SDT was chosen as a good starting point for predicting how mindfulness-based serious gaming can support learning and related affective and motivational processes. SDT is considered complementary to a model of mindfulness for explaining mechanisms [37]. Mindfulness can be seen as a way of processing self-discrepancies through which one is capable of moderating their affective and behavioral consequences [37,92]. This is illustrated by the common instructions of focused-attention meditation exercises that were also instructed in LAKA: gently return focus of attention to a chosen mental or sensory object (ie, ideal) when the present object of attention (ie, actual) is discrepant from that object. From this, it follows that self-awareness as a learning result from serious gaming concerns both the actual behavior of patients in daily social life as well as new or existing noncontingent scripts (ie, behavioral ideals and norms).

**For Whom Does Serious Gaming Facilitate Outcome Change**

Initially there were hardly any starting points for developing propositions regarding which patients with CP or FSS serious game intervention would be more or less effective. Findings from this study suggested theoretical extension with patient factors for feasibility and effectiveness. First, it is now suggested that perceptions of serious gaming acceptance can be weaker in patients with a relatively older age. This does not say that age, per se, is an explanation. Second, chances of a relevant effect of serious gaming on depressive symptoms may be greater in patients who experience less control over the consequences of stressors or pain in their daily lives. In an identifiable subgroup of patients with lower scores on active coping and pain coping scales, the average intervention effects were small or medium instead of very small, as found for all patients together [30]. This finding is remarkable as more active coping predicted better health outcome changes during regular rehabilitation. Moreover, pilot study and qualitative data suggested that a more active coping style facilitates usage of serious gaming. On the other hand, the effectiveness of serious gaming can now be called into question for patients who do have a tendency toward active and variegated ways of coping with stress or pain, and who already improve when receiving other means of treatment.

**When Serious Gaming Affects Outcome Change**

Circumstances determining the generation of mechanisms that lead, or do not lead, to serious gaming outcomes were examined qualitatively by asking patients for strengths and weaknesses of a serious gaming intervention during multidisciplinary rehabilitation. Responses were classified by factors on innovation, care provider, and organizational levels. Where available, quantitative data were used to identify patterns of covariation between indicators of relevant circumstances of serious game intervention in context and acceptance perceptions, learning outcomes, or health outcomes.

Based on the findings, it is proposed that blended serious gaming interventions trigger the mechanisms of effectiveness (1) when adding a relatively advantageous feature to the treatment (ie, experiential learning in addition to text-based psychoeducation), (2) when these features are compatible with the rationale of existing treatment (ie, adaptation to a CP or FSS condition by shifting attention away from self-scripts that actually depend on a known or indefinite underlying pathology toward scripts that are not), and (3) when organizational processes of planning and facilitation of instruction and feedback sessions are being implemented at high fidelity (ie, central planning and facilitating of debriefing in small patient groups). Moreover, serious gaming interventions may be perceived more positively by patients (1) when debriefing is always provided immediately after play or automatic feedback functions are adequate and (2) when software design adapts well to recipient needs and preferences (eg, regarding game environments and freedom of choice).

**Strengths and Limitations**

**Paradigm**

A major strength of this study is that the realist evaluation approach led to transferable findings on a theoretical level. A new example is added to a few previous ones about how quantitative methods can be used within a realistic evaluation paradigm [93-95]. Limitations related to the use of realistic principles are due to the late adoption during evaluation. This could have influenced initial program theory formulations (eg, conflation of intervention characteristics with mechanisms in the protocol stage) and, therefore, possibly also the data collection [96]. Perhaps more elaborate initial theoretical development could have enabled the study to (1) pose more or better follow-up questions to participants during interviews, (2) narrow the sets of sensitizing concepts and topics, or (3) determine more specific criteria for data saturation. Also, it could have led to different procedural choices. For example, interview data that resulted from the procedure of matching control group with intervention group cases failed to result in similar cases, with the exception of exposure to serious gaming
and outcomes thereof. This was considered a reminder that a counterfactual logic of analysis does not suit a realist approach of discovering generative causal intervention effects.

**Design and Procedures**

General strengths and weaknesses of the mixed methods design were previously reported [60,96], but additional points on execution are noted here. Embedded experimental mixed methods ideally suited the questions and realistic approach of this study [97]. To realists, various research methods are commensurable and complementary and none is generally preferable. Controlled experiments can provide precise estimates of outcome pattern attributions to experimental conditions, but different methods are needed when well-defined ideas are lacking about how and why intervention effects are generated [98].

The validity of our findings varies across the study objectives and corresponding program theory elements. This is because not all qualitative findings were also triangulated with quantitative indications. As the study protocol had to be ethically approved before data collection started, the selection of quantitative measures could not be based on tentative ICMO-Cs after qualitative investigation. In realist evaluation, like in any other methodological approach, data collection is ideally informed by the most recent theoretical insights. Moreover, intervention and context factors had limited variation because only a single setting and a single serious game were studied. However, strong representativeness was achieved in the sampling of patients.

**Methods**

Finally, the findings of this study are to be interpreted in the light of theory development. Future studies are needed to proceed in the development of realistic propositions with newly collected data and complementary methodological strengths. With regard to the qualitative methods of this study, trustworthiness is supported by some techniques (ie, part of the qualitative data was independently coded). Regarding our quantitative analyses, limiting the number of variables by formulating hypotheses before quantitative data inspection, using qualitative findings, reduced the risk of capitalizing on chance for finding statistically significant results. Moreover, calculations of key parameters were repeated after particular methodological changes in order to check for the robustness of our findings. More detailed considerations about sensitivity analyses, data quantity, data quality, and missing data are presented in **Textbox 5**. Still, many decisions related to the calculations of variables and model specifications were not fully detailed in the study protocol or trial register.

**Textbox 5.** Additional details on the quantitative analyses.

- Sample size calculation did not specifically anticipate the testing of complicated, configurational propositions. Still, the 265 out of 275 cases with complete outcome data provided sufficient statistical power for moderated mediation modeling unless true direct effects were very small [98].
- Potentially relevant influences on the results due to nonresponse to the postgaming survey were explored by running chi-square or Student t tests on the differences in patient factors and gameplay behaviors between those who did and did not complete this survey.
- We did not apply methods to correct for multiple hypotheses testing.
- The psychometric qualities of the mindfulness measurements available for this study were assessed during an audit by an independent knowledge institute, but not during the peer-review process of an international scholarly journal.
- The results of sensitivity analyses showed that none of the presented estimates changed in an important manner after methodological changes. First, an intention-to-treat analysis was performed that yields unbiased estimates of the group × time effect on the intermediate outcome (ie, mindfulness), assuming that the outcome data of some respondents (ie, <4%) were missing at random. The moderated mediation models were refitted after replacing health outcome and learning outcome indicators with different residual posttreatment scores (t2); that is, the residual scores after regression on both the pretreatment score (t1) and the possible confounding variables. The latter refers to the variables for which a potential difference was found between the study group averages [60]. Finally, sensitivity of the coefficients produced with multivariable linear regression models was checked by the performance of bootstrapping with 1000 samples and/or removal of outlying cases on the dependent variable: standardized scores >3 or <-3.

**Future Directions**

This study illustrates that relevant insights for optimizing biopsychosocial management of CP or FSS (ie, including eHealth) can be developed with an explanatory and context-sensitive evaluative approach. Ideally, such research precedes and goes along with design and assessments of cost-effectiveness and quality improvement with suitable experimental methods (eg, randomized controlled or pragmatic, single- or multicenter, and individual allocation or stepped-wedge methods) [73]. Previously, researchers made similar suggestions for researching effectiveness of treatments for patients with CP, FSS, or mental health problems [31,45,99-101]. After all, consensus building about appropriate allocation and tailoring of treatment to patients has been relying on limited evidence [102]. As realist approaches focus on such issues, there is a large but yet unproven promise for methodological progress to support new insights for intervention quality improvement, treatment allocation decisions, personalization, and setting patient expectations. Specific areas for future theory-oriented research on serious games are implied in **Table 4**. This table gives an overview of considerations about how the findings of this study relate to those of other studies in various disciplines [1,3,30,31,52,53,59,68,85,87,96,103-116].
Conclusions and Recommendations

Following a realistic approach, this study started with the selection of potentially relevant theories and ended with an integrated fallible model [98]. Serious gaming (ie, a 4-hour intervention during an intensive multidisciplinary rehabilitation program) can offer relevant additional opportunities for enhancing self-awareness and reducing emotional symptoms by triggering increased attention and self-discrepancies. This can be achieved in CP or FSS patients who experience relatively common in other health behavior games [52].

A recent study of Internet-based cognitive behavioral therapy identified intervention adaptability as an important innovation-level barrier for usage [59]. The role of group dynamics for effective debriefings were previously touched upon, but not well understood [59].

The proportions of patients who logged in to use LAKA (n=155), among those who were part of the intervention group (n=156) and had access (n=171), were much higher under the circumstances of this evaluation study than in the previous feasibility pilot (ie, n=7, n=11, and n=410, respectively). During the pilot, serious gaming was available only for one computer platform. It was also not an embedded treatment component and did not include care provider support [68]. Under such noncommittal circumstances, usage may be less well explained by a process of going with the flow, and more so by individual planning processes [87].
less control over their current stress or pain. This also depends on the fidelity of implementation processes (ie, planning and facilitating) in such a way that gaming can be immediately followed up by exchanging experiences between patients under professional guidance, toward goals compatible with the overall treatment. At the same time, there is no sign as of yet of potential clinically relevant effects of serious game interventions in other treatment circumstances and among patients with CP or FSS.

This already offers some transferable insights for patients, care providers, health care organizations, insurers, policy makers, and businesses who will make future decisions on the future implementation of serious gaming. It may not be wise to offer this form of serious gaming, with similar late timing during rehabilitation, to all patients, including those claiming that their stress and pain are already under control.

Realizing the promise of serious gaming depends on ongoing efforts to develop transferable understandings of how they work, for whom, when, and why. In doing so, focus can be informed by perspectives of important stakeholders. The theoretical scope could be extended to the outcome domains of quality of life of patients, adoption and implementation by organizations, and cost-effectiveness. Understanding about the mechanisms of learning from serious games could be improved by applying SDT when formulating predictions about cognitive and emotional consequences of certain changes in the design and context of use. Finally, future studies could zoom in and out on micro- or macro-level conditions for serious gaming with impact. For example, patients, software developers, and data scientists could collaborate to optimize software (eg, in-game feedback) for adaptation to recipient characteristics for learning and health improvement. Care providers can also be involved in optimizing feedback provision (eg, enabling them to interpret log data) and in optimizing the fit with work routines. Lastly, on an organizational or societal level, policy makers could participate in theorizing on preconditions for implementation, such as financial arrangements and dissemination platforms.

Acknowledgments

Bruno Marchal provided constructive feedback on the study during two occasions. Imke Evers assisted in conducting the first focus group. Essential contributions to the development of LAKA are acknowledged in the evaluation protocol.

Conflicts of Interest

During data collection, MAPV was provided with time and occasion by his employer Ciran to conduct independent doctoral research, by way of agreement, at Tranzo, Scientific Centre for Care and Wellbeing. The terms of this arrangement have been reviewed and approved by Tranzo in accordance with its policy on objectivity in research. Ciran paid personal fees to HJMV outside of the submitted work. MJ and AZ have nothing to declare.

Multimedia Appendix 1
Initial developer assumptions and evaluators’ interpretations on the basis of relevant existing scientific theories.

Multimedia Appendix 2
Additional information about the mindfulness measure.

Multimedia Appendix 3
Coding illustrations for individual-level intervention-context-mechanism-outcome configurations and barriers.

References


46. Vugts et alJOURNAL OF MEDICAL INTERNET RESEARCH


Abbreviations

- **CP**: chronic pain
- **FSS**: functional somatic syndrome
- **ICMO**: intervention-context-mechanism-outcome
- **ICMO-C**: intervention-context-mechanism-outcome configuration
- **ICT**: information and communication technology
**SDT:** self-discrepancy theory

**t0:** baseline

**t1:** intermediate time point after 8 weeks of treatment

**t2:** posttreatment after 16 weeks
Abstract

Background: In the past several years, gamified learning has been growing in popularity in various medical educational contexts including cardiopulmonary resuscitation (CPR) training. Furthermore, prior work in Basic Life Support (BLS) training has demonstrated the benefits of serious games as a method for pretraining among medical students. However, there is little evidence to support these benefits with regard to Advanced Life Support (ALS) training.

Objective: We compare the effects of a brief precourse ALS preparation using a serious smartphone game on student knowledge, skills, and perceptions in this area with those of conventional ALS training alone.

Methods: A serious game (Resus Days) was developed by a Thai physician based on global ALS clinical practice guidelines. Fifth-year medical students were enrolled and randomized to either the game group or the control group. Participants in both groups attended a traditional ALS lecture, but the game group was assigned to play Resus Days for 1 hour before attending the lecture and were allowed to play as much as they wished during the training course. All students underwent conventional ALS training, and their abilities were evaluated using multiple-choice questions and with hands-on practice on a mannequin. Subject attitudes and perceptions about the game were evaluated using a questionnaire.

Results: A total of 105 students participated in the study and were randomly assigned to either the game group (n=52) or the control group (n=53). Students in the game group performed better on the ALS algorithm knowledge posttest than those in the control group (17.22 [SD 1.93] vs 16.60 [SD 1.97], P=.01; adjusted mean difference [AMD] 0.93; 95% CI 0.21-1.66). The game group’s pass rate on the skill test was also higher but not to a statistically significant extent (79% vs 66%, P=.09; adjusted odds ratio [AOR] 2.22; 95% CI 0.89-5.51). Students indicated high satisfaction with the game (9.02 [SD 1.11] out of 10).

Conclusions: Engaging in game-based preparation prior to an ALS training course resulted in better algorithm knowledge scores for medical students than attending the course alone.

Trial Registration: Thai Clinical Trials Registry HE611533; https://tinyurl.com/wmbp3q7

(J Med Internet Res 2020;22(3):e16987) doi:10.2196/16987
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CPR training; gamified learning; medical education; serious game learning
Introduction

Advanced Life Support (ALS), widely accepted as the gold standard of care in patients with cardiopulmonary arrest, requires specialized skills and knowledge [1,2]. Training in ALS is thus recommended for health care providers who are likely to encounter either in-hospital or out-of-hospital cardiac arrest (OHCA) [2,3]. The ALS training course covers the knowledge, skills, and attitudes required for managing both cardiac arrest and peri-arrest problems. It includes lecture-based teaching, workshops, skill stations, simulation-based training with high-fidelity mannequins, and debriefing [4-6]. In order to maximize learning outcomes, the current American Heart Association guidelines for cardiopulmonary resuscitation (CPR) recommend students prepare in advance for the ALS training course [7]. This can be addressed in a variety of ways including the provision of precourse reading (CD-based, e-learning–based, etc), online and precourse testing, and opportunities to practice pertinent technical skills [6]. However, there has been no evidence demonstrating the benefits of precourse training when taken in conjunction with a conventional ALS training program [7-10].

Over the past several years, gamified learning has been growing in popularity in various medical educational contexts including CPR training [11-20]. The benefits of this learning method are that it improves learning outcomes by creating a high level of engagement among participants, facilitating learners’ holistic understanding of scientific concepts, and providing flexible learning methods and real-time feedback [18,21-23]. Recent studies have found that gamified learning can improve medical knowledge, skills, attitudes, and satisfaction when compared with traditional education methods [12,20,24]. Furthermore, prior work in Basic Life Support (BLS) training has demonstrated the benefits of serious games as a method for pretraining among medical students [18]. However, there is little evidence to support these benefits with regard to ALS training, with only one study reporting that game-based training augments retention of acquired skills and knowledge [13].

Resus Days is a serious smartphone game developed by a Thai physician using standard ALS guidelines and is available online (Figure 1) [25]. The aim of the game is to familiarize students with the ALS algorithms for cardiac arrest and peri-arrest scenarios, leading to shorter knowledge acquisition time. The objective of this study was to evaluate the effects of precourse preparation using this game on students’ ALS knowledge, skills, and perceptions. We hypothesized that adding this game to the traditional precourse training would lead to higher ALS knowledge scores.

Figure 1. Screenshot from Resus Days.

Methods

Study Design

This was a prospective, randomized controlled parallel group trial in a tertiary university hospital in Thailand. It was approved by the Khon Kaen University institutional committee for ethics in human research and registered with the Thai Clinical Trials Registry [HE611533]. Written informed consent was obtained from each participant prior to enrollment.
Participants and Randomization

Participants were fifth-year medical students at the Khon Kaen University Faculty of Medicine who attended the ALS training course offered by the faculty’s CPR unit in April 2019. Eligibility criteria included not having participated in any type of ALS course in the past and never having played Resus Days. After enrollment, participants were randomly assigned to one of two groups (control group or game group) at a 1:1 allocation ratio based on a computer-generated random number list [26].

Sample Size Calculation

The sample size for analysis of covariance of two levels and two covariates was determined based on our pilot data using power analysis. We hypothesized that the difference in knowledge between the two groups was approximately 5%, and that there would be moderate consistency between pretest and posttest scores. The power analysis was determined using an alpha of .05 and power of 0.80. This resulted in an estimated desired effect sample size of at least 22 subjects in each group.

Study Interventions

Prior to any intervention, we tested students’ baseline ALS knowledge using a multiple-choice pretest. Students in the game group then played Resus Days using their own smartphone for 1 hour in normal mode. After this, both students in all groups attended an ALS training course taught by CPR instructors. Students in the game group were allowed to play Resus Days as much as they wished during the 2-day ALS training course.

Game Description

Resus Days was developed by Rath Panyowat. It is a mobile simulation game that allows health care professionals to practice CPR through repetitive playing. Players must resuscitate a simulated patient in various scenarios by choosing treatment methods based on the ALS algorithm until the patient’s cardiac rhythm becomes normal. There are two game modes: normal and physician. In normal mode, a player receives hints regarding diagnosis and treatment and gains points if the prescribed treatment is correct. In physician mode, there are no hints and points are subtracted if the prescribed treatment is incorrect. There are a total of 7 scenarios including cardiac arrest, bradycardia, tachycardia, and several simulated megacode (mixed algorithm) scenarios. To win in each scenario, the player must strictly follow the ALS algorithm within the time allotted (Figure 1).

Advanced Life Support Training Course

The ALS training course was held over 2 days. The first day of the program consisted of approximately 6 hours of lectures, and the second day consisted of approximately 8 hours of hands-on workshops, skill station activities, simulation-based training with high-fidelity ALS simulator mannequins with the SimPad system (Laerdal Medical). The student-to-instructor ratio was 1:6. At the end of the course, student ALS knowledge was reassessed using multiple-choice questions in accordance with ALS guidelines, and their practical skills were evaluated individually by examiners blinded to group allocation. We used a questionnaire to assess student attitudes and perceptions regarding both the course and the game.

Assessment of Learning Outcomes, Attitudes, and Perceptions

Knowledge Test

The knowledge test was divided into two parts: one to assess knowledge of the ALS algorithm and another to assess general ALS knowledge. The first part consisted of 20 multiple-choice questions, each with 5 possible answers, and the second consisted of 30 multiple-choice questions. The ALS algorithm test focused on management of life-threatening conditions (using the ALS adult cardiac arrest algorithm) and symptomatic bradycardia and tachycardia. The general ALS knowledge test focused on BLS knowledge, general ALS knowledge, and postresuscitation care (see Multimedia Appendix 1).

Advanced Life Support Skill Tests

Each student was given a series of three different 5-minute megacode (mixed algorithm) simulated ALS scenarios (chosen randomly using the closed envelope method), and their performance was evaluated by certified ALS course providers (see Multimedia Appendix 2 for details regarding each scenario). Students passed the skill tests if they had scores of 80% or greater and no critical errors.

Questionnaire Regarding Participant Attitudes and Perceptions

We asked students to rate their attitudes and perceptions regarding the game on a scale of 1 to 10 (1=disagree completely and 10=agree completely). An open-ended question was used to assess any problems students had while playing the game, opinions about the game, and recommendations for further improvement (see Multimedia Appendix 3).

Game Score

Students received a score from 0 (if the patient died) to 3 (if patient survived and the most appropriate treatments were prescribed) for each scenario. The highest possible overall score was 21 points (see Multimedia Appendix 4).

Statistical Analysis

Categorical variables were expressed as frequencies and percentages. Continuous data were expressed as means and standard deviations. Differences between groups in terms of baseline characteristics were compared using an independent sample t test. An analysis of covariance model was used to compare posttest scores between the two groups adjusted for baseline score measurements. The Pearson chi-square test was used to compare the skill-test pass rate and other binary variables. The correlation between game scores before ALS training and knowledge pretest scores and between game scores post-ALS training and knowledge posttest scores were analyzed using Pearson correlation coefficients. All data analyses were performed using Stata version 10 (StataCorp LLC).

Results

A total of 105 students participated in the study and were randomly assigned to either the game group (n=52) or the control group (n=53; Figure 2). All students completed the trial and were included in the data analysis. Demographic
Characteristics of the two study groups are shown in Table 1. There were no significant differences between the groups in terms of sex, age, grade point average, CPR experience, CPR confidence, or learning outcome scores.

**Figure 2.** Flow diagram of participant selection.
Students in the game group performed better on the ALS algorithm knowledge posttest than those in the control group (17.22 [SD 1.93] vs 16.60 [SD 1.97], \( P = .01 \); adjusted mean difference [AMD] 0.93; 95% CI 0.21 to 1.66). They also had a higher pass rate on the skill test (79% vs 66%, \( P = .09 \); adjusted odds ratio [AOR] 2.22; 95% CI 0.89 to 5.51) and indicated greater confidence in performing CPR (7.87 [SD 1.05] vs 7.85 [SD 2.26], \( P = .51 \); 95% CI –0.45 to 0.92; Table 2). However, these differences were not statistically significant. Students also indicated high satisfaction with the game (9.02 [SD 1.11] out of 10). The correlations between pre- and posttraining game scores and knowledge scores are shown in Figures 3 and 4. There was little correlation between pretraining game and pretest scores (\( P = .01, r = .37 \); Figure 3).

Table 2. Comparison of learning outcomes between the game group and control group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Game group (n=52)</th>
<th>Control group (n=53)</th>
<th>AMD/(^a)AOR/(^b) (95% CI)</th>
<th>( P ) values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm knowledge score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttest score(^c)</td>
<td>17.33 (1.93)</td>
<td>16.60 (1.97)</td>
<td>0.93 (0.21 to 1.66)(^a)</td>
<td>.01</td>
</tr>
<tr>
<td>Score improvement (post-pre)</td>
<td>10.13 (3.00)</td>
<td>8.43 (3.10)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>General knowledge score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttest score(^d), mean (SD)</td>
<td>22.88 (2.49)</td>
<td>23.45 (2.89)</td>
<td>–1.69 (–6.11 to 2.72)(^a)</td>
<td>.45</td>
</tr>
<tr>
<td>Score improvement (post-pre), mean (SD)</td>
<td>10.35 (3.00)</td>
<td>10.66 (3.63)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ALS(^e) skill test pass(^f), n (%):</td>
<td>41 (79)</td>
<td>35 (66)</td>
<td>2.22 (0.89 to 5.51)(^b)</td>
<td>.09</td>
</tr>
<tr>
<td>CPR(^g) confidence(^d)(postcourse), mean (SD)</td>
<td>7.87 (1.05)</td>
<td>7.85 (2.26)</td>
<td>0.23 (–0.45 to 0.92)(^a)</td>
<td>.51</td>
</tr>
</tbody>
</table>

\(^a\)AMD: adjusted mean difference.
\(^b\)AOR: adjusted odds ratio.
\(^c\)Analysis of covariance model adjusted for baseline measurement.
\(^d\)Analysis of covariance model adjusted for baseline measurement and interaction.
\(^e\)ALS: Advanced Life Support.
\(^f\)Binary logistic regression (adjusted for grade point average, sex, and knowledge pretest score).
\(^g\)CPR: cardiopulmonary resuscitation.
Figure 3. Correlation between game score before Advanced Life Support training and knowledge pretest score was low ($P = .01$, $r = .37$).

Figure 4. Correlation between game score post-Advanced Life Support training and knowledge posttest score was low ($P = .07$, $r = .25$).
Table 3. Participant attitudes and perceptions regarding Resus Days based on a score of 1=strongly disagree to 10=strongly agree.

<table>
<thead>
<tr>
<th>Attitudes and perceptions</th>
<th>Participant in game group (n=52)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall satisfaction with Resus Days, median (IQR&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td>Resus Days helped improve my CPR&lt;sup&gt;a&lt;/sup&gt; knowledge, median (IQR)</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td>If you think game helped improve your ALS&lt;sup&gt;a&lt;/sup&gt; knowledge, please specify a reason (students could select more than one answer; n=62), n(%)</td>
<td></td>
</tr>
<tr>
<td>The game helped me become familiar with cardiac arrest scenarios</td>
<td>15 (24)</td>
</tr>
<tr>
<td>The game emphasized critical points in the ALS algorithm</td>
<td>13 (21)</td>
</tr>
<tr>
<td>Repeatedly playing the game helped me memorized the CPR algorithm and correct medication dosages</td>
<td>10 (16)</td>
</tr>
<tr>
<td>The game improved my decision-making ability and made me more confident</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Other</td>
<td>17 (27)</td>
</tr>
<tr>
<td>Suggestions for improving the game, n (%)</td>
<td></td>
</tr>
<tr>
<td>Create more scenarios (eg, postcardiac arrest care, myocardial infarction)</td>
<td>22 (42)</td>
</tr>
<tr>
<td>Make changes with regard to gameplay</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Allow the player to choose the drug doses</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Bug fixes</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (8)</td>
</tr>
<tr>
<td>None</td>
<td>13 (25)</td>
</tr>
<tr>
<td>Frequency of playing any other online games, n (%)</td>
<td></td>
</tr>
<tr>
<td>1 day per week</td>
<td>14 (27)</td>
</tr>
<tr>
<td>Every day</td>
<td>12 (23)</td>
</tr>
<tr>
<td>&lt;1 day per week</td>
<td>11 (21)</td>
</tr>
<tr>
<td>Every 2 to 3 days</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Never</td>
<td>7 (14)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.  
<sup>b</sup>CPR: cardiopulmonary resuscitation.  
<sup>c</sup>ALS: Advanced Life Support.

**Discussion**

**Principal Findings**

ALS certification is mandatory for all medical students entering their clinical years. This study demonstrates the merits of using a serious video game to augment ALS knowledge, especially regarding the ALS algorithm. In addition, the game group had a higher pass rate on the ALS skill test and indicated greater satisfaction with their training.

Previous studies have also examined the effectiveness of games in helping students practice their resuscitation skills. Creutzfeldt et al [18], for example, conducted a study that evaluated the efficacy of game technology as part of a pre-BLS training program for medical students, which led to improved BLS knowledge and performance. These improvements were associated with adherence to the guidelines, which resulted in students performing chest compressions with the appropriate frequency. However, that study had a limited sample size, and its findings required confirmation. Our findings are consistent with those of Creutzfeldt et al [18], but we had a larger sample size and applied game-based learning to training in ALS, which has a more complicated algorithm. The game group exhibited clear improvement with regard to ALS algorithm knowledge. They also demonstrated improvements in terms of skill, but not to a statistically significant extent.

Several studies have reported beneficial effects of game-based training on medical student learning outcomes [18,21-23]. A large number of the medical students in our study had positive attitudes about Resus Days, indicating that the game helped them become more familiar with various cardiac arrest scenarios prior to the ALS training course. These findings are in line with those of a study by Cheng et al [22], which found that game-based learning helped learners develop a holistic understanding of scientific concepts. Furthermore, some students stated that playing the game helped them memorize the CPR algorithm and medications. This may be due to improvements in cognitive function as a result of repetitive playing. Step-by-step game playing, in which scenarios become increasingly complicated, has been shown to stimulate critical thinking and increase engagement [18,21].

Another interesting finding was the low correlation between student game scores and their knowledge scores. This can be explained by the fact that some students may not have been familiar with the game mechanisms at first, resulting in them...
getting low scores despite being knowledgeable about ALS and having good pretest or posttest scores. Because of this, we do not recommend using a player’s game score as a substitute for traditional testing. However, regardless of players’ scores, their knowledge was significantly improved by playing the game. This is partially because the game provided the correct answers at the end of each scenario even if the player failed.

Several methods have been proposed to prepare trainees before attending ALS training courses. We found that engaging in game-based preparation prior to precourse ALS lectures (consisting of precourse algorithm rehearsal and lectures accompanied by Microsoft PowerPoint slides or lecture notes) was more beneficial than conventional precourse lectures alone. Although it was only an add-on intervention, the observed benefits demonstrated the ability of gamified training to improve a complicated medical course.

Most of the studies that have demonstrated the benefits of game-based learning have been conducted in high-income countries [20]. This study, however, was conducted in a low-middle income country and found that, even in this setting, game-based learning was practical and effective. In the near future, this may be used to help train large numbers of medical students or personnel in remote areas who have little or no access to traditional classroom-based lectures. However, if game-based learning in replace conventional ALS lectures, a randomized controlled trial using a well-designed game may be necessary.

**Strengths and Limitations**

One strength of our study is that it is the first to demonstrate the effectiveness of ALS pretraining using a smartphone game and addresses the feasibility of gamified learning in training students to treat highly complicated medical conditions. Second, we used a game that is available in an online store and therefore available to anyone with access to a compatible device. Although previous studies have developed their own games as tools for research [15,17,19], the initial design of such a study is costly and time consuming. Moreover, using a custom game specifically developed for a particular study would limit its generalizability. Third, as our study was a randomized controlled trial, differences in baseline characteristics between students in the game and control groups were limited. Finally, we performed a comparison of gamified learning with a standard ALS training course that was provided by certified CPR providers and that met international standards.

However, our study also had some potential limitations. First, this was a single-center study, which limits the generalizability of the results. Second, we evaluated students based on their knowledge scores, which are imperfect indicators of how someone will perform in real-world scenarios. Third, the sample size was only large enough to evaluate student knowledge scores and not their results on the ALS skill test. Fourth, most of the participants in this study were medical students who were familiar with smartphone games. It is unclear how effective this kind of gamified learning would be in an older population such as senior doctors. Fifth, the students in the game group were assigned to play Resus Days for 1 hour before attending the lecture and were allowed to play as much as they wished during the training course; however, we did not have specific protocol and did not collect any data regarding the frequency of gameplay during the 2-day training. Finally, the content in this game was developed by an individual physician based on standard guidelines, not by a content expert or trusted organization.

**Conclusions**

Our results demonstrate that incorporating a serious smartphone game (Resus Days) in medical students’ ALS training leads to better algorithm knowledge scores than conventional training alone. In addition, students in the game group indicated high satisfaction with their training. Although there was no significant difference between the two groups in terms of their pass rates on the ALS skills test, those who trained using the serious game tended to do better.
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Abstract

**Background:** Patients with secondary pain due to mucositis after chemotherapy require treatment with morphine. Use of electronic video games (EVGs) has been shown to be an effective method of analgesia in other clinical settings.

**Objective:** The main objective of this study was to assess the association between the use of EVGs and the intensity of pain caused by chemotherapy-induced mucositis in pediatric patients with cancer. The secondary objective was to assess the association between changes in pain intensity and sympathetic-parasympathetic balance in this sample of pediatric patients.

**Methods:** Clinical records were compared between the day prior to the use of EVGs and the day after the use of EVGs. The variables were variations in pupil size measured using the AlgiScan video pupilometer (IDMed, Marseille, France), heart rate variability measured using the Analgesia Nociception Index (ANI) monitor (Mdoloris Medical Systems, Loos, France), intensity of pain measured using the Numerical Rating Scale (score 0-10), and self-administered morphine pump parameters.

**Results:** Twenty patients (11 girls and nine boys; mean age 11.5 years, SD 4.5 years; mean weight 41.5 kg, SD 20.7 kg) who met all the inclusion criteria were recruited. EVGs were played for a mean of 2.3 (SD 1.3) hours per day, resulting in statistically significant changes. After playing EVGs, there was significantly lower daily morphine use (before vs after playing EVGs: 35.9 vs 28.6 μg/kg/day, \( P = .003 \)), lower demand for additional pain relief medication (17 vs 9.6 boluses in 24 hours, \( P = .001 \)), lower scores of incidental pain intensity (7.7 vs 5.4, \( P = .001 \)), lower scores of resting pain (4.8 vs 3.2, \( P = .01 \)), and higher basal parasympathetic tone as measured using the ANI monitor (61.8 vs 71.9, \( P = .009 \)). No variation in pupil size was observed with the use of EVGs.

**Conclusions:** The use of EVGs in pediatric patients with chemotherapy-induced mucositis has a considerable analgesic effect, which is associated physiologically with an increase in parasympathetic vagal tone despite lower consumption of morphine.
Introduction

Pediatric patients with cancer may experience chronic pain associated with the development of the illness itself, which is caused by compression or infiltration of nearby organs or nerves or by pathologic bone fractures. However, in this population, it is very common to observe acute pain specifically associated with the diagnostic or therapeutic procedures necessary for treatment [1]. Chemotherapy-induced mucositis (International Classification of Diseases 10th Revision: K12.30; International Classification of Diseases 11th Revision: DA01.11) is a relatively common complication associated with the use of chemotherapy in the treatment of young patients with cancers, such as leukemia [2]. It is associated with intense pain, and it has a considerable impact on patient quality of life, patient mood, and the current and future evolution of the illness [3].

Acute nociception has been found to be associated with changes in the sympathetic-parasympathetic balance, including the response of pupil dilation and respiratory variations involving heart rate. A positive association has been proven between the magnitude of these vegetative changes and pain intensity [4].

Given the impact of acute pain associated with chemotherapy-induced mucositis, it is very important to administer adequate analgesia. Some of the recommended measures include lidocaine mouthwash and regulated use of analgesics, particularly strong ones such as morphine, with a patient-controlled analgesia (PCA) pump, which allows the patient to administer additional doses of morphine during peaks of intense pain [5]. However, the use of this potent opioid analgesia is not free of likely adverse effects, such as nausea or vomiting, drowsiness, itching, and urinary retention, and very serious or fatal complications, such as respiratory depression [6].

Distraction has been widely used to reduce the intensity of pain and improve function in individuals with pain, especially young individuals [7]. So-called new technologies are increasingly being used to facilitate distraction and increase effectiveness in different groups of patients with pain [8]. Electronic video games (EVGs) are of particular interest in children and adolescents owing to their proven record of attracting the attention of these individuals [9]. Although studies have shown strong positive associations between the use of EVGs and the reduction of pain intensity [10], as well as the functional adaptation of patients while undergoing different potentially painful medical interventions [7], no studies to date have proven the effectiveness of this approach for this type of pain associated with cancer-related mucositis.

Given these considerations, the main objective of this study was to assess the association between the use of EVGs and the intensity of pain (measured using the Numerical Rating Scale [NRS]), which was caused by chemotherapy-induced mucositis, in a sample of pediatric patients with cancer. As a secondary objective, the study assessed the associations of changes in pain intensity with vegetative changes in the sympathetic-parasympathetic balance assessed using a Analgesia Nociception Index (ANI) monitor (Mdoloris Medical Systems, Loos, France) and variations in pupil size assessed using AlgiScan (IDMed, Marseille, France) in this sample of pediatric patients. We hypothesized that EVG use is significantly and negatively associated with pain intensity ratings and morphine consumption. We also hypothesized that EVG use is positively associated with vagal tone.

Methods

Study Design

We designed an analytic observational study with a quasi-experimental pre/posttest methodology.

Participants

Participants in this study were children and adolescents with pain secondary to mucositis, who were receiving treatment in our tertiary hospital in relation to cancer [4]. In order to take part in this study, potential participants had to provide approval. In addition, written informed consent was requested from their parents. We excluded children complaining of pain prior to mucositis. Finally, potential participants could not have any intellectual disability that might interfere with the correct use of video games.

The study included all patients aged between 4 and 17 years, who were hospitalized at the children’s oncology ward of the hospital and who received treatment between January 2016 and December 2017 for acute pain caused by grade 3 or 4 mucositis in the context of treatment for cancer [2]. According to the World Health Organization, the grades of mucositis are as follows: grade 1, soreness with or without erythema; grade 2, erythema ulcers (patient can consume a solid diet); grade 3, ulcers and extensive erythema (patient cannot consume a solid diet); and grade 4, mucositis to the extent that alimentation is not possible. Grades 3 and 4 are considered to indicate severe mucositis. Children with an intellectual inability to understand video games and those who refused to play them were excluded from the study.

Procedure

Potential participants were invited when a PCA pump (model Sapphire; Hospira, Illinois, USA) with morphine for pain relief was indicated. At that point, the goals of the study were explained. Patients were included in the treatment protocol for acute pain at the children’s pain service, which involved a PCA pump that administered morphine chloride (1 mg morphine/kg body weight up to a maximum of 50 mg, diluted in 100 mL of saline) with the following parameters: continuous perfusion at 0-1 mL/h and a bolus on demand of 1-2 mL every 5 minutes, up to a maximum of 10 mL in 4 hours.
If a patient was under 12 years old, one of the parents or guardians was considered responsible for signing the consent form.

Those interested in taking part were offered the possibility of playing video games on PlayStation Vita (Sony Interactive Entertainment España, Madrid, Spain) on demand, with a range of different alternatives available depending on the patient’s preference and age as follows: age-rated puzzles, sports, platforms, and strategy games.

After 24 hours of established analgesia, patients were usually visited by members of the children’s pain service at 9 am for 30 minutes to compile information on the variables adopted (ie, pain and anxiety intensities, PCA parameters, and ANI and AlgiiScan values). Figure 1 shows one of the participants with a PCA morphine pump while playing an EVG. The information on outcome variables was again collected during a visit at the same time on the following day after having played the EVG.

Figure 1. Child playing an electronic video game while being fitted with a patient-controlled analgesia pump and monitored for respiratory heart rate variability.

The study was approved by the Ethics Committee at La Paz University Hospital on May 21, 2015 (code: PI-1217).

Measures

With regard to demographic and descriptive variables, information on age and sex was collected for descriptive purposes.

Participants were asked to report their pain intensity using the NRS-11 (scores 0-10). Participants were asked to rate their average pain intensity during the past 24 hours by choosing a single whole number between 0 (no pain) and 10 (pain as bad as could be), which best represented the pain during most of the day under rest conditions (basal or resting pain) and especially when patients tried to swallow even their own saliva (incidental pain). The NRS-11 has been found to provide valid and reliable scores when used in young people, including children as young as 6 years of age [11]. We eventually included a 4-year-old girl because she was very co-operative and understood the NRS-11 perfectly (we compared her NRS score with the score of an observational pain scale validated for her age and noted the same score).

In addition to this information, we developed a survey to collect information about the following: (1) PCA use in the previous 24 hours (information about the total morphine dose administered and the required bolus/administered bolus); (2) ANI parameters (where 100 indicates maximum parasympathetic predominance and 0 indicates maximum sympathetic predominance; maximum, minimum, and mean values during the 30-minute visit); and (3) parameters for pupil dilation (in mm) according to the pupillometry index at three time points (beginning of the visit, after 15 minutes, and end of the visit).

Finally, information was collected about the amount of time spent playing EVGs, with children’s relatives asked to report the daily total minutes played.

Data Analysis Plan

We first calculated percentages, means, and SDs of the study variables for descriptive purposes. A Wilcoxon test was performed for categorical variables (ie, pain scores), and a Student t test was performed for ordinal variables (ie, dose of morphine, number of boluses required, ANI score, and pupil size).

Results

Sample Description

Of 25 patients invited to join the study, 20 (80%) agreed to participate in the study. Of these 20 patients, 12 had acute lymphoblastic leukemia, five had received a bone marrow transplant, and the remaining three had acute myeloid leukemia. One 6-year-old girl showed clinical signs of probable septic
shock that required admission to the pediatric intensive care unit, and she was excluded from the study.

Of the remaining 19 patients, 10 were girls and nine were boys, with a mean age of 11.5 (SD 4.5; range 4-17) years. EVGs were played for a mean of 2.3 (SD 1.3) hours per day. Table 1 shows the other descriptive details and the study variables.

Table 1. Parameters of the patient-controlled analgesia pump, Analgesia Nociception Index monitor, and AlgiScan monitor on treatment days.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without video games, mean (SD)</th>
<th>With video games, mean (SD)</th>
<th>Student t test ($t_{1,18}$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily total dose of morphine (µg/kg)</td>
<td>35.9 (27.0)</td>
<td>28.6 (27.1)</td>
<td>3.51</td>
<td>.003</td>
</tr>
<tr>
<td>Number of required boluses of morphine</td>
<td>17 (14.9)</td>
<td>9.5 (9.5)</td>
<td>2.87</td>
<td>.01</td>
</tr>
<tr>
<td>ANI*, medial</td>
<td>62.1 (12.4)</td>
<td>71.9 (14.8)</td>
<td>−3.01</td>
<td>.009</td>
</tr>
<tr>
<td>ANI, maximum</td>
<td>79.6 (12.6)</td>
<td>86.0 (9.4)</td>
<td>−2.01</td>
<td>.06</td>
</tr>
<tr>
<td>ANI, minimum</td>
<td>48.2 (9.6)</td>
<td>55.7 (14.6)</td>
<td>−2.20</td>
<td>.045</td>
</tr>
<tr>
<td>Pupil size (mm)</td>
<td>4.9 (0.3)</td>
<td>5.3 (0.5)</td>
<td>−0.37</td>
<td>.37</td>
</tr>
</tbody>
</table>

*ANI: Analgesia Nociception Index.

**Effects of the Use of Electronic Video Games on Subjective Variables**

The results of the completed analyses showed that the mean incidental pain intensity reported in the previous 24 hours reduced significantly after playing EVGs (mean score with vs without EVGs: 5.4, SD 2.7 vs 7.7, SD 2.3; $Z = −3.189; P = .001$) (Figure 2). Similarly, the mean basal pain intensity reported in the previous 24 hours reduced significantly after playing EVGs (mean score with vs without EVGs: 3.2, SD 2.4 vs 4.8, SD 2.8; $Z = −2.570; P = .01$) (Figure 3).

**Figure 2.** Distribution of hours of playing video games with the maximum variation in incidental pain with and without the use of video games in each patient.
Effects of the Use of Electronic Video Games on Objective Variables

The parameters of the electronic PCA pump showed a 20% decrease in the daily consumption of morphine on the day the video games were played (mean value $[\mu g/kg]$ with vs without EVGs: 28.6, SD 27.1 vs 35.9, SD 27.0; $P=.003$), with a 44% decrease in the number of on-demand boluses (mean number with vs without EVGs: 9.5, SD 9.5 vs 17, SD 14.9; $P=.01$).

The ANI parameters showed a statistically significant 14% increase in parasympathetic baseline tone on the day after playing the video games (mean value with vs without EVGs: 71.9, SD 14.8 vs 62.1, SD 12.4; $P=.009$) (Table 1). However, pupil size showed no changes in sympathetic tone between the two days (Table 1).

Discussion

To the best of our knowledge, this is the first clinical trial to study the efficacy of playing video games to reduce the pain associated with chemotherapy-induced mucositis related to the treatment of young patients with cancer. The results were as expected. This is to say that as hypothesized, participants reported lower levels of pain intensity after playing video games (significant reduction by 30% regarding incidental pain and 33% regarding basal pain; Figure 3). Furthermore, the results showed that this analgesic effect was accompanied by a vegetative association involving an increase in the parasympathetic tone of the autonomic nervous system. To date, this vegetative influence had not been studied in the management of acute pain (with a duration of a few days) in oncology or other fields.

The EVGs were especially effective in reducing incidental pain that is characteristically associated with mucositis (eg, when patients are not able to even swallow saliva), and we observed a highly remarkable reduction in the peak of pain, along with a 44% decrease in the need for additional morphine boluses to control incidental pain, resulting in a 20% decrease in the daily total dose of morphine administered. This is of particular importance as a reduction in the dose of morphine would logically result in a reduction in common morphine-associated side effects, such as paralytic ileus, nausea or vomiting, and pruritus [6].

Interestingly, the effect was so intense that it influenced the sympathetic-parasympathetic balance of the patients. A sympathetic-parasympathetic imbalance is caused by the presence of a harmful stimulus that tends toward sympathetic activation, while physiological recovery is achieved by the parasympathetic system [12].

The patients included in this study had secondary pain caused by mucositis. Chemotherapy-induced mucositis causes acute pain with a high intensity regarding pain sensation [13], as can be seen from the high initial pain levels reported by our patients, despite the regulated use of intravenous analgesia. In the case of our patients’ mucositis, their pain could occasionally exacerbate, leading to very intense pain and great suffering, as well as emotional stress for their relatives [2]. This condition could also have a negative effect on our patients’ prognosis, as it could be a source of infectious complications, such as sepsis, which was experienced by one of the patients who had consented to participate but required admission to the intensive care unit.

Our results are consistent with evidence-based medicine, which has shown that EVGs are effective in pediatric patients as both psychological therapy and treatment for boosting physical function [14]. In fact, psychologically, EVGs have been shown to reduce the anxiety associated with hospitalization or cause a state similar to mental relaxation in children [15]. Furthermore, games with an interactive element have been used to encourage physical exercise and thus reduce chronic pain in children with juvenile arthritis [16].

As analgesia, video games have been proven to be useful in reducing pain among children, especially in the case of pain associated with procedures for venipuncture [7], wound cleaning and dressing changes in burn victims [10], and other painful procedures related to other chronic illnesses [17].
The mean duration of video game use in this study was close to 3 hours per day, which is the value established in several studies as the threshold after which video games start to be more harmful than beneficial to health [18]. Thus, the general recommendation to not exceed this time of 3 hours a day of playing video games in hospitalized children should be considered by both parents and responsible physicians.

Video games have already been shown to be effective in pediatric oncology patients, encouraging physical rehabilitation during the patient’s recovery phase after disease remission [19] and allowing relief from pain and anxiety associated with the placement of percutaneous central catheters [20]. As of now and according to the findings of this study, it is possible to recommend video games during the acute phase of painful oncological mucositis.

The ANI monitor measures parasympathetic activity through the analysis of respiratory sinus arrhythmia, assessing heart rate variability induced by each respiratory cycle (spontaneous or artificial). In conscious patients, the ANI indicates acute pain and stress levels. Normal values are higher than 50, and higher levels indicate higher parasympathetic-sympathetic balance. This device has been used successfully to measure the level of nociception during different painful situations, including surgery in children [21]. However, in this study, a 14% increase in the ANI was noted during the visit on the day after playing video games, suggesting that the beneficial effects of video games did not have a short duration but extended for several hours. However, no difference in pupil size was found despite the fact that pupil size directly depends on the opiate dose [22]. In this study, there was a 20% reduction in the dose of morphine, but this was not accompanied by an increase in pupil size. This finding might be associated with a high parasympathetic tone (confirmed by the ANI), which promotes pupil myosis and probably compensates the effect of a reduction in the opiate dose.

If the results of this study are confirmed in future work, the clinical implications of the findings would be great, as EVGs could be included as part of the nonpharmacological treatment plan for cancer-related mucositis in pediatric patients.

This study has some limitations that should be considered when interpreting the results. First, the sample size was small. Additional research with a larger sample size would be needed to help determine the reliability of the findings. Second, although the study design allowed for the evaluation of concurrent associations among the scores of the study variables, we were not able to test for causal associations. Thus, clinical trials with control groups are needed to evaluate the causal influence of the use of video games on outcome variables.

Despite the limitations of this study, the findings provide important additional information on the potential value of using video games to reduce pain and suffering, as well as enhance health recovery by increasing vagal tone in a very safe and efficient way. The use of video games for a mean of approximately 2 hours in children with intense mucositis relieved their pain by 30%, with a 14% increase in vagal tone, and at the same time, it reduced the daily dose of morphine by 20%.

The findings are consistent with a biopsychosocial model of pain, supporting the use of medical or physical and psychosocial interventions to prevent or manage pain in young patients [23,24]. Additional research to identify the best methods to provide this integrated help to young patients undergoing painful medical procedures is warranted.
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Abstract

Background: Scalable and accurate health outcome prediction using electronic health record (EHR) data has gained much attention in research recently. Previous machine learning models mostly ignore relations between different types of clinical data (ie, laboratory components, International Classification of Diseases codes, and medications).

Objective: This study aimed to model such relations and build predictive models using the EHR data from intensive care units. We developed innovative neural network models and compared them with the widely used logistic regression model and other state-of-the-art neural network models to predict the patient’s mortality using their longitudinal EHR data.

Methods: We built a set of neural network models that we collectively called as long short-term memory (LSTM) outcome prediction using comprehensive feature relations or in short, CLOUT. Our CLOUT models use a correlational neural network model to identify a latent space representation between different types of discrete clinical features during a patient’s encounter and integrate the latent representation into an LSTM-based predictive model framework. In addition, we designed an ablation experiment to identify risk factors from our CLOUT models. Using physicians’ input as the gold standard, we compared the risk factors identified by both CLOUT and logistic regression models.

Results: Experiments on the Medical Information Mart for Intensive Care-III dataset (selected patient population: 7537) show that CLOUT (area under the receiver operating characteristic curve=0.89) has surpassed logistic regression (0.82) and other baseline NN models (<0.86). In addition, physicians’ agreement with the CLOUT-derived risk factor rankings was statistically significantly higher than the agreement with the logistic regression model.

Conclusions: Our results support the applicability of CLOUT for real-world clinical use in identifying patients at high risk of mortality.

(J Med Internet Res 2020;22(3):e16374) doi:10.2196/16374
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Introduction

Background

High-precision predictive modeling of clinical outcomes (e.g., adverse events such as the onset of disease and death) is a clinically important but computationally challenging task. If physicians can be notified about the risks of adverse events in advance, they may be able to take steps to prevent them. Electronic health records (EHRs) are widely used in US hospitals and are becoming more mature over time [1]. They have been actively researched for predictive modeling [2-8].

Almost 6 million patients are admitted annually to intensive care units (ICUs) in the United States for airway support, for hemodynamic or respiratory monitoring, and to stabilize acute or life-threatening medical problems [9-15]. Patients in ICUs are vulnerable to many acute diseases and often suffer from chronic illness, but the leading causes of death in the ICU are multi-organ failure, sepsis, and cardiovascular disease. Approximately 10% to 30% of adult patients die before hospital discharge in ICUs [16-30]. Regression models have been widely used for predicting mortality for ICU patients [31]. Goal-directed sepsis care represents an example of a successful, evidence-based approach to the care of critically ill patients with sepsis that uses predictive modeling to target patients at high risk for mortality with life-saving upstream therapies [21].

During the past several years, neural network models have shown a great success for many artificial intelligence applications including computer vision, natural language processing, and predictive modeling [4,32-34]. Neural network-based predictive models include the convolutional neural network (CNN) and recurrent neural network (RNN) framework.

Although studies show that CNN models do not necessarily outperform conventional predictive models such as regression models [35], RNNs [36] have been shown to work well with sequential data such as longitudinal EHRs. There have been promising results regarding the use of RNNs in clinical applications such as diagnosis predictions [6,37,38]. Autoencoders [39] are another class of neural networks that extract rich representations using large unlabeled EHR data and have shown state-of-the-art performance in prediction [4].

Although NN-based predictive models have been developed, most models are based on bag of features, and few have explicitly modeled the complex relationships between different types of EHR data. Clinical events and diagnoses are not isolated but instead are complex, multifaceted, and often correlated. For example, diagnostic testing leads to a new finding, which may lead to a specific treatment. Therefore, we believe it is important to account for such relationships to improve the predictive power of a model.

Objective

The main objective of this work is to develop innovative prediction models to accurately predict patient mortality using patients’ longitudinal EHR data. An important component of our models is a correlational neural network, which is a special neural network model that accounts for correlations between different types of features. We modeled the relationships between different types of clinical features in the EHR through a correlational neural network and integrated them into LSTM-based predictive models for improved performance.

Contributions

Our main contributions include learning of latent features from different clinical data types and integrating the learned latent features for outcome prediction using longitudinal EHR data. Our results show that the integration of latent features yielded the highest results for predicting patient mortality using the ICU data.

In addition to evaluating our CLOUT models using the traditional evaluation metrics such as sensitivity, specificity, and area under the receiver operating characteristic curve, we studied the interpretability of our predictive models. Specifically, we designed a simple ablation experiment [40] to identify important features (or risk factors). Our evaluation results show that physicians were more in agreement with the risk factors ranked by CLOUT than the ones ranked by the commonly used logistic regression model.

In summary, our contributions are twofold: (1) We developed an innovative long short-term memory (LSTM)–based predictive model where a correlational neural network is integrated to identify relationships and latent representations of different clinical features. Our CLOUT model has state-of-the-art performance in mortality prediction, surpassing other competitive NN models and a logistic regression model. (2) We provide a comprehensive evaluation of risk factors identified by our neural network models. Our results show that the risk factors identified by the CLOUT model agree with physicians’ assessment, suggesting that CLOUT could be used in real-world clinical settings.

Methods

The Medical Information Mart for Intensive Care-III Dataset

All models are trained and evaluated on the Medical Information Mart for Intensive Care-III (MIMIC-III) dataset; an EHR dataset made publicly available by the Massachusetts Institute of Technology Laboratory for Computational Physiology. MIMIC-III has been widely used for predictive models [41]. The dataset contains 7537 patients with two or more encounters, which is the subset we used to build our CLOUT and baseline models. We call this dataset p-MIMIC. Some demographic information for patients in this dataset is given in Table 1.
Table 1. Patient demographic information (N=7537).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>74.74</td>
</tr>
<tr>
<td>Median</td>
<td>66.00</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4190 (55.59)</td>
</tr>
<tr>
<td>Female</td>
<td>3347 (44.41)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5644 (74.88)</td>
</tr>
<tr>
<td>Black</td>
<td>867 (11.50)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>277 (3.68)</td>
</tr>
<tr>
<td>Asian</td>
<td>226 (3.00)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>523 (6.94)</td>
</tr>
</tbody>
</table>

We require two or more encounters because we remove the last encounter while making predictions, requiring us to have at least one other encounter with data. We use patient mortality as our outcome label. This label is obtained in the MIMIC dataset from the hospital records and the social security death records. In our dataset of 7537 patients, we have 2825 (37.9%) documented deaths. Further details about MIMIC are covered in Multimedia Appendix 1.

The dataset was further divided into train, validation, and test splits, each containing approximately 69.99% (5275/7537), 9.99% (753/7537), and 20.02% (1509/7537) of the patients, respectively. Once we picked the optimal model hyper-parameters using the validation set, the model was retrained on the combined train-validation set, which contained 79.98% (6028/7537) of the data.

Baselines—Reverse Time Attention Model, Time-Aware Reverse Time Attention Model, Logistic Regression Models

Our first set of baseline models are versions of the RETAIN model, which is one of the few publicly available predictive models for EHRs. RETAIN was built on an RNN model, and evaluation has shown that it achieved both state-of-the-art performance and interpretability [6].

RETAIN by itself does not incorporate temporal information beyond the RNN framework; such fine-grained temporal information may be important to patient outcomes. For example, the severity of 2 acute myocardial infarctions separated by different durations could have different clinical implications. On the other hand, there is an option to include the time features to the encounter vector. Therefore, we implemented time-aware RETAIN (TaRETAIN) models as additional baselines by concatenating time information to the input features. We experimented with two different approaches to create the time feature: number of days elapsed since the first encounter and number of days elapsed since the previous encounter. We call these 2 models TaRETAIN-first and TaRETAIN-previous.

Another baseline model is logistic regression as it has been commonly used with EHR data. Although logistic regression is best in interpretability, it is difficult to incorporate temporal information. We therefore combined all the information documented in an encounter to form 1 feature vector for each patient. Our logistic regression model was also augmented with the l2 penalty.

The CLOUT Models

The CLOUT models are built upon the state-of-the-art LSTM framework. We provide a description of relevant concepts or components that are built into our CLOUT models in Multimedia Appendix 2.

Unlike other RNN models, LSTMs can learn dependencies over longer intervals more efficiently [42]. In this study, CLOUT represented all LSTM-based predictive models we built for EHRs. The central architecture, as shown in Figure 1, is an attention-based LSTM model that processed the encounter vectors and made a binary class prediction.

Given a patient with encounters, the encounter vectors derived from a CLOUT model are $e_1, e_2, ... e_n$. We ran the encounter vectors through the LSTM framework to get the hidden vectors at each time step, $h_1, h_2, ... h_n$. We then used the attention module to find the weighted sum of these hidden vectors. Formally, $H = a_1 \cdot h_1 + a_2 \cdot h_2 + ... a_n \cdot h_n$. The vector was then sent through a linear layer, and the output was squashed between 0 and 1 using a sigmoid function. This final output represented the probability of a positive class, which in our current application was the probability that the patient died.

Note that our LSTM architecture is commonly used for sequence data. The innovation of this work is the representation of the encounter vector that integrates different types of EHR data, which we will describe below.
**A Simple Concatenation Model**

In this version of CLOUT, the encounter vector was derived by a simple concatenation of different types of features. Every patient encounter had a set of documented International Classification of Diseases (ICD) codes, medications, and laboratory components. We converted these to 3 bit-vectors, \( \mathbf{I} \), \( \mathbf{M} \), and \( \mathbf{L} \), respectively, each of the size of the vocabularies. Bit-vectors are vectors of size equal to the length of the vocabulary with 1 at the index where the feature is documented and 0 everywhere else. We passed these bit-vectors through linear embedding layers to get their dense vector representations. We concatenated these dense vector representations and passed the resultant vector through a nonlinear function such as the rectified linear unit \([43]\) to get the final encounter representation, \( \mathbf{e}_c \).

**The Latent Space Representation**

ICD codes, medications, and laboratory results are not isolated unrelated clinical information. They are clinically intertwined or correlated. For example, as stated earlier, medications depend upon the diagnoses of the patient in that encounter. To capture the correlations among EHR data, we added a multi-view latent space component, as shown in Figure 2, by adapting a correlational neural network \([45]\) framework.

We used a correlational neural network for 3 views (ICD codes, medications, and laboratory components) to construct the latent representation for our latent space model. This component is graphically shown in Figure 3.

The latent space representation is a measure of the patient condition—a combination of related information from diagnosis codes, medications, and laboratory components. The details of this component are further described in Multimedia Appendix 3.

To integrate latent space representation into the encounter vector, we first projected the encounter into this latent space to get the latent space vector, \( \mathbf{l} \). We simultaneously performed all of the operations in the simple concatenation version to find the encounter vector of that version, \( \mathbf{e}_c \). The final encounter vector was the concatenation of \( \mathbf{l} \) and \( \mathbf{e}_c \). The model described here is shown in Figure 2. Note that the c-operation stands for concatenation.

To evaluate the effectiveness of the correlational neural network, we also implemented a traditional autoencoder with one hidden layer \( f \) and one output layer \( g \) with the goal to reconstruct the input using a hidden representation of lower dimensions. We called this model CLOUT-autoencoder.
**Evaluation**

We evaluated each of the baseline and CLOUT models on the p-MIMIC dataset. We obtain true-positives (TP), false-positives (FP), true-negatives (TN), and false-negatives (FN). We report area under the receiver operating characteristic curve (AUC-ROC) scores for all models, and precision [ ], recall [ ], and F1-scores [ ] for the top performing models.

**Risk Factor Experiment With Physicians**

Predictive models would be of limited clinical use if the models are not interpretable. To interpret or identify the risk factors in our CLOUT models, we conduct an ablation experiment, which has been widely used for feature engineering. We perturb the patient data to zero out the contribution of a feature and calculate the corresponding difference in output. This classical method shows the contribution of each feature, which may correspond to the risk score.

Recall that each of our CLOUT models outputs a probability score that indicates mortality risk. So, the difference in output would be the reduction in this probability, which we call the attribution weight of the given feature. We calculated the attribution weight for each ICD code, medication, and laboratory component that is documented in the patient’s EHRs. These features would then constitute the risk factors associated with the mortality, and the attribution weight represents the strength of the association.

Although ablation experiments have been widely used for feature engineering and interpretation of neural network models in many applications [46], they have not been evaluated for identifying risk factors of patient outcome based on longitudinal EHRs.

Therefore, we designed a comprehensive evaluation of the risk factors ranked by CLOUT and compared them with ones ranked by a logistic regression model. Specifically, we ranked the risk factors at the patient level and population level. At the patient level, each risk factor (ie, feature or variable) is weighted by its contribution to the correct prediction to the patient. We ranked the risk factors at the population level by aggregating and
normalizing the attribution weights of features across the patient population.

**Experiment Design**

Using stratified random sampling, we selected a subset of risk factors from the prediction models CLOUT and logistic regression, respectively, and asked 5 unbiased physicians (4 internists and 1 cardiologist), who were not privy to the reasons for doing the ranking, to independently judge the clinical relevance of those risk factors.

To reduce the total number of features that the physicians need to evaluate, we selected features from CLOUT. Specifically, for each feature, the ablation experiment output a relevance score. We bin the features into 3 groups: (1) top 20 features, (2) 20-50 features, and (3) the remaining features. From each bin, we randomly selected 4 features. We then randomly selected 1 patient and accordingly obtained a total of 12 features for that patient. We also obtained the ranked list of features by population and followed a similar bin strategy to select another 18 features distributed across the different feature sets (we purposely selected those features that differ from the features we selected from the sample patient so that we could maximize our evaluation features). Therefore, we selected a total of 30 features (12 by a patient and 18 by the population).

We randomized those 30 features and asked the 5 physicians who are blinded to the CLOUT rankings to evaluate, for each feature, its clinical relevance. Specifically, we asked each physician to score the feature (1-5, with 1 as the least relevant and 5 the most relevant) based on their clinical knowledge or guidelines.

We calculated the Pearson correlation coefficient between physicians’ scores for pairwise agreements between physicians, and between the CLOUT scores and physicians’ scores. We also performed a t test for statistical significance. We used the same 30 features to evaluate the logistic regression model and, in this case, using the weight assigned by the logistic regression model for the ranking.

Finally, we performed another evaluation where we first averaged the scores of all the physicians to obtain a representative gold standard. We then computed the correlation coefficients between these scores and the scores from our models and the logistic regression baseline.

**Results**

**Model Performance**

During our experiments, we found that models using abnormal laboratory components as input (ie, binary coding of normal/abnormal) performed better than those using all the laboratory components. Therefore, the results presented here for the p-MIMIC dataset used only the abnormal labs recorded in patient encounters through an abnormal flag.

As shown in Table 2, the AUC-ROC results for our CLOUT models are significantly better ($P < .001$) than both the RETAIN and the logistic regression models. The AUC-ROC curves for the representative models are presented in Figure 4. Our CLOUT model with concatenated latent space representation (Figure 2) achieved 0.89 AUC-ROC score, which is more than 0.06 absolute increase over the ICD-RETAIN, logistic regression, and simple LSTM models and a 0.02 increase over RETAIN with all codes. To get a better understanding of our results, we also present the precision and recall scores for each class for the top models in Table 3.

Our latent space representation model also slightly outperformed the traditional autoencoder CLOUT model, although it is not statistically significant. An important result here is the integration of different levels of representations (input space and from either an autoencoder or a correlational autoencoder) substantially improves the performance of a model, which outperforms one that uses autoencoder alone. The code for our models and experiments can be found at our CLOUT repository [47].
Table 2. Area under the receiver operating characteristic curve scores for different models.

<table>
<thead>
<tr>
<th>Method</th>
<th>Area under the receiver operating characteristic curve, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.82 (0.0103)</td>
</tr>
<tr>
<td>RETAIN(^a) (only ICD(^b))</td>
<td>0.82 (0.0924)</td>
</tr>
<tr>
<td>TaRETAIN(^c)-first (only ICD)</td>
<td>0.82 (0.0118)</td>
</tr>
<tr>
<td>TaRETAIN(^c)-prev (only ICD)</td>
<td>0.82 (0.0919)</td>
</tr>
<tr>
<td>RETAIN (all codes)</td>
<td>0.86 (0.0105)</td>
</tr>
<tr>
<td>Long short-term memory with only ICD codes</td>
<td>0.83 (0.0104)</td>
</tr>
<tr>
<td>CLOUT(^d)—only autoencoder</td>
<td>0.80 (0.0116)</td>
</tr>
<tr>
<td>CLOUT—only latent space</td>
<td>0.81 (0.0082)</td>
</tr>
<tr>
<td>CLOUT—simple concatenation</td>
<td>0.88 (0.0096)</td>
</tr>
<tr>
<td>CLOUT—autoencoder concatenation</td>
<td>0.88 (0.0107)</td>
</tr>
<tr>
<td>CLOUT—latent space concatenation</td>
<td>0.89 (0.0138) (^e)</td>
</tr>
</tbody>
</table>

\(^a\)RETTAIN: Reverse Time Attention model.
\(^b\)ICD: International Classification of Diseases.
\(^c\)TaRETTAIN: time-aware RETAIN.
\(^d\)CLOUT: L(STM) Outcome prediction using Comprehensive features relations.
\(^e\)Best performing model.

Figure 4. The area under the receiver operating characteristic curves for various models. RETAIN: Reverse Time Attention model; CLOUT: L(STM) Outcome prediction using Comprehensive feature relations.
Table 3. Precision, recall, and F-scores for top CLOUT\textsuperscript{a} models.

<table>
<thead>
<tr>
<th>Method and class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLOUT—Simple concatenation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.85</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>1</td>
<td>0.71</td>
<td>0.76</td>
<td>0.73</td>
</tr>
<tr>
<td>Average</td>
<td>0.80</td>
<td>0.79</td>
<td>0.80</td>
</tr>
<tr>
<td>CLOUT—Autoencoder concatenation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>1</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>Average</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>CLOUT — Latent space concatenation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.84</td>
<td>0.88</td>
<td>0.86</td>
</tr>
<tr>
<td>1</td>
<td>0.78</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Average</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CLOUT: L(STM) Outcome prediction using Comprehensive features relations.

Risk Factors
To measure agreements among physicians, we compute the Pearson correlation coefficient between their scores. For patient-specific features, Table 4 shows the Pearson correlation coefficient between each pair of physicians and also between different models and the physicians. With the physician gold standard ratings computed by averaging, we found that our model had a correlation coefficient of 0.64, which is higher (4.9\%) than the correlation coefficient of 0.61 with the logistic regression model.

Table 4. Pearson correlation coefficients for agreement between physicians and models.

<table>
<thead>
<tr>
<th>Agreement</th>
<th>Physician 1, \textit{r}</th>
<th>Physician 2, \textit{r}</th>
<th>Physician 3, \textit{r}</th>
<th>Physician 4, \textit{r}</th>
<th>Physician 5, \textit{r}</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician-physician agreement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician 1</td>
<td>1.00</td>
<td>0.81</td>
<td>0.56</td>
<td>0.61</td>
<td>0.88</td>
<td>0.72 (0.13)</td>
</tr>
<tr>
<td>Physician 2</td>
<td>0.81</td>
<td>1.00</td>
<td>0.87</td>
<td>0.65</td>
<td>0.86</td>
<td>0.80 (0.09)</td>
</tr>
<tr>
<td>Physician 3</td>
<td>0.56</td>
<td>0.87</td>
<td>1.00</td>
<td>0.49</td>
<td>0.69</td>
<td>0.65 (0.14)</td>
</tr>
<tr>
<td>Physician 4</td>
<td>0.61</td>
<td>0.65</td>
<td>0.49</td>
<td>1.00</td>
<td>0.61</td>
<td>0.59 (0.06)</td>
</tr>
<tr>
<td>Physician 5</td>
<td>0.88</td>
<td>0.86</td>
<td>0.69</td>
<td>0.61</td>
<td>1.00</td>
<td>0.76 (0.11)</td>
</tr>
<tr>
<td>Physician-model agreement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.60</td>
<td>0.63</td>
<td>0.53</td>
<td>0.32</td>
<td>0.52</td>
<td>0.52 (0.11)</td>
</tr>
<tr>
<td>RETAIN\textsuperscript{a}</td>
<td>0.65</td>
<td>0.72</td>
<td>0.61</td>
<td>0.30</td>
<td>0.58</td>
<td>0.57 (0.14)</td>
</tr>
<tr>
<td>CLOUT\textsuperscript{b}—only autoencoder</td>
<td>-0.07</td>
<td>0.13</td>
<td>0.21</td>
<td>0.55\textsuperscript{c}</td>
<td>0.17</td>
<td>0.20 (0.20)</td>
</tr>
<tr>
<td>CLOUT—only latent space</td>
<td>0.42</td>
<td>0.77</td>
<td>0.64</td>
<td>0.35</td>
<td>0.53</td>
<td>0.54 (0.15)</td>
</tr>
<tr>
<td>CLOUT—simple concatenation</td>
<td>0.52</td>
<td>0.64</td>
<td>0.70</td>
<td>0.19</td>
<td>0.67</td>
<td>0.54 (0.19)</td>
</tr>
<tr>
<td>CLOUT—autoencoder concatenation</td>
<td>0.54</td>
<td>0.70</td>
<td>0.64</td>
<td>0.14</td>
<td>0.62</td>
<td>0.53 (0.20)</td>
</tr>
<tr>
<td>CLOUT—latent space concatenation</td>
<td>0.69</td>
<td>0.77</td>
<td>0.59</td>
<td>0.18</td>
<td>0.67</td>
<td>0.58 (0.21)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}RETAIN: Reverse Time Attention model.
\textsuperscript{b}CLOUT: L(STM) Outcome prediction using Comprehensive features relations.
\textsuperscript{c}Italicization signifies highest physician-model agreement in the column.

Discussion
Principal Findings
In this study, we have developed innovative CLOUT models and compared them with other state-of-the-art predictive models with respect to performance on mortality prediction. We found that the performance of almost every CLOUT model surpassed the competitive baseline models (eg, RETAIN). The results support that LSTM is a state-of-the-art framework for EHR-based predictive modeling.
Our results showed that the integration of different levels of latent representations (input space and from either an autoencoder or a correlational autoencoder) substantially improves the performance from 0.80 to 0.88 AUC-ROC. The rich representation may provide extra information to the model, which in turn helps the model make better predictions. The integration of different types of features (ie, ICD codes, laboratories, and medications) however had a mixed result. Specifically, the CLOUT model that incorporated only the abnormal laboratory results slightly surpassed the CLOUT model that incorporated all 3 features. This supported the importance of laboratory results for predicting mortality. Our results also suggested that there may be noisy information in the features. When CLOUT was implemented with the latent vectors included, it had the highest performance, an AUC-ROC score of 0.89 and an F1 score of 0.82. The result supports our approach of using the correlational neural network to identify latent vectors to best represent different but related clinical observations or variables.

On the other hand, when we incorporated temporal information as a feature, we showed little improvement in performance using RETAIN. A possible future direction is to explore time-dependent attentions, which may allow the model to integrate the temporal information in the architecture.

For the risk factors identified by our models, the average correlation coefficient between the physicians is mean 0.71 (SD 0.13), and the average Pearson correlation coefficients between CLOUT and the physicians and between logistic regression and physicians were 0.58 (SD 0.21) and 0.52 (SD 0.11), respectively. These results show a significant difference between the agreement among physicians and the agreement between the logistic regression model and the physicians (P=.04). In contrast, the difference in agreement between the CLOUT models and physicians is not statistically significant, strongly supporting the validity of risk factors and their ranking identified by CLOUT.

We also calculated the agreement with RETAIN for reference, and we found that the average was 0.57 (SD 0.14), which is still slightly less than the CLOUT model, with CLOUT losing out a lot with physician 4. Other CLOUT models also have slightly lower scores as reported in Table 4, but it is notable that the latent vector models that use the correlational autoencoder have better correlations (0.58, SD 0.21) with physicians than the ones that use a simple autoencoder (0.53, SD 0.20). The evaluation with our gold standard (the average physician scores) also informs us that CLOUT selects more meaningful features.

Our results show that physician 4 had a low correlation score with other physicians as well as with our CLOUT models. For example, lactulose enema, and encephalopathy not otherwise specified were scored as 2 by physician 4, whereas all the other physicians gave scores of 4 or greater. When we removed physician 4, the correlation between the latent space CLOUT model and the physicians improved from 0.58 to 0.68.

For population-level features, we performed similar evaluation between physician scores and the CLOUT model scores, and the average correlation coefficient values were ICD codes –0.19, medications –0.43, and laboratory components –0.37, which are lower than patient-specific interpretations. This is not surprising as many risk factors (eg, severe diseases) are rare events that are not present for patients in general.

Furthermore, CLOUT models captured important risk factors while making predictions. In general, our CLOUT models show that patients with diagnosis codes representing cranial nerve disorder and cystic liver disease were marked with a high risk of mortality. This is reasonable as those are diseases with a high risk of mortality.

**Limitations**

Our dataset was constructed from EHR data and is, hence, prone to standard data quality issues that EHRs typically have, as documented in the literature. EHRs are known to have missing diagnoses and medication codes for patients when compared with insurance claims. Furthermore, our analysis of ICU admissions does not account for death because of accidental circumstances such as car crashes. We used all the information exactly as it appears as it is infeasible to comb through all the records to pick patients for the study. Another limitation we would like to report is the absence of vital sign features in our dataset, which we ignore because of the involved preprocessing steps that are required to handle missing numerical values.

The CLOUT models have significant limitations as well. First, similar to most predictive models, the risk factors identified by the CLOUT models include cofounding variables. For example, we found that patients who have a prescription for a scopolamine patch have high-risk scores. This is a medication prescribed to terminally ill patients as part of palliative care regimen to reduce excessive airway secretion. So, in this case, the actual reason for palliative care is a strong risk factor for death, not the medication, which is a confounding factor. Another limitation of our work is that our models are very dependent on the population size. Bias could be introduced when the size is small. However, such limitations exist in most predictive models not reviewed or guided by physician oversight.

**Comparison With Prior Work**

We surveyed a variety of approaches to compare our models. This includes statistical approaches [48-52], deep learning–based approaches [6,38,53-55], and other phenotyping efforts [4,5]. We also surveyed papers on interpretability. A detailed analysis of all this can be found in Multimedia Appendix 4.

**Conclusions**

EHRs are widely available and have enormous untapped potential to predict patients’ health outcome. EHR-based predictive models are potentially hugely useful for clinical decision support. Our experiments show that incorporating comprehensive clinical information is useful and can improve predictions and that integrating latent space representations learned through a correlational neural network to clinical information led to the best performing CLOUT model. Our risk factor experiment with physicians also suggests that CLOUT models find more clinically relevant risk factors. Our results strongly support that CLOUT may be a useful tool to generate clinical prediction models, especially among hospitalized and critically ill patient populations.
The future directions include new models to incorporate the temporal information and methods to integrate clinical notes for predictive models. We may also explore other models to integrate different views, including the Capsule network model [56].
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>convolutional neural network</td>
</tr>
<tr>
<td>CLOUT</td>
<td>L(STM) Outcome prediction using Comprehensive features relations</td>
</tr>
<tr>
<td>EHR</td>
<td>electronic health record</td>
</tr>
<tr>
<td>ICD</td>
<td>International Classification of Diseases</td>
</tr>
<tr>
<td>ICU</td>
<td>intensive care unit</td>
</tr>
<tr>
<td>LSTM</td>
<td>long short-term memory</td>
</tr>
<tr>
<td>MIMIC-III</td>
<td>Medical Information Mart for Intensive Care-III</td>
</tr>
<tr>
<td>RETAIN</td>
<td>Reverse Time Attention model</td>
</tr>
<tr>
<td>RNN</td>
<td>recurrent neural network</td>
</tr>
<tr>
<td>TaRETAIN</td>
<td>time-aware RETAIN</td>
</tr>
</tbody>
</table>
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Abstract

Background: Patient monitoring is central to perioperative and intensive care patient safety. Current state-of-the-art monitors display vital signs as numbers and waveforms. Visual Patient technology creates an easy-to-interpret virtual patient avatar model that displays vital sign information as it would look in a real-life patient (eg, avatar changes skin color from healthy to cyanotic depending on oxygen saturation). In previous studies, anesthesia providers using Visual Patient perceived more vital signs during short glances than with conventional monitoring.

Objective: We aimed to study the deeper mechanisms underlying information perception in conventional and avatar-based monitoring.

Methods: In this prospective, multicenter study with a within-subject design, we showed 32 anesthesia providers four 3- and 10-second monitoring scenarios alternatingly as either routine conventional or avatar-based in random sequence. All participants observed the same scenarios with both technologies and reported the vital sign status after each scenario. Using eye-tracking, we evaluated which vital signs the participants had visually fixated (ie, could have potentially read and perceived) during a scenario. We compared the frequencies and durations of participants’ visual fixations of vital signs between the two technologies.

Results: Participants visually fixated more vital signs per scenario in avatar-based monitoring (median 10, IQR 9-11 versus median 6, IQR 4-8, P<.001; median of differences=3, 95% CI 3-4). In multivariable linear regression, monitoring technology (conventional versus avatar-based monitoring, difference=-3.3, P<.001) was an independent predictor of the number of visually fixated vital signs. The difference was less prominent in the longer (10-second) scenarios (difference=-1.5, P=.04). Study center, profession, gender, and scenario order did not influence the differences between methods. In all four scenarios, the participants visually fixated 9 of 11 vital signs statistically significantly longer using the avatar (all P<.001). Four critical vital signs (pulse rate, blood pressure, oxygen saturation, and respiratory rate) were visible almost the entire time of a scenario with the avatar; these were only visible for fractions of the observations with conventional monitoring. Visual fixation of a certain vital sign was associated with the correct perception of that vital sign in both technologies (avatar: phi coefficient=0.358; conventional monitoring: phi coefficient=0.515, both P<.001).

Conclusions: This eye-tracking study uncovered that the way the avatar-based technology integrates the vital sign information into a virtual patient model enabled parallel perception of multiple vital signs and was responsible for the improved information transfer. For example, a single look at the avatar’s body can provide information about: pulse rate (pulsation frequency), blood pressure (pulsation intensity), oxygen saturation (skin color), neuromuscular relaxation (extremities limp or stiff), and body temperature (heatwaves or ice crystals). This study adds a new and higher level of empirical evidence about why avatar-based monitoring improves vital sign perception compared with conventional monitoring.
Introduction

The World Health Organization considers continuous patient monitoring to be “extremely important” for the safety of the more than 313 million patients undergoing surgery worldwide each year [1,2]. In operating rooms and intensive care units around the world, monitors help millions of health care providers make critical treatment decisions [3,4]. However, previous research has found that conventional patient monitoring based on numbers and waveforms is not ideally suited for transferring patient status information to health care providers [5-7]. These studies recommend the development of new technologies to improve information transfer, especially from short glances at the monitors, because that is how care providers perform monitoring in real life.

In a previous comparative study with conventional monitoring, we found that anesthesia professionals were able to perceive more vital signs when monitoring with Visual Patient, a technology integrating vital sign information into an easy-to-interpret animated avatar model of the patient’s status, designed according to principles of user-centered design [4,8,9]. When using avatar-based monitoring, participants rated their self-confidence in the correctness of their diagnoses as higher and their subjectively perceived workload as lower.

Although the biocular human visual field encompasses approximately 214 arc degrees horizontally and 150 arc degrees vertically, we can only see sharply in a circular area of approximately 2 arc degrees in the center of our visual field, named the fovea [10]. While reading, we move our eyes to let the light reflected from the words fall through the pupil and the lens directly onto the fovea. At a distance of approximately one arm’s length, the foveal region in which we can see sharp, colorful images is approximately the size of a thumbnail or a circle with a radius of 2 centimeters [11,12].

Human eye movements take place in the form of so-called fixations and saccades. Visual fixations are the periods during which the gaze rests on a position, and information can reach the visual cortex and potentially be interpreted. Saccades are the rapid movements of the eyeballs between fixations [13]. Eye-tracking technology can record both visual fixations and saccades. For this study, we systematically recorded, analyzed, and compared eye-tracking data of participants who watched patient-monitoring scenarios alternatingly as conventional and avatar-based patient monitoring. The rationale of this study was to uncover the underlying functional principles in both monitoring technologies through eye-tracking analysis. These results may be useful for improved understanding of avatar-based monitoring and, across domains, for the future development of user interfaces designed to transfer relevant information as efficiently as possible. We hypothesize that avatar-based monitoring (Visual Patient) facilitates information perception through its compact layout, which enables users to visually fixate on more vital signs.

Methods

In this paper, we describe the analysis of eye-tracking data that was collected as part of a multimethod laboratory study. The primary objective of that study was to compare the perceptual performance of anesthesia professionals using newly developed avatar-based technology with state-of-the-art number- and waveform-based patient monitoring [8].

The Ethics Committee of the Canton of Zurich, Switzerland, reviewed the study protocol and issued a declaration of nonresponsibility specifying that the research project did not fall into the scope of the Human Research Act (Business Administration System for Ethics Committees, number: 2016-00103). Nevertheless, we obtained written consent for the use of the collected data for scientific purposes from all participants.

Description of Visual Patient Technology

Visual Patient, as used in this study, can display the 11 most frequently monitored vital signs: pulse rate, blood pressure, oxygen saturation, ST segment of the electrocardiogram, central venous pressure, respiratory rate, tidal volume, expiratory carbon dioxide concentration, body temperature, brain activity, and degree of neuromuscular relaxation. We developed the technology as a situation awareness tool, analogous to synthetic vision technology in aviation, according to the principles of user-centered design and principles of logic [4,14]. Synthetic vision technology generates a virtual image of the environment from the data measured by the aircraft (eg, airspeed) and Global Positioning System geolocation data and data stored on onboard computers (eg, georeferenced terrain elevation data). For the pilot, the generated virtual image looks like the view from the cockpit in perfect weather conditions. This similarity between the virtual image and reality makes the image intuitively understandable and enables a quick and uncomplicated perception of the flight situation. Visual Patient uses the same logic by creating a virtual image of the patient from vital data. It presents the data in a way that corresponds to the real phenomena that the data would cause in the patient. For example, the pulse rate corresponds to the pulsation of the avatar’s body to represent the pulse wave passing through the body with every heartbeat. High brain activity is represented by open eyes because that is what the care providers expect from a patient with high brain activity according to their mental models. Figure 1 shows a monitoring scenario in routine conventional form and as a Visual Patient representation.
Figure 1. Patient monitoring scenario used in this study: (A) presented in routine conventional number and waveform-based format; (B) presented in avatar-based format (Visual Patient). SpO₂: Peripheral oxygen saturation; Art BP: arterial blood pressure; EtCO₂: end-tidal carbon dioxide concentration; Resp rate: respiratory rate; ST V: electrocardiogram ST segment of lead number 5; CVP: central venous pressure; Temp: body temperature; BIS: bispectral index system (brain activity); TOF: train of four (neuromuscular relaxation).

This direct presentation of information eliminates the need to calculate the relevant information (eg, “What is the current anesthesia depth?”) from lower-level data (eg, bispectral index=85) [15]. In addition to this direct presentation of information, the other two main features of the avatar technology are the preprocessing of data for each vital sign into categories (“no data measured,” “too low,” “normal,” or “too high”) and the presentation of vital parameter information in multiple visualizations simultaneously. For example, the caregiver can evaluate the respiratory rate based on the respiratory rate of the avatar lung and the formation rate of the carbon dioxide cloud exhaled by the avatar.

These combined functions translate a large number of numerical values into an animated model of the patient situation, which the caregiver can evaluate and memorize at a glance. The vital parameters are translated into the avatar model in real time from the monitoring data. If no data are measured for a particular vital sign, the corresponding visualization in the Visual Patient remains gray and framed with dashes. We have described the validation and evaluation process of the technology in detail in previous studies [8,16].

Study Participants
The participants in this study were attending and resident physician anesthesiologists and specialist anesthesia nurses from the anesthesia departments of the University Hospital Zurich and the Cantonal Hospital of Winterthur. The University Hospital Zurich is one of the largest university hospitals in Switzerland, where more than 30,000 operations are performed per year; the Cantonal Hospital Winterthur is a large regional teaching hospital where approximately 10,000 operations are performed per year.

Participation in this study was voluntary, and there was no monetary compensation for the participants. We recruited colleagues who responded to an institutional invitation and recruited additional colleagues according to availability. At both centers, we included equal numbers of male and female participants and participants from three professional groups: (1) senior anesthesia physicians, (2) resident physicians, and (3) anesthesia nurses.

Study Setting
Before data collection, the participants received training in avatar-based monitoring through a 6-minute educational video (Multimedia Appendix 1). The participants also familiarized themselves with the layout of the conventional monitoring used...
in the study: a simulation of a GE Datex Ohmeda Monitors (General Electric Company, Boston, MA, USA) recorded with the SimMon App (Castle 2 Andersen ApS, Hillerød, Denmark), which was equivalent to patient monitoring in routine use in the two centers. There was no additional training in conventional patient monitoring because all participants had at least one full year, some even decades, of anesthesia experience. The eye-tracking data were recorded during the evaluation of patient monitoring scenarios. In random order, we presented participants with 3- and 10-second prerecorded videos of patient monitoring scenarios shown in avatar and state-of-the-art number and waveform format. Multimedia Appendix 2 provides examples of a conventional and an avatar-based scenario. Each participant rated four videos in sequence. These videos consisted of a 3- and a 10-second monitoring scenario, each of which was shown twice, once with either technology. The scenarios came from a pool of four total scenarios, as outlined in Multimedia Appendix 3. The scenarios were designed with unambiguously safe or unsafe vital sign values and contained random vital sign abnormalities to avoid pattern recognition (ie, inferring the status of vital signs based on the status of the other vital signs).

To blind the participants to the fact that they were evaluating the same scenarios twice (once with either technology), we showed the scenarios in alternating order, starting with a random first scenario. Multimedia Appendix 3 shows a flowchart detailing this procedure. The scenario playback was performed on an Aspire V15 Nitro 15-inch laptop computer (ACER, Inc, Taipei, Taiwan) in ultra-high resolution (3840x2160 pixels) at 60 frames per second. The conventional monitoring scenarios included a standard audio signal with frequency and pitch for heart rate and oxygen saturation.

After brief time intervals, the screens darkened, and the participants indicated how they had perceived the 11 vital signs displayed in the scenarios as either “too low,” “too high,” “safe,” or “no recall.” We based this method on the Situation Awareness Global Assessment Tool developed by Endsley [4,17]. After each scenario, for every vital sign, the participants indicated how confident they felt that they had perceived it correctly. Furthermore, they were asked to rate their subjectively perceived workload for each scenario using the NASA (National Aeronautics and Space Administration) Task Load Index [18,19]. Data were collected using an iPad-based (Apple Inc, Cupertino, CA, USA) data collection tool [20].

**Outcome Measures**

**Vital Signs Fixated Per Scenario (Primary Outcome)**

We chose to compare visual fixations in this study because we regarded them as a relevant requirement for perception. Based on the anatomic and physiologic principles outlined in the Introduction, we analyzed each visual fixation longer than 50 milliseconds in the eye-tracking recordings of each participant and scenario; for each visual fixation, we counted the vital signs that were within 2 centimeters of the fixation. Using this method, we identified the vital signs that participants could potentially have read during the recording because they were within the potentially readable visual area. A video demonstrating this method is available in Multimedia Appendix 2. Information can only reach the brain for processing after reading, which requires a visual fixation.

Conventional patient monitoring shows the vital signs on the screen in the form of numbers or waveforms. In conventional monitoring, if a participant had a visual fixation within 2 centimeters of the number or waveform representing a certain vital sign (eg, pulse rate), we counted a visual fixation for this vital sign. By comparing the numbers of vital sign visual fixations between the two technologies, we wanted to find out whether the participants could visually fixate on more vital signs with either one of the two technologies.

**Visual Fixations Per Vital Sign**

We also compared visual fixations for each of the 11 vital signs individually. This allowed us to determine whether vital signs were visually fixated more often with either one of the two monitoring technologies. We expected these findings to provide an explanation for the improved perceptive performance in avatar-based patient monitoring found in previous studies [8,16].

**Duration of Visual Fixations Per Vital Sign**

Analogous to the visual fixations per vital sign, we also compared the time durations of the visual fixations of each of the 11 vital signs with both monitoring technologies. In doing so, we evaluated whether one of the two monitoring technologies would cause the vital signs to be visible for a longer time per observation. We analyzed this outcome measure because longer availability of the vital sign information could explain why participants’ perceptual performance was improved with avatar-based patient monitoring in previous studies [8,16].

**Correlation of Vital Sign Visual Fixations With Correct Perception**

To evaluate the association of visual fixation of a vital sign and its correct perception, we calculated phi correlation coefficients. If visual fixation correlated with correct perception, and the avatar enabled more vital signs to be seen per time interval, these results could validate both the study method and the avatar concept.

**Correlation of Vital Sign Visual Fixations With Perceived Confidence**

We calculated coefficients between visual fixation and diagnostic confidence to evaluate whether the visual fixation
of a vital sign correlated with the subjectively perceived confidence in the correctness of one’s own diagnosis.

**Statistical Analysis**

**Sample Size Calculation**

Before starting the study, we conducted a pilot study with five participants. We calculated the sample size using the effect size of 1.23 measured in the pilot study. Assuming a clinically relevant difference of one vital sign and an observed standard deviation of 0.81, the post hoc power analysis for a paired t test resulted in a sample size of eight participants, for an alpha error probability of 5% and a power of 0.8. To achieve this sample size in both centers and all four scenarios, we had to include at least 32 participants.

**Descriptive Statistics and Normality Tests**

Distribution of variables is expressed using medians and interquartile ranges (IQRs) regardless of normality. Normality was assessed with the Shapiro-Wilk test and visual inspection of quantile-quantile plots of dependent variables.

**Univariate Statistics**

Participants watched and evaluated the same monitoring scenarios with both monitoring technologies; therefore, we were able to perform intraparticipant comparisons. Depending on normality, we used either paired Student t tests or Wilcoxon signed rank tests to compare the number of vital sign visual fixations with both monitoring technologies. We calculated the 95% confidence interval (95% CI) of the median of differences using the Hodges-Lehmann estimate. To test the differences in visual fixations and duration of visual fixations per vital sign for statistical significance, we used Mann-Whitney tests. In this study, we performed multiple comparisons; therefore, we considered P values between .05 and .01 as trends and P values of <.01 as statistically significant.

**Multivariable Linear Regression**

Multivariable linear regression was performed with number of visually fixated vital signs between the monitoring technologies and its differences as dependent variables. Scenario duration, order of scenarios, center, profession, and gender of the participant served as possible predictors. Clustering of observations within the same participant was addressed using cluster robust standard errors.

**Correlation Analyses**

To test for associations between visual fixation of a vital sign and its correct perception as well as participants’ subjectively perceived confidence in the correctness of the diagnosis, we calculated chi-square tests for association and Pearson phi coefficients between visual fixation, accurate perception, and diagnostic certainty. The phi coefficient corresponds to a Pearson correlation coefficient estimated for two binary variables. We considered “very unconfident” and “unconfident” as 0 and “confident” and “very confident” as 1. If the frequency of an event was less than five, we used the Fisher exact test to assess statistical significance.

**Statistical Software**

We used Q*Power 3 (Heinrich-Heine-University, Düsseldorf, Germany) [21], Prism 8.1.1. (GraphPad Software, La Jolla, CA, USA), IBM SPSS Statistics 24 (International Business Machines Corporation, Armonk, NY, USA), and Stata 13.1 (StataCorp, College Station, TX, USA) for statistical analyses.

**Results**

**Study and Participant Characteristics**

Table 1 shows the characteristics of the study and the participants in detail. A total of 32 participants participated in the two study centers. Had we been able to record data from all 32 participants and scenarios, a theoretical maximum of 64 direct comparisons between avatar-based and conventional patient monitoring would have been possible. However, we were unable to record the eye-tracking data of two participants. For four other participants, we were only able to record one of two monitoring scenarios they watched due to technical problems. Despite the missing data, we were still able to evaluate 56 within-subject comparisons of eye-tracking data (88% of all 64 theoretically possible comparisons).
Table 1. Study and participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Study center</th>
<th>Cantonal Hospital Winterthur (n=16)</th>
<th>Total (N=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants with successful eye-tracking recording, n</td>
<td>16</td>
<td>14</td>
<td>30</td>
</tr>
<tr>
<td>Direct comparisons, n</td>
<td>32</td>
<td>24</td>
<td>56</td>
</tr>
<tr>
<td><strong>Participants, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staff members</td>
<td>6 (37)</td>
<td>6 (37)</td>
<td>12 (37)</td>
</tr>
<tr>
<td>Residents</td>
<td>4 (25)</td>
<td>4 (25)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Nurse anesthetists</td>
<td>6 (37)</td>
<td>6 (37)</td>
<td>12 (37)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (44)</td>
<td>10 (62)</td>
<td>17 (53)</td>
</tr>
<tr>
<td>Male</td>
<td>9 (56)</td>
<td>6 (37)</td>
<td>15 (47)</td>
</tr>
<tr>
<td><strong>Age group, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 to 34 years</td>
<td>10 (63)</td>
<td>6 (38)</td>
<td>16 (50)</td>
</tr>
<tr>
<td>35 to 44 years</td>
<td>6 (38)</td>
<td>2 (13)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>45 to 54 years</td>
<td>0 (0)</td>
<td>6 (38)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>55 to 65 years</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Anesthesia experience, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>1 to 5 years</td>
<td>5 (31)</td>
<td>4 (25)</td>
<td>9 (28)</td>
</tr>
<tr>
<td>5 to 10 years</td>
<td>9 (56)</td>
<td>1 (6)</td>
<td>10 (31)</td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>1 (6)</td>
<td>10 (63)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Monitors from different manufacturers previously used, median (IQR)</td>
<td>2 (2-3)</td>
<td>2 (1-4)</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>Duration of data collection session (minutes), median (IQR)</td>
<td>32 (28-35)</td>
<td>35 (32-41)</td>
<td>33 (30-39)</td>
</tr>
<tr>
<td>Duration of study (days), n</td>
<td>20</td>
<td>2</td>
<td>22</td>
</tr>
</tbody>
</table>

### Outcome Measures

**Vital Signs Fixated Per Scenario**

With the avatar-based monitoring, all participants in all scenarios were able to visually fixate on more vital signs than with conventional monitoring (Figure 2). In the short 3-second scenarios, the median numbers of vital sign fixations with avatar-based monitoring were approximately twice as high as conventional patient monitoring. In scenario 1, the avatar-based median was 9 (IQR 9-10) versus the conventional median of 4 (IQR 4-6, \(P<.001\); median of differences=5, 95% CI 2-6). In scenario 2, the avatar median was 9 (IQR 8-10) versus the conventional median of 5 (IQR 3-6, \(P<.001\); median of differences=5, 95% CI 2-6). In scenario 3, the first of the longer 10-second scenarios, the median number of vital sign fixations for avatar-based monitoring was 11 (IQR 11-11) versus the conventional median of 9 (IQR 6-10, \(P=.002\); median of differences=2, 95% CI 1-4). In scenario 4, the second 10-second scenario, vital sign visual fixations were a median of 11 (IQR 11-11) for avatar versus the conventional median of 8 (IQR 7-10, \(P<.001\); median of differences=3, 95% CI 1-4). Figure 1 shows these results on an individual participant level.
In a multivariable linear regression adjusted for scenario duration, order of scenarios, center, profession, and gender of the participant, the technology (conventional versus avatar-based monitoring) had a significant effect on the number of vital sign fixations: difference between technologies $= -3.28$, 95% CI $= -3.86$ to $-2.69$, $P < .001$ ($F_{6,30} = 145$, Prob $> F < .001$, $R^2 = .56$, adjusted for clusters within participants). Table 2 shows the results of the multivariable linear regression for the difference in numbers of visually fixated vital signs between the technologies. In this analysis, only scenario duration affected the difference in vital sign fixations between technologies. The difference was less prominent in the 10-second scenarios (difference between scenario durations $= -1.46$, 95%CI $= -2.84$ to $-0.07$, $P = .04$). Study center, profession, gender, and scenario order did not influence the differences between conventional and avatar-based monitoring.

Table 2. Multivariable linear regression for the difference in numbers of visually fixated vital signs between conventional and avatar-based monitoring.\(^a\)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Difference (95% CI) (multivariable linear regression)</th>
<th>Standard error</th>
<th>Difference / standard error (multivariable linear regression)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario duration (3 versus 10 seconds)</td>
<td>$-1.46$ (−2.84 to $-0.07$)</td>
<td>0.68</td>
<td>$-2.15$</td>
<td>.04</td>
</tr>
<tr>
<td>Profession</td>
<td>0.33 ($-0.87$ to 1.52)</td>
<td>0.59</td>
<td>0.57</td>
<td>.58</td>
</tr>
<tr>
<td>Study center</td>
<td>$-0.41$ (−1.95 to 1.14)</td>
<td>0.76</td>
<td>$-0.54$</td>
<td>.60</td>
</tr>
<tr>
<td>Gender</td>
<td>0.01 (−1.20 to 1.22)</td>
<td>0.59</td>
<td>0.02</td>
<td>.99</td>
</tr>
<tr>
<td>Order of scenarios</td>
<td>0.10 (−1.51 to 1.70)</td>
<td>0.78</td>
<td>0.12</td>
<td>.90</td>
</tr>
<tr>
<td>Technology (conventional versus avatar (intercept))</td>
<td>$-3.28$ (−3.86 to $-2.69$)</td>
<td>0.29</td>
<td>$-11.47$</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) Clustering of observations within the same participant was addressed using cluster robust standard errors.
Visual Fixations Per Vital Sign

The analyses for each vital sign individually (Multimedia Appendix 3) showed that with avatar-based monitoring, 9 of 11 vital signs were fixated statistically significantly more often per scenario than with conventional patient monitoring. The vital signs for pulse rate, oxygen saturation, and blood pressure were visible in almost every fixation of participants in all four scenarios with avatar-based monitoring. In comparison, with conventional monitoring, each vital sign was readable only during a small number of visual fixations per observation.

Duration of Visual Fixations Per Vital Sign

Similar to the number of fixations per vital sign, in all four scenarios, 9 of 11 vital signs were visually fixated significantly longer with the avatar than with conventional patient monitoring (Figure 3). With avatar-based monitoring, four critical vital signs (pulse rate, blood pressure, oxygen saturation, and respiratory rate) were visible to users during almost the entire time of the scenarios. This was because, in the avatar’s design, this information is displayed in the form of large anatomical objects, which extend across large parts of the screen. For example, the body of the avatar and the exhaled CO₂ cloud (Figure 1).

Figure 3. Avatar-based monitoring compared with conventional patient monitoring: median (with interquartile range) durations of visual fixations for each vital sign, scenario, and technology. Scenario 1 (3 seconds): n=12; scenario 2 (3 seconds): n=15; scenario 3 (10 seconds): n=14; and scenario 4 (10 seconds): n=15.

Correlation of Vital Sign Visual Fixations With Correct Perception and Perceived Confidence

A chi-square test for association was conducted between visual fixation of a vital sign and the correct perception of this vital sign. All expected cell frequencies were greater than five, except in the 10-second scenario with avatar-based monitoring. In this scenario, most participants were able to fixate on every vital sign and perceive it correctly. Accordingly, there was a statistically significant association between visual fixation of a vital sign and the correct perception of said vital sign in the 3- and 10-second scenarios with conventional monitoring (3-second scenario: \( \chi^2 = 78.9 \); 10-second scenario \( \chi^2 = 61.1 \), both \( P < .001 \)) and in the 3-second scenario with the avatar-based monitoring (\( \chi^2 = 38 \), \( P < .001 \)). When significant, the association was moderately strong (Figure 4).

Similar results were achieved by a chi-square test for association between visual fixation of a vital sign and the participants’ confidence in having perceived it correctly (Figure 4).
Figure 4. Cross tabulation bar graphs with chi-square tests for associations between visual fixation of a vital sign and the correct perception of the vital sign and the confidence in the correct perception.

Discussion

Overview

Patient monitoring is a central part of modern surgery, anesthesia, and intensive care [1,22]. Currently available monitors enhance perioperative safety [23,24]; however, they mainly show vital sign information as numbers and waveforms, which is not an ideal format for quick and easy interpretation [4,5]. An alternative monitoring technique, using an avatar-based representation of vital signs, has been found to enable anesthesiologists to grasp more vital sign information in a shorter time, resulting in improved diagnostic confidence and diminished perceived workload [8,16].

Principal Findings

In this study, we evaluated eye-tracking data collected in two groups of anesthesiologists at two study centers. We recorded these data while the anesthesiologists were given the task to perceive vital sign information from patient monitoring scenarios presented in the two technologies (ie, conventional and avatar-based). Specifically, we evaluated how many vital signs and for how long these vital signs could have potentially been read by the participants according to the paths of their foveal or sharp vision across the screen. We found that participants were able to visually fixate more vital signs during the same time with avatar-based monitoring than with conventional patient monitoring. Nine of 11 vital signs were fixated more frequently per observation with avatar-based monitoring.

Moreover, with avatar-based monitoring, participants fixated the vital signs for longer time intervals per recording, which might give them more time to process the information. More time to perceive the information may have been responsible for the reductions in perceived workload. In short, with the avatar, users see more information for a longer time. These findings were a consequence of the design of the avatar, with many of the vital signs spread out over a large part of the screen, and some visualized multiple times. For example, the vital sign “respiratory rate” can be interpreted by looking at the expiratory carbon dioxide “cloud” of the avatar and in the excursions of its lungs. The number of correctly perceived vital signs without a visual fixation accounted for less than 10% of the correctly perceived vital signs in all scenarios and with both technologies. This may have been influenced by the audio signal played in the conventional monitoring scenarios, which contained information on pulse rate and oxygen saturation. There may also have been some correct guesses without actual perception.

In the avatar scenarios, some of the vital signs may have been perceived through peripheral vision, which we found to be an additional advantage of avatar-based monitoring [16]. The cases of visually fixated vital signs that were not correctly detected accounted for between 0% and 20% of all vital signs, depending on the scenario and technology, which might be explained by losses during processing after visual fixation, such as when a vital sign is forgotten or confused for another vital sign before being recalled. Numbers are glyphs that cannot be attributed solely to one vital sign; that is, it might be possible that a participant, although remembering the value of a number correctly, may misattribute the number to another vital sign with a similar range. Indeed, our data showed that when participants had to remember more than just a few vital signs in the more extended 10-second scenarios, the number of vital signs with a visual fixation that participants could not recall was more than twice as high in conventional monitoring than in avatar-based monitoring. These results correlate with research on the holding capacity of our working memory, which has shown that people can only store seven plus or minus two digits in short-term memory [25].

With avatar-based monitoring, nearly all participants were able to visually fixate and correctly perceive almost all the vital sign information in the longer (10-second) scenarios. This study
shows the limitations of the single-sensor, single-indicator design of conventional patient monitoring, in which a single sensor on the patient feeds a single indicator on the patient monitor. The numbers must be individually read one after the other and then interpreted before meaning and a global mental picture of the situation can be derived [5,15]. With avatar-based monitoring, we found that the four critically important vital signs (pulse rate, blood pressure, oxygen saturation, and respiratory rate) remained perceptible for almost the entire duration of the monitoring scenarios. To perceive this same information, conventional monitoring requires four visual fixations, the eye movements in between them, and brainwork to interpret the meaning of the values. Avatar-based monitoring facilitates the interpretation work by the use of vital sign visualizations that have a logical commonality with the real phenomena they mirror and therefore do not require further mental translation by the user to be understood. The principle that a good model reflects the reality it represents is found both in principles of logic [14] and in situation awareness design principles, in which it is known as “presenting information directly” [4]. Anesthesiologists have mentioned information overload as a common problem in combination with patient monitoring [26]. In the future, more and more inexperienced users will likely monitor patients; therefore, ease of information transfer will be of paramount importance [27]. The ultimate benefit of Visual Patient should be an increase in patient safety. Although at this stage of its development we are not yet able to evaluate patient outcomes, the results of this and our previous studies fit into the context of situation awareness, decision making, and performance. Care providers must perceive and understand the available information before they can confidently make the correct decision and take the right measure [3,28]. Situation awareness failures have been identified as root causes of critical anesthesia events [29,30].

Limitations

This study has some important limitations. For one, self-enrollment, based on interest in the technology, could have led to a selection bias. Less technology-savvy care providers may have achieved different results. Secondly, we recorded the source data in a simulated environment. The operating room and intensive care unit environment are very complex in real life; therefore, it is impossible to predict precisely how substantial the effects of an avatar-based monitor would be in these settings. However, it is plausible that effects would persist when used as a real patient monitor because the general physiological specifications of information intake do not change. A study with a high-end patient simulator in a realistic environment with the technology must be carried out as the next step of scientific evaluation on the way to producing a commercial product. Another potential limitation is the versatility of the eye-tracking method. Although we were able to validate the method through the positive correlation between visual fixation and correct perception, there are influences in perception that are not fully detectable by eye tracking, such as the influences of the audio signal, peripheral vision, and working memory. Particular strengths of this study include its multicenter design and the balanced enrollment of the different occupational groups and genders—a multivariate regression analysis rendered significant local effects, gender, profession, and scenario ordering effects unlikely. The within-subject study design minimizes the impact of interviewer variability of the eye-tracking method and other interparticipant variabilities [31,32]. The sample size adequately powered the analyses, and the significant magnitude and consistency of the differences observed between the two monitoring technologies increase the internal validity of the study.

Limitations of Visual Patient Technology

Visual Patient has some inherent limitations. The technology simplifies vital signs into categories (ie, “too low,” “normal,” or “too high”). This preprocessing leads to improved intelligibility and diagnostic certainty but also reduces data accuracy (three discrete categories versus 300 different numbers in the case of pulse rate). Another limitation of the Visual Patient version used in this study is that it cannot yet display trends. This aspect is important because trend displays of conventional patient monitors can help care providers detect changes over time. In this context, it is important to note that we are developing avatar-based monitoring to improve information transfer, but not as a replacement of the conventional monitoring streams. Successful integration of the two technologies will be key for the success of Visual Patient, as with synthetic vision technology and numerical flight data.

Conclusions

This study analyzed eye-tracking data to explain the improved information transfer with avatar-based patient monitoring. The avatar’s design, in which the vital sign information is presented as large-scale, integrated, colorful, and direct visualizations, allows users to see information about more vital signs with every glance and also see the vital sign information for a longer time with every glance at the monitor. In short, the way the avatar presents the information enables parallel perception of multiple vital signs at the same time, thereby increasing the number of visually fixated vital signs and the time available to view each vital sign. This study provides important groundwork for the future clinical validation of the concept. Future studies should examine the technology’s performance in simulator-based and then real-life studies.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) is a chronic respiratory disease with a high global prevalence. The main scientific societies dedicated to the management of this disease have published clinical practice guidelines for quality practice. However, at present, there are important weaknesses in COPD diagnosis criteria that often lead to underdiagnosis or misdiagnosis.

Objective: We sought to develop a new support system for COPD diagnosis. The system was designed to overcome the weaknesses detected in current guidelines with the goals of enabling early diagnosis, and improving the diagnostic accuracy and quality of care provided.

Methods: We first analyzed the main clinical guidelines for COPD to detect weaknesses that exist in the current diagnostic process, and then proposed a redesign based on a business process management (BPM) strategy for its optimization. The BPM system acts as a backbone throughout the process of COPD diagnosis in this proposed approach. The newly developed support system was integrated into a health information system for validation of its use in a hospital environment. The system was qualitatively evaluated by experts (n=12) and patients (n=36).

Results: Among the 12 experts, 10 (83%) positively evaluated our system with respect to increasing the speed for making the diagnosis, helping in interpreting results, and encouraging opportunistic diagnosis. With an overall rating of 4.29 on a 5-point scale, 27/36 (75%) of patients considered that the system was very useful in providing a warning about possible cases of COPD. The overall assessment of the system was 4.53 on a 5-point Likert scale with agreement to extend its use to all primary care centers.

Conclusions: The proposed system provides a functional method to overcome the weaknesses detected in the current diagnostic process for COPD, which can help foster early diagnosis, while improving the diagnostic accuracy and quality of care provided.

(J Med Internet Res 2020;22(3):e17161) doi:10.2196/17161
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Introduction

Chronic Obstructive Pulmonary Disease

Chronic diseases represent the leading cause of mortality worldwide, and are currently responsible for almost 60% of all deaths [1]. These diseases are of long duration and usually of slow progression, significantly affecting quality of life. In particular, cancer, diabetes, and heart and respiratory diseases are chronic diseases with relatively higher prevalence, and chronic obstructive pulmonary disease (COPD) is categorized in the latter group.

The Global Initiative for Chronic Obstructive Lung Disease describes COPD as “a common, preventable and treatable disease that is characterized by persistent respiratory symptoms and airflow limitation that is due to airway and/or alveolar abnormalities usually caused by significant exposure to noxious particles or gases” [2]. According to the latest Global Health Observatory data, COPD ranked as the third leading cause of death worldwide, responsible for approximately 5% of all deaths globally in 2015 (3.17 million deaths) [3]. The prevalence and burden of COPD are projected to increase over the coming decades due to the gradual aging of the population, cumulative smoking exposure, and an increase in underdiagnosis [4,5].

The main national and international scientific societies dedicated to the management of COPD developed consensus regulations and clinical practice guidelines, including recommendations for quality clinical practice [4,6-10]. However, the processes described in the current guidelines suffer from important weaknesses for each of the different subprocesses, especially in the diagnostic subprocess. Numerous studies have demonstrated that COPD is often misdiagnosed, leading to inappropriate treatments [11,12]. Accordingly, there has been substantial research effort dedicated to improving diagnosis based on the use of clinical decision support systems, mainly involving machine-learning techniques to make an accurate diagnosis [13-15]. However, since none of these initiatives is based on a standardized process, they have only offered partial solutions to resolving this problem.

Since COPD is a chronic disease, constant supervision is required throughout the patient’s life to obtain greater control and avoid possible exacerbations; thus, management of the disease imposes high costs to the health care system and population [7,16-19]. In this context, early diagnosis of COPD is essential to prevent its progression, improve the quality of life of patients, and reduce the economic impact borne by public health systems.

Business Process Management

Fields such as manufacturing and business have long been developing strategies and paradigms related to process optimization for the continuous improvement of processes aimed at customer satisfaction and execution of these processes, resulting in models with demonstrated success. Business process management (BPM) is one of the most recent process management strategies with the greatest impact, which is focused on the continuous improvement of business processes using information technology as one of its fundamental principles for process execution [20]. BPM consists of a set of methodologies and technologies for the identification, modeling, analysis, execution, control, and improvement of business processes. The BPM strategy seeks to achieve flexibility and agility in the evolution and dynamism of business processes and their associated computer systems. Although the BPM strategy was initially applied in the health field for improvement of administrative tasks, in the last decade, such strategies and associated BPM systems (BPMSs) have begun to be used for the partial management of clinical processes [18,21-24] with successful outcomes. A BPMS includes tools for process modeling such as BPM notation (BPMN), which is a standard notation based on flowcharts that facilitate process modeling. This notation has been specifically designed to coordinate the sequence of processes and messages that flow between the participants for different activities [25]. BPMN provides a common language so that all parties involved can communicate the processes clearly, completely, and efficiently. For any BPMS, the BPMN can be directly translated into a format that best supports process execution.

In this study, we developed a support system for the early diagnosis of COPD based on the BPM approach, which was designed to foster early diagnosis, and improve diagnostic accuracy and the quality of care provided. These objectives will also help to indirectly achieve other secondary goals such as shortening diagnostic times, avoiding unnecessary visits to health care centers, creating awareness about the disease, and helping to reduce associated costs.

We first analyzed the current diagnostic process to identify its main weaknesses, and developed a redesign for its optimization. We then conducted a questionnaire-based survey in a hospital setting with experts and patients for a qualitative assessment of the architecture of the proposed support system and the developed prototype.

Methods

Current Chronic Obstructive Pulmonary Disease Diagnostic Process Analysis

The consensus regulations and clinical practice guidelines of the main national and international scientific societies include recommendations for quality clinical practice in the management of COPD [4,6-10]. In general, the diagnostic process for COPD is based on 4 steps (Figure 1): evaluation (Figure 1A), diagnosis (Figure 1B), risk stratification (Figure 1C), and classification (Figure 1D).
The current process begins in primary care centers when the patient is referred because of respiratory symptoms. The doctor is responsible for carrying out an initial screening to detect key indicators for considering a diagnosis of COPD. Clinical suspicion is recommended for any patient older than 35-40 years who has symptoms such as dyspnea, chronic cough, chronic sputum production, recurrent lower respiratory tract infections, exposure to risk factors, or a family history of COPD.

The doctor can perform a physical examination to detect, for example, edema or anomalous values of blood pressure, or respiratory and cardiac frequency. However, this test will rarely have diagnostic value, since the numerous physical signs of COPD typically do not appear until there is significant lung function impairment. In the case of clinical suspicion, the doctor must prepare a detailed medical history including information such as the patient’s exposure to risk factors, medical history of COPD or other chronic respiratory diseases, history of exacerbations, or presence of comorbidities.

To confirm the diagnosis, a postbronchodilator forced spirometry test must be performed. Airflow obstruction is considered to exist if the quotient between the forced expiratory volume in the first second (FEV1) and the forced vital capacity (FVC) is lower than 0.7. In case of doubt, and mainly to rule out alternative diagnoses or establish the presence of comorbidities, the doctor may request other complementary diagnostic tests, which generally include an X-ray, chest tomography, blood analysis, and pulse oximetry. With all this information, the doctor must be able to diagnose the patient a priori. Otherwise, the patient must be referred to hospital care to be further evaluated by a specialist [4].

The next step is to assess the severity of the disease. Since COPD is a heterogeneous condition, no single measure can adequately assess disease severity in an individual. In general, the degree of affection is estimated by taking into account the airflow limitation (measured through FEV1), number of exacerbations, and degree of dyspnea, which allows for determination of severity among four stages or levels: mild, moderate, severe, and very severe. If the patient is determined to be at an advanced stage of the disease, they must be referred to hospital care for treatment by a pulmonologist. Once diagnosed, the doctor will define a treatment that allows for reducing the symptomatology to improve the patient’s quality of life, reduce the frequency of exacerbations, and control disease progression.

Identification of Main Weaknesses in the Diagnostic Process

The diagnosis of COPD in primary care centers has inefficiencies and weaknesses that directly affect the patients’ quality of life and raise the economic cost borne by public health systems. In general, the diagnostic process starts when the patient suffering from respiratory problems arrives for a consultation. However, an “opportunistic” search is more profitable in a primary care setting [4,8]; that is, a physician takes the opportunity to assess whether the patient is among the at-risk population when they arrive for a consultation for other reasons. This is partly due to the fact that a large number of patients with COPD can remain asymptomatic until reaching advanced stages of the disease, which increases the ratio of undiagnosed individuals [5].

Standardization of respiratory function tests is necessary to achieve early detection and secondary prevention of the disease, including identification of all affected individuals and assessment of the severity of each patient. However, there are currently numerous nonunified clinical guidelines with differences both in the initial screening and in the assessment of the severity of the disease, resulting in the use of different diagnostic criteria in different countries. Some of these guidelines suggest that any adult with a respiratory symptom is considered to be at risk for COPD [10,26,27], whereas others discard individuals under 35 [7,8] or 40 years [4,6]. Other guidelines subordinate the clinical suspicion to the condition of smoker or ex-smoker [8,9], or to the score obtained in a screening test [28].

Some clinical guidelines establish the stage of the disease based solely on the FEV1, which measures airway obstruction [9,10]. Other guidelines apply multidimensional indices [6,8] that have demonstrated proven risk predictive capacity [29,30] taking into account FEV1 in addition to factors such as dyspnea, number of exacerbations, body mass index, or even the cardiopulmonary response to exercise. However, some authors absolutely reject the use of such factors, arguing that they do not provide better prediction outcomes than FEV1 alone, and require more time to classify and several resources that are not available in all primary care centers [7].

Spirometry is considered to be the most reproducible, standardized, and objective way of measuring airflow limitation; however, this can also be an important weak point in the diagnostic process. In many cases, this test is not performed or the quality of the test is very low (it is performed inefficiently) for different reasons, including lack of an available spirometer, the technique is not known or there is no experienced staff to perform the technique is not known or there is no experienced staff to...
perform the test, the results are not interpreted correctly, technological errors (calibration errors), errors made by the patient, or the results are not recorded in the medical history. Moreover, the fixed value threshold of 0.7 suggested by the main clinical guidelines can lead to overdiagnosis, and therefore a variable threshold based on the age and sex of the patient has been proposed [31,32].

Misdiagnosis of COPD also occurs due to errors made in primary care. Some studies have shown that professionals in primary care centers make more diagnostic errors than specialists, mainly due to lack of awareness of the disease, which often leads to the criteria for hospital referral to be ignored or the associated reports not including all of the recommended information [33].

A further challenge in COPD diagnosis is the similar symptomatology to other diseases such as asthma, lung cancer, acute coronary syndrome, and ischemic heart disease [34-38]. Finally, misdiagnosis can occur owing to factors related to the characteristics of the patient. For example, women in general and asymptomatic patients are at higher risk of underdiagnosis, as well as overweight or obese patients. In addition, different ethnic groups have different lung capacities that can also lead to misdiagnosis [33].

These inefficiencies result in substantial levels of misdiagnosis, underdiagnosis, and poor diagnostic accuracy. Some studies have shown that primary care physicians have problems in diagnosing up to 19.8% of patients with chronic respiratory symptoms and that the underdiagnosis rate exceeds 70% [12,39]. Figure 2 shows a cause-effect diagram based on Ishikawa et al [40] with a summary of the main weaknesses detected. All of these inefficiencies consequently result in increased costs associated with COPD diagnosis, mainly because the patients must return for several consultations until an accurate diagnosis is obtained, or due to overuse of hospital resources (diagnostic tests). Therefore, an early diagnosis would help to significantly reduce the costs associated with the treatment of a patient with COPD.

![Figure 2. Ishikawa diagram of COPD misdiagnosis.](image)

**Business Process Management Redesign Process**

Based on the detected weaknesses described above, we here propose a redesign of the COPD diagnostic process to facilitate its comprehensive management and optimization. This redesign is based on a BPMS that serves as a backbone throughout the process and allows achievement of the main objectives: foster early diagnosis, improve diagnostic accuracy, and improve the quality of care provided. These objectives will be achieved from process standardization, the traceability of the tasks, notification to the patients, verification of the correct performance and correct interpretation of the spirometry test, diagnosis suggestion, and provision of all of the necessary information to assist the doctor during the diagnosis. The system functionalities are discussed below.

BPMS allows for modeling the process graphically using the BPMN that serves as a reference for standardization of the diagnosis, and to clearly define the tasks to be performed and the responsibility of the actors involved (doctor, nurse, patient, or the health information system [HIS]) in performing them (Figure 3). The modeling of the process allows the BPMS to ensure the traceability of all tasks and appropriate communication in real time to the professionals involved. The BPMS is responsible for controlling the process, guiding the professional, and ensuring that all of the tasks assigned are performed. Another important factor of a BPMS is the recording of the realization time of each task. This aspect is fundamental within a continuous improvement approach since it can help to detect which tasks are slowing/dilating the process or consuming more time, and the current process can be modified without the need to reprogram the entire system.
The process in the diagnosis of COPD begins at a preconsultation stage when a patient requests a medical appointment through an HIS. This appointment does not necessarily have to be motivated by a problem relating to COPD. The BPMS can interact with legacy systems, in this case, a hospital management system. If the patient requesting the appointment meets certain indications such as being over 40 years of age, the BPMS captures this information, classifies the patient within the population at risk, and sends a message to the patient so that they perform an initial screening (see Figure 3). This notification will only be sent to patients who have not already carried out this evaluation in the last 2 years. The screening allows for opportunistically detecting patients who are among the population at risk of COPD and, in many cases, in the early stages of the disease. The BPMS is responsible for collecting and evaluating the results of the screening. If the result is positive, both the patient and the doctor are notified of a probable case of COPD and the clinical suspicion is recorded in the system. In this way, the doctor knows the patient’s risk situation before the medical appointment. To prevent the patient from forgetting the appointment and improve the absenteeism rates of patients in primary care consultations, which have been estimated between 10% and 15% [38], the system sends a notification with a reminder 24 hours in advance of the appointment.
The process continues in the consultation on the day of the appointment with a more detailed evaluation of the patient by the doctor (symptomatology, risk factors, previous exacerbations, presence of comorbidities, family history, and impact on quality of life), along with an update of the patient’s medical history. If a case of COPD is suspected, the spirometry test is performed by the nurse. First, the BFMS is responsible for verifying if the spirometer is calibrated (usually by checking the last calibration date), and otherwise provides information and assistance to the professional for performing the calibration. Before performing the test, the system reproduces an audio file with instructions to the patient for the correct performance of the maneuver. The results are either collected automatically by the system or imputed manually by the professional, depending on the level of automation and integration of the spirometer. The test is supervised at all times by the nurse verifying its acceptability. To do this, the nurse must correctly interpret the spirometric diagrams shown by the spirometer. To assist the professional in this task, a template is shown (see Figure 4) with a normal spirometric volume flow curve and others incorrectly performed for different reasons (eg, slow start, early termination, glottis closure, or variable effort).

**Figure 4.** (a) Diagrams for normal spirometry; (b) Examples of incorrect spirometries. FEV1: forced expiratory volume (first second); FVC: forced vital capacity.

Next, the system checks whether the test meets the reproducibility criteria. For this step, the difference between the two best FVC and FEV1 values of the three attempts made must be less than or equal to 0.15 L. Otherwise, it is reported that the test is not valid and must be repeated. If both criteria are met, spirometry is validated and recorded, and the test result is analyzed based on the normal lower limit calculated for each patient according to their age, sex, and race. In this work, we have chosen to use this metric since some studies have shown that this approach has better diagnostic accuracy than the use of the fixed limit of 0.7 proposed by the main clinical guidelines [41,42]. If the spirometry result is negative, the patient is ruled out as having COPD and other diagnoses are assessed. In the case of a positive result, the doctor may require additional tests (eg, chest X-ray, blood count, oximetry) to confirm the diagnosis. With the results of the initial screening, medical history, spirometry results, and complementary tests, the doctor must make a differential diagnosis to rule out other respiratory
diseases. This is a key step, since COPD may have common symptomatology to other diseases that induce diagnostic errors. At this point, the system provides key information on pathologies with a similar clinical picture to help the doctor make the differential diagnosis of COPD (see Table 1). Once other possible diagnoses have been ruled out, the doctor makes a diagnosis of COPD and proceeds to assess the severity of the disease.

Table 1. Differential diagnoses for respiratory diseases.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Suggested Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPD(^a)</td>
<td>Onset in midlife</td>
</tr>
<tr>
<td></td>
<td>Symptoms slowly progressive</td>
</tr>
<tr>
<td></td>
<td>History of tobacco smoking or exposure to other types of smoke</td>
</tr>
<tr>
<td>Asthma</td>
<td>Onset early in life (often in childhood)</td>
</tr>
<tr>
<td></td>
<td>Symptoms vary widely from day to day</td>
</tr>
<tr>
<td></td>
<td>Symptoms worse at night/early morning</td>
</tr>
<tr>
<td></td>
<td>Allergy, rhinitis, and/or eczema also present</td>
</tr>
<tr>
<td></td>
<td>Family history of asthma</td>
</tr>
<tr>
<td></td>
<td>Obesity coexistence</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>Chest X-ray shows dilated heart, pulmonary edema</td>
</tr>
<tr>
<td></td>
<td>Pulmonary function tests indicate volume restriction, not airflow limitation</td>
</tr>
<tr>
<td>Bronchiectasis</td>
<td>Large volumes of purulent sputum</td>
</tr>
<tr>
<td></td>
<td>Commonly associated with bacterial infection</td>
</tr>
<tr>
<td></td>
<td>Chest radiograph/CT(^b) scans show bronchial dilatation, bronchial wall thickening</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>Onset at all ages</td>
</tr>
<tr>
<td></td>
<td>Chest X-ray shows lung infiltrate</td>
</tr>
<tr>
<td></td>
<td>Microbiological confirmation</td>
</tr>
<tr>
<td></td>
<td>High local prevalence of tuberculosis</td>
</tr>
<tr>
<td>Obliterative bronchiolitis</td>
<td>Onset at younger age, nonsmokers</td>
</tr>
<tr>
<td></td>
<td>May have history of rheumatoid arthritis or acute fume exposure</td>
</tr>
<tr>
<td></td>
<td>Seen after lung or bone marrow transplantation</td>
</tr>
<tr>
<td></td>
<td>CT on expiration shows hypodense areas</td>
</tr>
<tr>
<td>Diffuse panbrochiolitis</td>
<td>Predominantly seen in patients of Asian descent</td>
</tr>
<tr>
<td></td>
<td>Most patients are male and nonsmokers</td>
</tr>
<tr>
<td></td>
<td>Almost all cases involve chronic sinusitis</td>
</tr>
<tr>
<td></td>
<td>Chest X-ray and HRCT(^c) show diffuse small centrilobular nodular opacities and hyperinflation</td>
</tr>
</tbody>
</table>

\(^a\)COPD: chronic obstructive pulmonary disease.

\(^b\)CT: computed tomography.

\(^c\)HRCT: high-resolution computed tomography.

Classification of the severity of the disease is based on the automatic calculation of the exacerbation of the body mass index, airflow obstruction, dyspnea, and exercise (BODE) \[^{43}\] and/or (BODE) \[^{44}\] indices together with evaluation of the impact of the disease on the patient's quality of life. To do this, together with the FEV1 value obtained in the spirometry, the body mass index, degree of dyspnea, number of exacerbations, and scoring of the 6-minute walk test (if applicable) and the COPD assessment test \[^{39}\] are recorded.

The system classifies the patient according to four levels of severity (mild, moderate, severe, and very severe) and four levels of impact on their quality of life (low, moderate, high, and very high), and refers the case to a specialist if the degree of affectation is severe or very severe, or if frequent exacerbations are noted. In this case, the doctor must complete the referral report proposed by the system. Otherwise, the doctor defines the most appropriate treatment and ends the process.

**Evaluation**

The experimentation phase of the proposal was approached from two different but complementary perspectives corresponding to the two types of users involved in the system: the health professionals who are the users and managers of the system, and the patients who are the direct beneficiaries of the execution of the proposed system. It is important to emphasize that both types of users are active users; that is, they are both involved and affected by the execution of the system. Therefore, we consider that the opinion of both types of users is the best result of experimentation that can be obtained, since validation with clinical experience would correspond to a project focused on clinical validation and not on the tool itself as in the present case.
To validate the achievement of the objectives proposed in the design of the system, a Likert-type survey [45] was conducted with 16 questions focused on the objectives associated with the project for the health care professional, and another survey of the same type with 6 targeted questions on the perception of quality of care and empowerment aimed at patients. Each question is associated with a numerical value from 1 to 5, with 1 being “completely disagree” and 5 being “totally agree.” In addition, another open question was incorporated so that the respondents can assess the system qualitatively. It was emphasized to the respondents to focus on evaluating the system comprehensively and not on its separate parts. The questions were designed so as to cover the objectives proposed in this work to provide a tool that can offer an idea of the degree of achievement of the objectives. The issues raised in the questionnaire were related to the main objectives of promoting early diagnosis, improving diagnostic accuracy, and improving quality of care.

Results

System Architecture and Prototype

To validate the proposed redesign for COPD diagnosis, a technical architecture was developed that allows for the design of realistic systems. A prototype of the architecture was developed to demonstrate its suitability. Specific technological tools were selected for the prototype, although these could be replaced by similar tools provided they are in line with the architecture.

Since this is a distributed architecture, in which different and geographically distributed users (patients and professionals), apps, and software modules are identified, we adopted a service-oriented architecture (SOA) that allows for proper integration of these aspects. Specifically, we selected RESTful type services, which provide characteristics that are fundamental to the proposal such as reusability, scalability, low coupling, interoperability, and security [46].

The designed architecture (Figure 5) incorporates the following components as key points:

- An information system (1 in Figure 5), which includes all of the necessary information for the proposed system. The information system is composed of two elements, a database server and an application server, that were run on a single device in the prototype but could also be implemented on different computers.

- A database server (2 in Figure 5), in which all data necessary for the system will be saved. In the prototype, MariaDB is used as the database manager, which is a fork opensource of the MySQL relational database [47].

- An application server that implements a Representational State Transfer (REST) application programming interface (API) [48] (A in Figure 5) for access to the information system (3 in Figure 5). In the prototype, this server was developed using NodeJS as a platform together with the Express module for the development of HTTP services, and the MySQL module was used for access to the database.

- A BPMS to execute the processes defined in the proposed redesign (4 in Figure 5). In the prototype, Bonita Software Community Edition (version 7.9.4; Bonitasoft, San Francisco, CA, USA) was used that allows access through a REST API (D in Figure 5). Toward this end, several conductors were developed for the different tasks identified in the process (Figure 3) that allow access to other elements of the architecture.

- An electronic health records system (EHRS), in which the developed system is integrated. This is a key aspect of the proposal since it allows validating its use in a real environment (5 in Figure 5). For this purpose, we selected OpenEMR [49], which is a widely used open-source EHRS. This system uses a REST API (B in Figure 5) for access to its information (eg, patients, appointments, treatments). This API does not contain any notification mechanism; thus, the BPMS is not able to know when an appointment is requested by the patient. To solve this problem, at the end of each day, all of the new appointments made are consulted, those meeting the established criteria are analyzed, and, if applicable, a notification is sent to the patient to perform the screening. The following services are used for this process: auth (for authorization), appointment (for access to appointments), and patient (for access to patient data).

- A spirometer (6 in Figure 5) with which the doctor can perform spirometry to the patient in consultation. This may be connected to the system or can operate independently, in which case the doctor must enter the data into the system manually (G in Figure 5). An AirNext model spirometer (NuvoAir AB, Stockholm, Sweden) was used in the prototype.

- A mobile app for the patient to perform the screening on COPD (7 in Figure 5 and Figure 6d). This app is operated by an app server that collects the test results using the defined REST API (C in Figure 5).

- The app that the patient uses to request the initial appointment (8 in Figure 5) that is the trigger of the COPD diagnosis process. In the prototype, the OpenEMR - Patient Portal app was used for this purpose (Figure 6a).

- An app to assist the doctor in the diagnostic process (9 in Figure 5). For the prototype, an app was designed using Bonita Software forms (Figures 6b and 6c) that use the Bonita API (D in Figure 5).

- The app with which the doctor manages the clinical process (10 in Figure 5). The Web app provided by OpenEMR was used in the prototype.

After development of the prototype, its functional validation was conducted, including complete cycles of COPD diagnoses from the request for an appointment by a patient to the final diagnosis by a professional.
Figure 5. Proposed architecture and prototype. COPD: chronic obstructive pulmonary disorder; BPM: business process management; PMS: process management strategy.

Figure 6. Prototype screenshots. (a) Appointment management from the OpenEMR Patient Portal. (b) Test spirometry interface. (c) Severity assessment interface. (d) Screening app.
Evaluation Outcomes

Table 2 shows a list of the questions asked to the clinical staff, as well as the mean and median obtained for each question from the 5-point Likert scale.

Table 2. Questionnaire and result from the clinical perspective (N=12).

<table>
<thead>
<tr>
<th>Questions</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. The system will facilitate increasing the detection of COPD cases by opportunistic diagnosis</td>
<td>4.56 (0.51)</td>
<td>5</td>
</tr>
<tr>
<td>Q2. The system will allow improvements in COPD diagnosis</td>
<td>4.01 (0.79)</td>
<td>4</td>
</tr>
<tr>
<td>Q3. Thanks to the system, the patient will be aware of their pathology</td>
<td>3.24 (0.77)</td>
<td>4</td>
</tr>
<tr>
<td>Q4. The system will help avoid diagnostic confusion</td>
<td>3.09 (0.71)</td>
<td>3</td>
</tr>
<tr>
<td>Q5. The system will correctly assist health personnel in the diagnosis of COPD</td>
<td>4.31 (0.49)</td>
<td>4</td>
</tr>
<tr>
<td>Q6. The use of the system will help to avoid mistakes made in primary care centers due to lack of specialized personnel</td>
<td>4.47 (0.52)</td>
<td>5</td>
</tr>
<tr>
<td>Q7. The system will avoid unnecessary visits by patients with COPD</td>
<td>4.64 (0.49)</td>
<td>5</td>
</tr>
<tr>
<td>Q8. The system will help to standardize a protocol for the diagnosis of the disease</td>
<td>2.29 (1.00)</td>
<td>3</td>
</tr>
<tr>
<td>Q9. Thanks to the system, the interpretation of the spirometric test results will be improved</td>
<td>4.26 (0.77)</td>
<td>5</td>
</tr>
<tr>
<td>Q10. The use of the system will improve the coordination, monitoring, and traceability of the diagnostic process</td>
<td>2.45 (0.98)</td>
<td>3</td>
</tr>
<tr>
<td>Q11. The system will help speed up the diagnostic process</td>
<td>4.64 (0.49)</td>
<td>5</td>
</tr>
<tr>
<td>Q12. The system will improve the information provided by primary care centers to hospital centers</td>
<td>3.30 (0.49)</td>
<td>3</td>
</tr>
<tr>
<td>Q13. The system will help assess alternatives in the diagnosis</td>
<td>3.36 (1.00)</td>
<td>4</td>
</tr>
<tr>
<td>Q14. The use of the system will reduce the number of visits due to issues associated with COPD</td>
<td>4.31 (0.49)</td>
<td>4</td>
</tr>
<tr>
<td>Q15. The system will help improve spirometry performance</td>
<td>4.64 (0.49)</td>
<td>5</td>
</tr>
<tr>
<td>Q16. Overall assessment of the system</td>
<td>4.29 (0.65)</td>
<td>4</td>
</tr>
</tbody>
</table>

*COPD: chronic obstructive pulmonary disease.*

The questionnaire was completed by 12 medical professionals, including family doctors (n=6) who monitor patients with COPD, emergency doctors (n=2) who care for patients when they have exacerbations, and nursing staff (n=4) who perform diagnostic tests. As shown in Table 2, the overall assessment of the system was generally good, highlighting the issues from Q7, Q11, and Q15 with mean scores above 4.5, indicating that health personnel strongly agree that the system can avoid unnecessary visits by patients with COPD, expedite the diagnostic process, and help improve the performance of spirometry. By contrast, the health personnel did not generally agree that the system would help to standardize a protocol for the diagnosis of the disease or that it would contribute to improving patient adherence to treatments. In this sense, it is important to highlight that these objectives would not be among the main associates of the system. In qualitative assessment, all respondents agreed on the need to use information and communications technologies to improve the quality of care, and this system is an example of this. Overall, 10/12 (83%) of the experts positively evaluated our tool to help speed up the diagnosis, help interpret the results, and also encourage opportunistic diagnosis, recommending its use in health centers, with an overall assessment of the system of 4.29 out of 5.

Table 3 shows the questions provided in the survey to the patients as well as the mean and median of their answers. The survey was completed by 36 patients with suspected COPD between 40 and 65 years of age, including 20 (55%) men and 16 (45%) women. Although this is a small sample, it serves as a proof of concept to present the overall perspective of patients regarding the benefits of the system. In general, the patients had a positive opinion about the use of the system; 27/36 (75%) of the patients considered that the system was very useful to warn about possible cases of COPD (Q1), highlighting their interest in the system being extended to different health centers (Q5). By contrast, patients did not view the system as a key factor in improving their awareness of the disease (Q4), matching with the opinion of the clinical staff on this aspect. The patients provided a global rating of the system of 4.53 out of 5.
Table 3. Questionnaire and results from the patient perspective (N=36).

<table>
<thead>
<tr>
<th>Questions</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. The system can help detect the disease</td>
<td>4.42 (0.50)</td>
<td>4</td>
</tr>
<tr>
<td>Q2. You feel more confident in the diagnosis thanks to the system</td>
<td>4.28 (0.67)</td>
<td>4</td>
</tr>
<tr>
<td>Q3. The use of the system helps improve your quality of life as a patient</td>
<td>4.04 (0.74)</td>
<td>4</td>
</tr>
<tr>
<td>Q4. The system helps you to be more aware of your disease</td>
<td>3.16 (0.63)</td>
<td>3</td>
</tr>
<tr>
<td>Q5. The use of the system should be extended to all health centers</td>
<td>4.76 (0.42)</td>
<td>5</td>
</tr>
<tr>
<td>Q6. Overall assessment of the system</td>
<td>4.53 (0.50)</td>
<td>5</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

COPD is a chronic respiratory disease that is associated with high morbidity worldwide. The main scientific societies dedicated to the care of patients with COPD have proposed different clinical guidelines over the years to help with its diagnosis and subsequent treatment. However, the COPD diagnostic process continues to present important weaknesses that cause late diagnosis or misdiagnosis. This has a direct impact on patient quality of life and the cost borne by health systems.

In this work, a support system for COPD diagnosis based on the BPM paradigm was developed in order to foster early diagnosis, and to improve diagnostic accuracy and the quality of care provided. The BPM strategy pursues, among other objectives, the optimization and standardization of processes, and allows the integration of human resources and information technology solutions through a BPMS that acts as a backbone throughout the diagnostic process.

To instantiate the redesign model raised for the diagnosis optimization, an architecture based on the SOA paradigm was designed that allows integration with characteristics of low coupling, reusability, scalability, interoperability, and security, typical of this type of architecture. The proposed architecture was designed to assist health care professionals during the diagnosis of COPD through the acquisition of patient information, storage and processing of data, and provision of the necessary clinical information for correct interpretation of the results.

From the definition of the architecture, a prototype was designed for a functional validation of the system. It is important to note that the system developed within an HIS was integrated into the prototype, which validates that the proposal can be integrated into a real hospital environment.

The system was also qualitatively validated by both clinical experts and patients. Overall, 83% of the experts surveyed positively evaluated our tool to help speed up the diagnosis, help interpret the results, and also encourage opportunistic diagnosis, recommending its use in health centers, with an overall assessment of the system of 4.29 on a 5-point scale. In addition, 75% of patients considered that the system was very useful to warn about possible cases of COPD, especially those who presented symptomatology compatible with the disease, and they agreed to extend its use to all primary care centers, with an overall assessment of the system of 4.53 on a 5-point scale.

Limitations

This study has some limitations that must be addressed in the next steps of development. First, the implementation of external systems in a real hospital environment is quite restricted, which requires bureaucratic procedures and authorizations that affect different aspects of implementation. In addition, each hospital has its own hospital management system, and therefore it would be necessary to adapt our system to meet the integration requirements in each case. Second, and as a consequence of the first limitation, although the developed system overcomes the current weaknesses of guidelines for COPD diagnosis, it has not been possible to quantitatively validate how our system will improve the current diagnosis rates.

Conclusions

This study highlights the difficulties that currently exist in the diagnosis of COPD in primary care centers. From a functional point of view, the proposed system can help to overcome the weaknesses detected in the current diagnostic process through integration of a mobile app so that patients can refer their symptoms, a spirometer to measure the patient’s lung capacity, and a Web app for physicians that allows them to consult all of the information provided by both the patients and the system. Implementation of this system is expected to help foster the early diagnosis, and improve the diagnostic accuracy and quality of care provided for COPD.

Acknowledgments

We thank Dr Belén Sánchez Ruiz from Ciudad Jardín Health Center in Alicante (Spain) and Dr Ana Fernández Frías from Hospital of Torrevieja (Spain) for their support in this research. AR received financial support from the Ministry of Economy and Competitiveness (BES-2015-073611).
Conflicts of Interest
None declared.

References


https://www.jmir.org/2020/3/e17161


47. MariaDB. URL: https://mariadb.org/ [accessed 2020-02-18]


49. OpenEMR. URL: https://www.open-emr.org/ [accessed 2020-02-18]

Abbreviations

API: application programming interface
BODE: body mass index, obstruction, dyspnea, and exercise index
BODEX: exacerbation of body mass index, obstruction, dyspnea, and exercise index
BPM: business process management
BPMN: business process management notation
BFMS: business process management system
COPD: chronic obstructive pulmonary disease
EHRS: electronic health records system
FEV1: forced expiratory volume (first second)
FVC: forced vital capacity
HIS: health information system
REST: Representational State Transfer
SOA: service-oriented architecture

©Alberto De Ramón Fernández, Daniel Ruiz Fernández, Diego Marcos-Jorquera, Virgilio Gilart Iglesias. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 17.03.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Postoperative Remote Automated Monitoring and Virtual Hospital-to-Home Care System Following Cardiac and Major Vascular Surgery: User Testing Study

Michael McGillion\textsuperscript{1,2}, RN, PhD; Carley Ouellette\textsuperscript{3}, RN, BSc, MSc; Amber Good\textsuperscript{2}, MSc; Marissa Bird\textsuperscript{1}, RN, BA, BSN; Shaunatonnie Henry\textsuperscript{1}, MN, MA Ed; Wendy Clyne\textsuperscript{4}, PhD; Andrew Turner\textsuperscript{5}, PhD; Paul Ritvo\textsuperscript{6}, PhD, CPsych; Sarah Ritvo\textsuperscript{6}, MA; Nazari Dvirkik\textsuperscript{2,3}, BHSc, MD, MS; Andre Lamy\textsuperscript{2,7}, MD, MSHc, FRCSC; Richard Whitlock\textsuperscript{2,7}, MD, PhD, FRCSC; Christopher Lawton\textsuperscript{8}, BMET; Jake Walsh\textsuperscript{8}, MCSE; Ken Paterson\textsuperscript{8}, BMET; Janine Duquette\textsuperscript{9}, BScN, MN, ACNP, DNP; Karla Sanchez Medeiros\textsuperscript{2}, BSc; Fadi Elias\textsuperscript{2,3}, MD, MS; Ted Scott\textsuperscript{8}, MAppSC, PhD; Joseph Mills\textsuperscript{10}, BChir, MD, MA, MB, FRCP; Deborah Harrington\textsuperscript{10}, FRCS; Mark Field\textsuperscript{10}, FRCS; Prathiba Harsha\textsuperscript{3}, MBBS, MSc; Stephen Yang\textsuperscript{11}, MD, CM, FRCP; Elizabeth Peter\textsuperscript{12}, RN, PhD; Sanjeev Bhavnani\textsuperscript{13}, MD; PJ Devereaux\textsuperscript{2,14}, MD, PhD, FRCPC

\textsuperscript{1}School of Nursing, McMaster University, Hamilton, ON, Canada
\textsuperscript{2}Population Health Research Institute, Hamilton, ON, Canada
\textsuperscript{3}McMaster University, Hamilton, ON, Canada
\textsuperscript{4}Hope for the Community CIC, Coventry, United Kingdom
\textsuperscript{5}Coventry University, Coventry, United Kingdom
\textsuperscript{6}York University, Toronto, ON, Canada
\textsuperscript{7}Department of Surgery, McMaster University, Hamilton, ON, Canada
\textsuperscript{8}Hamilton Health Sciences, Hamilton, ON, Canada
\textsuperscript{9}Cardiac and Vascular Program, Hamilton Health Sciences, Hamilton, ON, Canada
\textsuperscript{10}Liverpool Heart and Chest Hospital, Liverpool, United Kingdom
\textsuperscript{11}McGill University, Montreal, ON, Canada
\textsuperscript{12}Lawrence S. Bloomberg Faculty of Nursing, University of Toronto, Toronto, ON, Canada
\textsuperscript{13}Scripps Clinic & Research Foundation, San Diego, CA, United States
\textsuperscript{14}Departments of Health Research Methods, Evidence, and Impact (HEI) and Medicine, McMaster University, Hamilton, ON, Canada

\textbf{Corresponding Author:}  
Michael McGillion, RN, PhD  
School of Nursing  
McMaster University  
1280 Main Street West, HSC 2J40E  
Hamilton, ON, L8S 4K1  
Canada  
Phone: 1 9055259140 ext 20275  
Email: mmcgill@mcmaster.ca

\textbf{Abstract}

\textbf{Background:} Cardiac and major vascular surgeries are common surgical procedures associated with high rates of postsurgical complications and related hospital readmission. In-hospital remote automated monitoring (RAM) and virtual hospital-to-home patient care systems have major potential to improve patient outcomes following cardiac and major vascular surgery. However, the science of deploying and evaluating these systems is complex and subject to risk of implementation failure.

\textbf{Objective:} As a precursor to a randomized controlled trial (RCT), this user testing study aimed to examine user performance and acceptance of a RAM and virtual hospital-to-home care intervention, using Philip’s Guardian and Electronic Transition to Ambulatory Care (eTrAC) technologies, respectively.

\textbf{Methods:} Nurses and patients participated in systems training and individual case-based user testing at two participating sites in Canada and the United Kingdom. Participants were video recorded and asked to think aloud while completing required user
tasks and while being rated on user performance. Feedback was also solicited about the user experience, including user satisfaction and acceptance, through use of the Net Promoter Scale (NPS) survey and debrief interviews.

**Results:** A total of 37 participants (26 nurses and 11 patients) completed user testing. The majority of nurse and patient participants were able to complete most required tasks independently, demonstrating comprehension and retention of required Guardian and eTrAC system workflows. Tasks which required additional prompting by the facilitator, for some, were related to the use of system features that enable continuous transmission of patient vital signs (eg, pairing wireless sensors to the patient) and assigning remote patient monitoring protocols. NPS scores by user group (nurses using Guardian: mean 8.8, SD 0.89; nurses using eTrAC: mean 7.7, SD 1.4; patients using eTrAC: mean 9.2, SD 0.75), overall NPS scores, and participant debrief interviews indicated nurse and patient satisfaction and acceptance of the Guardian and eTrAC systems. Both user groups stressed the need for additional opportunities to practice in order to become comfortable and proficient in the use of these systems.

**Conclusions:** User testing indicated a high degree of user acceptance of Philips’ Guardian and eTrAC systems among nurses and patients. Key insights were provided that informed refinement of clinical workflow training and systems implementation. These results were used to optimize workflows before the launch of an international RCT of in-hospital RAM and virtual hospital-to-home care for patients undergoing cardiac and major vascular surgery.

*(J Med Internet Res 2020;22(3):e15548) doi:10.2196/15548*
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**Introduction**

**Background**
Cardiac and major vascular surgeries are common surgical procedures associated with high rates of postsurgical complications and related hospital readmission [1,2]. A North American prospective cohort study (involving 5158 patients) by the National Institutes of Health and Canadian Institutes of Health Research Cardiothoracic Surgical Trials Network found that 18.7% of cardiac surgery patients were readmitted within 60 days [3]. The most common drivers of first readmission included infection, arrhythmia, and fluid volume overload [3]. Data from the US 2014 registry (N=11,246) reported comparable rates of unplanned 30-day readmission among major vascular surgery patients, for example, infrainguinal bypass: 15.7% [4]. Recent retrospective data from Boston Medical Centre, reporting on patients (N=649) having a range of major vascular surgeries (eg, endovascular lower extremity procedures and carotid or cerebrovascular procedures), demonstrated that 21% of patients were readmitted within 30 days. Postsurgical complications accounted for 35.5% of these readmissions, driven most commonly by surgical site infections, graft failures, and bleeding [5].

A factor contributing to high postsurgical complications and readmission rates following cardiac and major vascular surgeries is inadequacy of current systems for patient monitoring in hospital and at home [6-10]. Routine nursing surveillance of patients on hospital surgical wards includes manual vital signs assessments every 4 to 12 hours [6,10]. On the basis of such infrequent vital signs measurements, extrapolations are made about the stability of patients’ physiologic status for extended periods of time [11]. As a result of these practices, the incidences of patient hemodynamic compromise and instability are often missed, as are opportunities to facilitate timely clinician response and early intervention [8-12]. In a study examining the incidence of postoperative hypotension, Turan et al [13] found that 18% of patients on surgical wards had an episode of mean arterial pressure <65 mm Hg for a minimum of 15 min. When taking routine, manual vital signs observations every 4 hours, nurses missed approximately half of all these episodes.

The problem is further compounded once patients are discharged home without surveillance or health professional support—a significant number of patients sustain complications that their surgical teams are unaware of. A prospective study (N=328) in the United Kingdom found that 28% of cardiac surgery patients required urgent physician or district nurse intervention within the first 6 weeks of recovery at home [6]. Of these patients, 21% required hospital readmission because of major complications including cardiac arrhythmia, pneumonia, renal failure, or sternal wound infections. Patients’ respective surgical care teams were unaware of any such complications requiring treatment [6].

Increasing efforts are being made to implement postoperative remote automated monitoring (RAM) and surveillance systems to improve patient outcomes through facilitation of continuous patient monitoring, early detection of deterioration, and remote patient support [9,11]. Sophisticated RAM and virtual care deployments include wireless sensors worn by the patient and supported by network infrastructure to acquire, transmit, and integrate continuous physiologic data [9,11]. Synthesis of this information is typically driven by the hospital early warning systems that direct action of frontline nursing staff, including escalation of care to the most responsible physician or rapid response team [9].

RAM surveillance systems have major potential, but the science of implementing and evaluating these systems is complex and still at an early stage [9]. Although a number of recent studies report that nurses and physicians support the need for RAM technologies on surgical wards and into the home setting, there are conflicting views which convey both excitement and apprehension about the consequences of such systems on clinical workflows and outcomes, as well as the experience of patient care [14-17]. In a study to solicit clinical staff perspectives of the introduction of RAM on general and surgical wards, Prgomet et al [14] found that while RAM technologies were viewed by nurses and physicians as potentially advantageous to the
identification of early patient deterioration, a number of concerns were raised about possible drawbacks. Clinicians expressed worry that RAM technologies would decrease meaningful patient contact, reduce flexibility about the use of personal clinical judgement, and result in unwanted patient anxiety and discomfort [14]. Other studies have supported similar results, stressing the need for targeted training, educational opportunities, and pilot user testing studies to allow clinicians and patients to get familiar and comfortable with RAM systems and provide feedback [15,17].

**Objectives**

Our team is conducting a randomized controlled trial (RCT) of a RAM and virtual hospital-to-home intervention entitled, TecHnology-Enabled remote monitoring and Self-MANagementT—VIsion for patient Empowerment following Cardiac and major VasculaR surgery (THE SMArTVIEW, CoVeRed) [9,18,19]. The SMArTVIEW intervention combines RAM and virtual hospital-to-home support using Philips monitoring technologies.

The current RCT (N=800) [1,9] will examine the impact of SMArTVIEW on patients aged 65 years and older at two hospital sites (Canada and the United Kingdom) on an array of clinical and feasibility outcomes, including a composite of 45-day hospital readmission and emergency department and urgent care center visits; postoperative complications; patient-reported outcomes; and intervention adherence [9,18,19]. Recognizing that implementation of RAM represents a change to typical postoperative care [9,14-17], the purpose of this study was to examine user performance and acceptance of RAM and virtual care technologies planned for use in the SMArTVIEW trial [9,18,19].

**Methods**

**The TecHnology-Enabled Remote Monitoring and Self-MANagementT—VIsion for Patient Empowerment Remote Automated Monitoring and Virtual Care Intervention**

This user testing study (and the subsequent SMArTVIEW trial) was in response to a call for applications to the Canadian Institutes of Health Research eHealth Innovation Partnerships program. This funding opportunity was designed to facilitate experimental, real-world, large-scale implementations, focusing on the integration of existing innovations that are beyond the prototyping stage and ready for deployment in the real-world conditions. To this end, we extended an invitation to vendors, through various hardware and software consortiums in North America, to showcase their market-ready solutions that could support our RAM and virtual care needs. Vendor choice was based on ability to contribute equipment and personnel time for training study staff, as well as the availability of products that were at a minimum technology readiness level 7 to 9 (0=early prototyping, 9=ready for use under operational conditions), according to Innovative Solutions Canada.

Our aim was to implement an end-to-end solution that incorporates both RAM in hospital and virtual hospital-to-home recovery support for the first 30 days at home, following cardiac and major vascular surgery. Although multiple vendors came forward with various solutions, Philips was in a position to provide market-ready, configurable technology solutions for both hospital RAM and hospital-to-home virtual care that could be packaged together in an end-to-end solution for immediate deployment.

On the surgical ward, RAM is supported by the Philips Guardian solution as illustrated in Figure 1 [1,9,18]. Guardian includes a central trending monitor at the nursing station; a bedside, portable spot-check vital signs monitor (MP5); and three wireless wearable patient sensors, which communicate with the MP5 bedside monitor and the Guardian central monitor via short-range radio and Wi-Fi, respectively. A wireless sensor applied to the index finger and wrist monitors continuous blood oxygen saturation (SpO₂) and pulse rate, an inflatable cuff module measures noninvasive blood pressure, and a small pod applied to the left costal arch measures respiration rate and patient position as shown in Figure 1. The Philips Guardian solution is programmable according to hospital early warning score parameters—vital signs data are integrated automatically to calculate the patient’s early warning score [1,9,18]. Hospital warning scores are used to identify patients with early signs of clinical deterioration to facilitate prompt intervention and prevent a major adverse event [9]. In the event that a patient’s early warning score triggers the need for prespecified clinical action, a notification is sent to the ward nurse via a handheld device (eg, Android phone), calling for early attention to care [1,9,18]. To safeguard against notification fatigue, the system features built-in trend analyses and reassurance measurements in order to verify signals that are indicative of early patient deterioration. For more information on hospital early warning systems, the readers are referred to McGillion et al [9].
Figure 1. The Philips Guardian Solution. (A) MP5 spot-check monitor, (B) wireless blood pressure monitor, (C) wireless continuous pulse oximetry monitor, and (D) wireless respiratory sensor. Reproduced with permission from Philips Canada (Markham, ON) (reprinted with copyright permission from the publisher).

Hospital-to-home remote monitoring and virtual care is supported by the Philips Electronic Transition to Ambulatory Care (eTrAC) Program as shown in Figure 2, a tablet-based solution that combines clinical software for remote patient management with Bluetooth-enabled, vital signs monitoring equipment to measure \( \text{SpO}_2 \), blood pressure, weight, core temperature, and blood glucose [1,9,19]. The nurse interface for eTrAC is eCare Coordinator (eCC). Through eCC secure video visits, nurses review patients’ vital signs and weight and conduct remote postoperative assessments daily. These standardized, daily assessments are designed to detect early signs of postoperative complications that may require medical intervention and to address patient concerns during recovery (eg, unrelieved pain in the moderate-to-severe range). Customizable daily patient symptom surveys (ie, general health, wound care, nutrition, medication reconciliation, sleep, functional status, and depression) are also collected via eTrAC [1,9,19]. Together, patient vital signs and survey responses factor into a weighted algorithm, which generates a daily triage score to prioritize nursing assessment and facilitate timely escalation of care to the most responsible physician member of the surgical team [1,9,19].
Design

Our approach to Guardian and eTrAC system usability testing was guided by Wiklund et al.’s *Usability Testing of Medical Devices* [20] and conducted with an *out-of-the-box* orientation. Out-of-the-box usability testing involves observing participants interacting with ready-for-use medical devices to perform required tasks, according to laid out instructions, in simulated real-world use case scenarios. As such, our intent was to conduct formative user tests, that is, tests focused on refining our approach to nurse and patient training, as well as refining system workflows with participant input [20].

Setting and Recruitment

Participants included surgical ward nurses and patients recovering from cardiac or major vascular surgery. This study was conducted at two hospital sites, one in Ontario, Canada, and one in Liverpool, the United Kingdom. Nurse participants were recruited through brief presentations at staff meetings and nursing rounds, as well as through emails sent by ward managers. Nurses were invited to participate in either Guardian or eTrAC user testing, but not both, to avoid possible confounding influences of cross-system testing. Patients were invited to participate in eTrAC user testing only, given that Philips’ Guardian system does not involve active workflows for patients wearing the wireless sensors. Included patients were ambulatory, recovering from a cardiac or major vascular surgery, and were able to read, speak, and understand English. Patients who exhibited signs of postoperative delirium (via confusion assessment method) were excluded. The research personnel identified and approached eligible nurses and patients to participate in the study, obtained informed consent, collected baseline demographic information, and scheduled user testing sessions.

To account for site differences, we aimed to recruit a minimum of 6 participants per site for each system-related user test, for a total of 12 nurses for Guardian testing, 12 nurses for eTrAC testing, and 12 patients for eTrAC testing. Our total sample size of 36 participants was informed by Wiklund et al.’s guidance [20] that five to six user test sessions per device are typically sufficient to identify usability issues in the context of a simulated out-of-the-box user testing.

The Hamilton Integrated Research Ethics Board approved the study (project reference number 2332). For the UK arm of the study, Coventry University Ethics Committee granted the ethical approval (project reference ID P50671). Research Governance approval was also granted by Dr Jay Wright, Liverpool Heart and Chest Hospital National Health Service Foundation Trust Research Committee as a Chairman’s action.

Study Procedures

Usability testing of Guardian and eTrAC systems was conducted in two stages: hands-on systems training (Stage 1), followed by individual user testing (Stage 2; Figure 3). Individual user testing occurred as soon as possible after hands-on system training within 24 hours.

---

*Figure 2.* The Philips electronic Transition to Ambulatory Care system, featuring tablet interface and Bluetooth-enabled vital signs monitors. Reproduced with permission from Philips (reprinted with copyright permission from the publisher).
Hands-On Systems Training

Nurses
Nurse participants were oriented to Guardian and eTrAC systems during half-day group training sessions. These sessions included a combination of didactic and hands-on learning activities to contextualize and apply content. Topics included nurse and patient onboarding, system navigation, device management, monitoring functions, and technical troubleshooting and related communication. At the end of each session, nurse participants received system user guides for their review and ongoing reference. Nurse participants were asked to review these guides in preparation for their individual usability testing sessions.

Patients
Participating patients received individualized, 1-hour training sessions on the eTrAC system, also featuring didactic and hands-on learning. These sessions focused on daily use of the tablet and vital signs equipment and communicating with a nurse remotely via a secure video link. The training took place at a time convenient to the patient that did not interfere with their routine care. An eTrAC user guide was also provided.

Individual User Testing

Nurses
Following the systems training sessions, nurse participants took part in a 2-hour, individual, usability-testing session for either the Guardian or eTrAC system. The test activities were completed within the context of a simulation featuring one of two patient-cases, depending on nursing area of specialty—cardiac surgery (coronary artery bypass graft) or major vascular surgery (femoropopliteal bypass). Patient cases spanned postoperative days 1 through 4 and featured vital signs–related deteriorations that were programmed into the system remotely; the actors’ true vital signs were concealed. These cases were created based on real patient data by staff surgeons, residents, and nurses with minimum 5 years’ experience in managing patient deterioration at our study sites. The case scenarios were written in collaboration with the McMaster Standardized Patient Program, Centre for Simulation-Based Learning. A standard template was used to clarify required nurse end-user tasks, the setup of the simulation, and details of the patient cases including surgical details, past medical history, social and family history, and patient-related thoughts, feelings, and concerns that are common in the immediate postcardiac and postvascular surgery context. To
provide a high degree of realism, 2 standardized patient actors were trained to portray each case; these actors were placed in an extra bed on the surgical unit at each site, in a separate area designated for the user testing [20].

**Guardian User Testing**

Following an introduction and review of the system, nurse participants completed the test activities, which represent core nursing competencies for Guardian use including start up, use of the MP5 spot-check monitor and wireless devices, ongoing monitoring and responding to patient deterioration, and technical trouble shooting and system maintenance.

The research assistant moderated the simulation by introducing the background information on the patient and providing instructions and cues to indicate advances in case timelines (eg, “It is now post op day 3 and you return to the unit and reassess your patient.”). The actors were trained to interact with the nurse participants to add realistic distractions and stressors similar to real-world working conditions on the surgical unit.

**eTrAC User Testing**

The eTrAC user testing followed procedures similar to the Guardian user testing with hospital-to-home patient cases. The eTrAC system was programmed to display simulated patient details, changes in vital signs, and related patient notifications programmed into the system. Patient cases (cardiac and vascular surgery) spanned postdischarge days 1 through 5 and featured vital signs–related deteriorations (eg, high temperature), indicative of common postoperative adverse events (eg, infection) while recovering at home. The research assistant prompted participants with details of these cases as they unfolded to indicate the passage of time and recovery-related circumstances for the patient at home.

**Patients**

The patient eTrAC user testing focused on completing system tasks required for using the eTrAC system at home, after hospital discharge. The research assistant asked participants to imagine they were now home and undertake the required daily patient-user test activities including using the vital signs equipment, responding to surveys on the tablet, and connecting with a nurse through a secure video visit. The eTrAC system was programmed to display simulated vital signs in demonstration mode. The portable vital signs monitors used by the participants did not display their actual vital signs.

**Think Aloud Process**

Across all user testing sessions, the research assistant asked participants to think aloud as they worked through required tasks [20]. Probing questions were asked to solicit participant reaction to each system and scenario, depending on participants’ apparent level of ease or difficulty as they worked through required tasks (eg, “How are you feeling at this point?”). While thinking aloud, nurse participants were asked to share any critical thinking they were engaged in as they responded to simulated patient deterioration, including problem solving and making decisions about escalating patient care to a physician team member as needed. Patient participants were asked to offer their reflections on their user experience. The research assistant did not respond to participant comments during the think aloud process [20].

**Outcome Data Collection**

**User Performance**

The research assistant used an observation rubric to evaluate participants’ performance of test activities, according to the following designations: completed independently, completed with difficulty or need for additional prompting, or not completed. Additional observations recorded while participants engaged in the think aloud process included task completion time, distraction points, system navigation problems, and any areas of frustration or confusion about workflow when using the systems [20]. A second, silent observer recorded observational field notes to corroborate the research assistant’s observations. A mounted video camera was also used to record the simulations for verifying user performance and any discrepancies noted between participants’ subjective remarks and the documented observations [20].

**User Acceptance**

**Perceived User Satisfaction**

Participants were asked to rate their perceived satisfaction with the Guardian or eTrAC system user experience in the context of the workflow training we provided. To solicit this rating, we used the 11-point, single-item Net Promoter Scale (NPS) [21], which asks, “How likely is it that you would recommend the system to a friend or colleague?” We asked participants to respond to this question, while reflecting on the ease of system use during user testing. The NPS includes a score from 0 (not at all likely) to 10 (very likely). On the basis of response, individuals are classified as potential system promoters (response score: 9 or 10), passives (response score: 7 or 8), or detractors (response score: 0 to 6). A total NPS score, ranging from −100 to +100, can be calculated for each system tested by subtracting the percentage of those classified as detractors from the percentage of those classified as promoters; scores above 0 indicate overall system-related satisfaction [21]. The NPS is widely used for system and health services tests [21-24], with moderate to strong correlation with other measures of patient and user satisfaction [25].

**Debrief Interviews**

Immediately following each user testing session, the research assistant conducted a 60-min semistructured debrief interview with participants to further identify root causes of any observed difficulties during the simulation, discuss required tasks that may have been missed, and solicit the participants’ overall impressions of their experience using the systems [20].

**Data Management and Analyses**

Descriptive statistics were used to summarize participants’ demographic characteristics and user performance and acceptance of RAM systems and workflows. All qualitative data, including documented observations and audio recordings of the debrief interviews, were transcribed verbatim. Qualitative analysis was conducted employing inductive, thematic content analysis methods [26], with NVivo 10.0 software (QRS International). Data were coded based on the frequency,
extensiveness, and specificity of participants’ comments as they related to the usability of Guardian and eTrAC systems [26]. These codes were altered and refined through a recursive process from the data to analyst-generated categorical and conceptual definitions. Revisions to the codebook reflected emerging themes. Constant comparative methods were used to examine individual participants’ responses in relation to responses from their respective user groups. New codes occurred less frequently as more transcripts were analyzed, and thematic saturation occurred for each user group when no new codes were generated. Rigor was maintained by completing a reflexive journal and audit trail [26].

**Results**

**Demographics**

**Nurses**

A total of 26 nurses from Canada (CAN group, n=15) and the United Kingdom (UK group, n=11) participated in the Guardian or eTrAC user testing. The majority of nurses were white females, possessing a bachelor’s degree in nursing, and employed full time. On average, these nurses had been practicing nursing for over 16 years, in cardiac and vascular surgery and other acute care settings as shown in Table 1.

**Patients**

A total of 11 patients (CAN: n=6; UK: n=5), participated in the eTrAC user testing across both study sites. The majority of patients were male, either married or widowed, and retired. All patients were over 65 years of age; the majority had undergone coronary artery bypass graft or valve replacement surgery as shown in Table 2.

---

**Table 1.** Nurse participant characteristics (n=26).

<table>
<thead>
<tr>
<th>Nurse characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Female</td>
<td>22 (85)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>21 (81)</td>
</tr>
<tr>
<td>African decent</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Professional degree</td>
<td>6 (23)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>11 (42)</td>
</tr>
<tr>
<td>Masters’ degree</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Diploma</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>19 (73)</td>
</tr>
<tr>
<td>Part-time</td>
<td>7 (28)</td>
</tr>
<tr>
<td><strong>Number of practicing years, mean (SD)</strong></td>
<td>16.5 (12)</td>
</tr>
</tbody>
</table>
Table 2. Electronic Transition to Ambulatory Care patient participant characteristics (N=11).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Female</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>11 (100)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Widowed</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>1 (9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school—no diploma</td>
<td>5 (46)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Trade, technical, vocational training</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>2 (18)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Part-time</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Retired</td>
<td>6 (55)</td>
</tr>
<tr>
<td><strong>Procedure</strong></td>
<td></td>
</tr>
<tr>
<td>Coronary artery bypass graft</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Abdominal aortic aneurysm repair</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Heart valve replacement</td>
<td>4 (36)</td>
</tr>
</tbody>
</table>

**User Performance**

User performance, expressed as percentage of participants observed by task category, that is, *completed, completed with difficulty or additional prompting, and not completed*, and median task completion times are presented in Table 3.
Table 3. User performance.

<table>
<thead>
<tr>
<th>User (N) and task</th>
<th>Completed, n (%)</th>
<th>Completed with difficulty or additional prompting, n (%)</th>
<th>Not completed, n (%)</th>
<th>Task completion time (mm:ss), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Guardian nurse: 8 CAN(^a); 6 UK(^b) (N=14)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse pairing the patient to the monitor</td>
<td>11 (79)</td>
<td>3 (21)</td>
<td>0 (0)</td>
<td>00:10 (00:05-00:11)</td>
</tr>
<tr>
<td>Assign wireless devices to the patient</td>
<td>9 (64)</td>
<td>5 (36)</td>
<td>0 (0)</td>
<td>04:30 (03:10-06:16)</td>
</tr>
<tr>
<td>Complete full set of vital signs</td>
<td>14 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>01:04 (00:40-01:47)</td>
</tr>
<tr>
<td>Validate EWS(^c)</td>
<td>13 (93)</td>
<td>0 (0)</td>
<td>1 (7)</td>
<td>00:03 (00:02-00:05)</td>
</tr>
<tr>
<td>Review and manage the patient’s vital sign trends</td>
<td>8 (58)</td>
<td>6 (42)</td>
<td>0 (0)</td>
<td>00:26 (00:17-00:47)</td>
</tr>
<tr>
<td>Wireless device management</td>
<td>12 (87)</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>02:08 (01:10-03:17)</td>
</tr>
<tr>
<td>Infection control procedures</td>
<td>14 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>01:03 (00:30-01:50)</td>
</tr>
<tr>
<td><strong>eTrAC(^d) patient: 6 CAN; 5 UK (N=11)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turn on device</td>
<td>9 (82)</td>
<td>1 (9)</td>
<td>1 (9)</td>
<td>00:08 (00:05-00:15)</td>
</tr>
<tr>
<td>Take vital signs (BP(^e), SpO(_2)^f, weight, HR(^g), temperature)</td>
<td>8 (73)</td>
<td>3 (27)</td>
<td>0 (0)</td>
<td>01:01 (00:45-01:14)</td>
</tr>
<tr>
<td>View scheduled appointment in the calendar</td>
<td>11 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>00:22 (00:18-00:43)</td>
</tr>
<tr>
<td>Engage in follow-up surveys</td>
<td>9 (82)</td>
<td>2 (18)</td>
<td>0 (0)</td>
<td>00:16 (00:12-00:20)</td>
</tr>
<tr>
<td>Interface with nurse</td>
<td>10 (91)</td>
<td>1 (9)</td>
<td>0 (0)</td>
<td>00:16 (00:06-00:39)</td>
</tr>
<tr>
<td><strong>eTrAC(^d) nurse: 7 CAN; 5 UK (N=12)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log in and enroll new patient</td>
<td>11 (92)</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>00:41 (00:31-01:18)</td>
</tr>
<tr>
<td>Assign H2H(^h) protocol</td>
<td>6 (50)</td>
<td>5 (42)</td>
<td>1 (8)</td>
<td>01:55 (01:14-02:21)</td>
</tr>
<tr>
<td>Assign BTE(^i) devices</td>
<td>0 (0)</td>
<td>11 (92)</td>
<td>1 (8)</td>
<td>03:35 (03:10-04:47)</td>
</tr>
<tr>
<td>Review score and triage the patient</td>
<td>5 (42)</td>
<td>6 (50)</td>
<td>1 (8)</td>
<td>00:47 (00:28-01:07)</td>
</tr>
<tr>
<td>Video call and patient wound photo</td>
<td>12 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>02:35 (01:57-03:49)</td>
</tr>
<tr>
<td>Appropriate escalation of care</td>
<td>12 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>Verbal response (not timed)</td>
</tr>
<tr>
<td>Add clinical notes</td>
<td>12 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>01:12 (00:46-01:34)</td>
</tr>
</tbody>
</table>

\(^a\)CAN: Canada.
\(^b\)UK: United Kingdom.
\(^c\)EWS: early warning score.
\(^d\)eTrAC: electronic transition to ambulatory care.
\(^e\)BP: blood pressure.
\(^f\)SpO\(_2\): blood oxygen saturation.
\(^g\)HR: heart rate.
\(^h\)H2H: hospital-to-home.
\(^i\)BTE: Bluetooth-enabled.

**Guardian System**

The majority of nurse participants were able to complete most required tasks independently, demonstrating comprehension and retention of required Guardian system workflows, for example, prompting the system to complete a set of *on demand* vital signs. Tasks, which required additional prompting by the facilitator, for some, were related to the use of system features that enable continuous patient biometric data transmission \(^{[9,18]}\) and active clinical management of this information (eg, assigning wireless devices to the patient and displaying continuous patient vital signs trends on the central monitor).

**eTrAC System**

Nurse users demonstrated confidence with eTrAC workflows related to onboarding patients onto the system, as well as direct
patient interaction and remote patient management, including assessment, documentation of independent nursing actions, and escalation of care to the most responsible physician in the patient case scenario. These users were less confident in working with system protocols for remote wireless patient vital signs transmission, such as assigning the Bluetooth-enabled vital signs devices to the patient for home use and assigning the appropriate hospital-to-home monitoring regimen based on surgical procedure.

The majority of patient users demonstrated ease and independence with all required eTrAC tasks. Similar to nurses, some required additional prompting to work with the Bluetooth devices to take their vital signs and navigate aspects of the system interface related to remote self-monitoring (eg, responding to symptom survey).

**User Acceptance**

**User Satisfaction—Net Promoter Scale score**

Individual and mean NPS ratings, by user group, are presented in Table 4. Mean scores indicate a high degree of likelihood that each user group would recommend the Guardian and eTrAC systems to others, based on their training and user test experience. Overall NPS scores, by user group (nurses and patients), also indicate overall user satisfaction with each system.
<table>
<thead>
<tr>
<th>User (N) and group</th>
<th>Raw scores (range 0-10)</th>
<th>Value, mean (SD)</th>
<th>NPS(^a) score (% of promoter–% of detractors)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Guardian nurses:</strong> 8 CAN(^b), 6 UK(^c) (N=14)</td>
<td></td>
<td>8.8 (0.89)(^d)</td>
<td>64</td>
</tr>
<tr>
<td>Nurse 1</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 2</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 3</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 4</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 5</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 6</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 7</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 8</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 9</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 10</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 11</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 12</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 13</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 14</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>eTrAC nurses:</strong> 7 CAN, 5 UK (N=12)</td>
<td></td>
<td>7.7 (1.4)(^d)</td>
<td>25</td>
</tr>
<tr>
<td>Nurse 1</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 2</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 3</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 4</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 5</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 6</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 7</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 8</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 9</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 10</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 11</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse 12</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>eTrAC patients:</strong> 6 CAN, 5 UK (N=11)</td>
<td></td>
<td>9.2 (0.75)</td>
<td>82</td>
</tr>
<tr>
<td>Patient 1</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 2</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 3</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 4</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 5</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 6</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 7</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 8</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 9</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 10</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient 11</td>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)NPS: Net Promoter Scale.
Debrief Interviews

Posttest debrief interviews provided opportunities for users to reflect on their own performance and how they felt during the test simulations, any areas of difficulty that they had, and what (if any) improvements to system workflow training could be made. The participant’s overall accounts of their user experience—positive or negative—were also solicited.

Nurses

Key themes that emerged from the interviews of nurses engaged in the Guardian user testing related to system ease of use, vital signs trend monitoring, and wireless device management.

In terms of ease of use, most users spoke of the simplicity of the Guardian interface and feeling confident about navigating the system after a short while. Participants also commented on their perception of Guardian as an aide to day-to-day nursing work on busy surgical wards:

- It does the job...more frequently than a nurse can. We are only one nurse taking care of 4 to 5 patients, so if our monitor can do continuous monitoring and alert us when our patient is [deteriorating], that’s unbelievable. [UK Nurse, participant 002-009]

Some nurses cited unfamiliarity with more advanced aspects of the system as a barrier to engaging in vital signs trend monitoring during the simulations. However, no participants expressed that changes would be needed to the system or related workflow training. Rather, they emphasized the importance of more opportunities to practice and get comfortable with software features that enable management and visualization of continuous patient vital signs data. Others commented that having the ability to examine vital signs trends remotely would be invaluable to patient management:

- I thought that was the coolest thing. You can monitor your patient from [your handheld device], the desktop central station, or from the monitor, at the bedside. So you don’t have to be at the bedside all the time to know [patient status]. [CAN Nurse, participant 001-005]

Reflections on wireless device management, were also indicative of excitement about the potential for remote monitoring to improve patient safety and create efficiency in nursing work through automation of time-consuming processes, such as manual data entry:

- I think it’s going to be really safe. If I can constantly know that they’re [patients] going to be okay if I leave them and do other things and it’s just very quick and easy. [UK Nurse, participant 002-009]

- I think it’s awesome that it is barcodes and scanning and no data entry. I think half our shifts are wasted with data entry—we don’t need any more of that! [CAN Nurse, participant 001-003]

Nurse participants who were debriefed following the eTrAC user testing reflected on this system as an enabler of their clinical nursing skills, as well as an opportunity and need to learn new technical skills. Nurses found that the hospital-to-home simulation allowed them to use their critical thinking skills by assessing the patient directly through the eTrAC video feature, and by reviewing vital signs and patient survey results before they conducted their assessments. Many felt that the clinical interface was well designed and simple to navigate, allowing for a complete picture of the patient and timely decisions about clinical action:

- It’s quite cool to see all your patients and the alerts. Because, you know, you could have twenty patients on there, and they’re all fine, making a good recovery. I like the way the alerts and the scores are visible and you can act on it straight away. [UK Nurse, participant 002-014]

Most participants commented that they needed additional prompting to assign hospital-to-home protocols and to assign the Bluetooth-enabled vital signs devices to the patient and tablet. Lack of familiarity and confidence with the technical aspects of the eTrAC interface were discussed as key challenges to completing these tasks. When asked, all participants said they would need and would welcome the opportunity to develop these technical skills further, and that with additional support, they could see themselves becoming proficient in these aspects of eTrAC use.

Patients

Patient debrief interviews revealed an overall positive experience with the eTrAC user testing, with ease of system use and recovery progress as key themes that emerged. When asked for feedback on navigating the patient tablet, participants commented that it was both pleasing aesthetically and uncomplicated operationally. Specifically, patients indicated that the interface was clear and easy to use, and that the font was legible. Despite half of these patients noting that they had initial anxiety about using the technology, most remarked feeling comfortable once they began user testing. As one participant commented:

- At first I thought I couldn’t do it but again, like I said, it is very straightforward. Very easy, you start at the top and just finish the temperature or the height, or your weight, and you just follow the tablet. [CAN patient, participant 001-009]

All participants remarked that they felt the system would be invaluable for helping them through recovery. There was a high degree of enthusiasm about connecting with a nurse daily and being monitored, as it would offer a sense of security after hospital discharge:

- I think that’s the best thing of all... there’s somebody at the end of that—just like telephone line, there’s
somebody at the end of that you can talk to and you can see them... that’s really good. [CAN patient, participant 001-017]

Participants also commented on the value of engaging in eTrAC patient surveys to give a monitoring nurse more information and ensure that they are on track with recovery:

I would give it [survey feature] a 10 plus, plus. I think it is just comforting to know that you are on the right track and can tell the nurse what’s happening. [CAN patient, participant 001-021]

In summary, participant debrief interviews indicated a high degree of acceptance among users. Nurses expressed the importance and potential of remote monitoring and virtual hospital-to-home care as means to improve efficiency of clinical workflows, enhance patient safety, and facilitate timely clinical action. Patient users spoke to the security that these systems can offer through daily connection with a nurse while recovering from surgery. Both user groups stressed the need for additional opportunities to practice in order to become comfortable and proficient in the use of the Guardian and eTrAC systems, with respect, in particular, to mastering more technical aspects related to enabling remote connectivity and assigning and engaging in monitoring protocols.

Discussion

Principal Findings

This study addressed user performance and acceptance of Philips’ Guardian and eTrAC systems designed to support in-hospital RAM and virtual care from hospital-to-home, respectively [9,18,19]. The planned use of these systems in combination succession, within a trial intervention, is a unique approach to studying the effects of enhanced patient surveillance and remote recovery support following cardiac and major vascular surgery [1,9]. Out-of-the-box user testing [20] uncovered overall strong user performance by both nurses and patients for the majority of required user tasks. Testing also uncovered important areas where our approach to systems training and implementation needed to be strengthened to better support users. With respect to Guardian, a number of participants required additional support from the facilitator to complete more advanced system-related tasks that would enable acquisition and transmission of continuous patient vital signs data monitoring, such as pairing of the wireless sensors to the MP5 spot-check monitor. Results of eTrAC testing were similar, suggesting that nurse users were less confident after training when it came to pairing Bluetooth-enabled monitoring devices to the patient tablet, as well as assigning specific remote monitoring protocols (related to surgical type).

These user performance results were used to enhance our approach to systems training during SMArTVIEW trial start up at participating hospital sites. Initial systems in-services for nursing staff were followed by individual facilitated practice sessions both in classroom settings and on the surgical wards. These applied learning opportunities allowed for the development of ward nurses’ required technical skills to become proficient in the use of Guardian, while they transitioned from case-based learning to live systems use. Some nurse participants also became designated Guardian champions at SMArTVIEW trial sites, acting as resources for other ward nurses to support ongoing learning and technical trouble shooting.

Given that the use of the Philips eTrAC hospital-to-home system [19] represents a skill set unique from standard ward nursing, it was decided that deployment of the system, at each study site, would be preserved for a designated subset of nurses (seconded from ward duties), who focus on hospital-to-home virtual care. These specialized nurses, referred to as SMArTVIEW nurses, take responsibility for onboarding study patients to the eTrAC system and monitoring them for the first 30 days at home following hospital discharge [9]. These nurses provide daytime hospital-to-home service for patients allocated to the intervention arm of the SMArTVIEW trial, 7 days per week, from a designated space on the surgical ward. In this role, they also assist ward nurses with Guardian implementation at the beginning of each shift to reinforce systems training and optimize adoption of RAM workflows.

Comparison With Prior Work

This study demonstrated a high degree of acceptance in terms of user satisfaction and communication of a positive learning experience, highlighting the value of providing risk-free opportunities to learn RAM and virtual care technologies, before implementation, to ease end-user apprehensions and achieve buy-in. A few other studies have examined specifically user experience in the context of RAM and virtual care technology planning or pilot testing in surgical settings. In their recent multimethod study to examine nurse and physician perceptions of a planned introduction of continuous RAM on general hospital wards, Prgomet et al [14] found that hospital staff first expressed apprehension and beliefs about RAM technologies that would likely counter successful implementation. Nurses were concerned about the potential for staff overreliance on RAM technology and, hence, reduced bedside patient interaction and examination. Physicians were concerned about inappropriate care escalations based on false-positive RAM notifications and subsequent desensitization to alerts. Both groups expressed similar concerns over the potential for alarm fatigue [14].

As was the case in our study, however, the opportunity to trial the monitoring devices and engage in dialogue about their impact on clinical workflows and patient care gave rise to perceptions that focused training, featuring educational opportunities to address pre-existing attitudes and beliefs about the incorporation of RAM technologies into clinical practice, would be an important prerequisite to successful implementation [14]. Despite initial concerns, there was also acknowledgment by nurses of the potential for RAM devices to enhance early detection of patient deterioration and provide supporting evidence when communicating concerns about patient status to physician colleagues [14].

In a prospective study (N=443), McElroy et al [27] incorporated a digital health kit—featuring a patient tablet and Bluetooth-enabled vital signs monitors (with software enabling abnormal vital signs to trigger automated alerts to clinicians)—into a 30-day readmission reduction program following cardiac surgery. Posttest user satisfaction survey
results were positive among patient and nurse respondents. Similar to this study, the high degree of user satisfaction observed was attributed to the simplicity of the digital kit system, including easy-to-use tablet software and system configuration that allowed for easy patient remote connection to a nurse by video [27].

The VItal siGns monitoring with continuous puLse oximetry And wireless cliNiCal notification aftEr surgery study investigators [28] conducted an evaluation report to uncover nurse and patient user perspectives on RAM implementation challenges during a recent RCT (N=2049) of continuous vital signs monitoring with alerts to nursing staff on the incidence of respiratory resuscitations, code blues, and intensive care unit transfers in patients undergoing noncardiac surgery. A key challenge to implementation was nurse adherence to required clinical workflow changes to accommodate RAM. Nearly 23% of records used to track nursing compliance with the RAM intervention were missing, indicating compliance issues despite ongoing ward training [28]. Restriction to ambulation imposed by the continuous pulse oximetry cable and sensor-related discomfort were noted as common reasons for patient withdrawal (10.68%) from the RAM intervention. A key recommendation of the evaluation report was that pre-emptive user testing would be important for future RAM studies and clinical applications to achieve stakeholder buy-in and co-design and refinement of clinical workflows, as well as to establish RAM champions during implementation [28]. Other studies soliciting nurse perspectives following RAM pilots report similar recommendations [15,29] and the need for constant attention to change management.

Limitations

Potential limitations of this study include our homogenous participant sample, as well as our approach to measuring task completion times and level of interaction with participants during the think aloud process [20]. Our user testing procedures relied on a convenience sample of nurses and patients who were in-hospital and agreed to participate at the time of testing. Those enrolled were white individuals who spoke English. Although user testing studies are not designed for generalization to broad populations per se, our results speak to user acceptance and performance in a limited subpopulation of end users. It should also be noted that of the 11 patients enrolled, just 1 eligible patient had undergone vascular surgery at the time of study enrollment—the remainder of the patient sample was cardiac surgery patients. Nonetheless, the equipment and workflows tested were designed to be identical for both patient groups.

As is common during formative types of user tests that are intended to reveal shortcomings in systems training or workflows [20], some of our recorded individual task completion times may have been distorted. Task time distortions occur when test participants pause to reflect on completion of their user tasks while thinking aloud [20]. An approach to remedying task time distortion is to require participants to remain silent during user testing. However, this approach is more amenable to summative user tests [20], which place greater importance on measurement precision over participant narrative about their user experience. In this study, we favored concurrent participant observation and moderation over achieving recorded task time precision; this approach allowed us to identify clear gaps in systems training and aspects of workflow implementation that needed refining before launch of the SMArTVIEW trial.

We also undertook a flexible approach to participant moderation during the think aloud process. During test simulations, the facilitator prompted participants with key words or instructions if they were clearly struggling with certain required tasks. This strategy allowed us to include a completed with difficulty or need for additional prompting category in our user performance rubric. Although less conventional than traditional formative user testing [20], we again placed high value on the solicitation of user narrative. As with task completion times, we were more concerned with participant involvement in as many aspects of Guardian and eTrAC workflows as possible (and related reflection) than with the generation of conventional user performance metrics.

Conclusions

The inadequacy of current systems for postsurgical patient monitoring in hospital and at home is a major factor contributing to postoperative complications, death, and unplanned hospital readmissions [6-10]. Although RAM and virtual care technologies have high potential for improving postoperative patient outcomes, the science of implementing and evaluating these technologies is complex and still at an early stage. This formative out-of-the-box user testing study indicated a high degree of user acceptance of Philips’ Guardian and eTrAC systems among nurses and patients. Key insights were also provided that informed refinement of clinical workflow training and systems implementation, including clear division of responsibilities, before launch of the international SMArTVIEW trial. This trial, underway, is designed to examine the effectiveness of postoperative RAM and virtual hospital-to-home recovery support on health system and patient-related outcomes following cardiac and major vascular surgery. Practical implementation issues will also be explored, including the need for specialized training of subteams of nurses to deploy RAM and virtual hospital-to-home recovery support at trial sites.
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Abstract

Background: The call light system is one of the major communication technologies that link nursing home staff to the needs of residents. By providing residents the ability to request assistance, the system becomes an indispensable resource for patient-focused health care. However, little is known about how call light systems are being used in nursing homes and how the system contributes to safety and quality of care for seniors.

Objective: This study aimed to understand the experiences of nursing home staff who use call light systems and to uncover usability issues and challenges associated with the implemented systems.

Methods: A mix of 150 hours of hypothetico-deductive (unstructured) task analysis and 90 hours of standard procedure (structured) task analysis was conducted in 4 different nursing homes. The data collected included insights into the nursing home’s work system and the process of locating and responding to call lights.

Results: The data showed that the highest alarm rate is before and after mealtimes. The staff exceeded the administration’s expectations of time to respond 50% of the time. In addition, the staff canceled 10.0% (20/201) of call lights and did not immediately assist residents because of high workload. Furthermore, the staff forgot to come back to assist residents over 3% of the time. Usability issues such as broken parts, lack of feedback, lack of prioritization, and low or no discriminability also contributed to the long response time. More than 8% of the time, residents notified the staff about call lights after they waited for a long time, and eventually, these residents were left unattended.

Conclusions: Nursing homes that are still using old call light systems risk the continuation of usability issues that can affect the performance of the staff and contribute to declining staff and resident outcomes. By incorporating feedback from nurses, nursing home management will better understand the influence that the perceptions and usability of technology have on the quality of health care for their residents. In this study, it has been observed that the call light system is perceived to be an important factor affecting the outcomes of the care process and satisfaction of both residents and staff as well as the staff’s performance. It is important to recognize that communication and notification technology contributes to the challenges the staff faced during their work, making their working conditions more difficult and challenging.

(J Med Internet Res 2020;22(3):e16252) doi:10.2196/16252
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Introduction

Background

Long-term care in nursing homes provides a wide range of services for older people, especially for those who have either cognitive or physical problems, or both. The number of residents at such facilities is expected to increase from 15 million in 2000 to 27 million in 2050 in the United States [1]. As a result, nursing homes will serve an even more essential function in providing long-term geriatric services [2]. However, a recent
study [3] suggests a growing concern regarding the overall safety and quality of care in nursing homes [4]. Nursing home residents usually have cognitive deficits and complex health conditions, and they often take more than one medication, which can increase the risk of medication errors [5]. According to the Department of Health and Human Services, 1 in 3 residents are harmed due to a medication error, an infection, or miscellaneous circumstances related to their treatment. These issues are widespread in nursing homes because of the lack of appropriate technologies [3,6]. Furthermore, most of the attempts to improve health care in nursing homes are solely focused on aspects such as improving medical, functional, physical, cognitive, and physiological care, in addition to providing more training for the staff [7], but not on the technological aspects.

Among the technologies used in nursing homes is the call light system, which plays a key role in communication. The call light system is critical for interactions between the nursing home staff and their residents. Research conducted in other health care settings has reported that nurse call systems significantly influence overall resident satisfaction in the delivery of their health care by creating a communication link between residents and nursing home staff [8,9]. Nurse call light systems also help to ensure the safety of patients [10]. Meade et al [10] also described it as a lifeline for patients because it is linked with patients’ needs and alerts the staff to the situations in which patients may ask for help. Nurse call light systems in nursing homes are associated with many ergonomic concerns and usability issues [3,6,11]. Malfunctions of the nurse call light system can cause negative medical outcomes, as the literature identifies other health care settings whereby a relationship exists between the time it takes to respond to a call light system and adverse events such as falls [12,13]. Certified nurse assistants (CNAs) contribute to more than 80% of direct care to residents. However, they must also respond to different types of alarms such as bed exit, chair exit, and clip alarms [14], as they are ultimately responsible in cases of adverse events [6]. However, their perceptions are rarely considered by the administration in the development and selection of new technology [15,16].

This study not only acknowledges the role of communication technologies as a potential solution for the challenges in nursing homes but also recognizes the importance of considering its influence on nursing practices [17,18]. This paper, therefore, provides a methodological approach to study usability challenges in the call light technologies in nursing homes. The study focuses on usability issues and challenges the staff members face while interacting and using the system to understand the barriers to productive, efficient, and safe use of these systems. The insights of the study sought to inform nursing home management on ways to improve the safety and quality of care for nursing home residents. The theoretical and methodological framework for usability evaluation is detailed in the Methods section.

**Nursing Home Challenges**

The literature attributes the poor quality of care and patient safety in nursing homes to many reasons and challenges, such as lack of staff knowledge, high turnover rates, understaffing, poor management, and lack of attention to technology [19-21]. Many approaches were mentioned in the literature to overcome these problems, such as improving the quality and safety of care of nursing home residents by increasing the staffing ratio [14,20,22-24], staff training [25,26], and using technological tools such as electronic health record (EHR) and electronic medication administration [27-31]. However, no study to date has focused on the overall impact of technology on nursing homes’ work systems, and no studies have analyzed the nursing homes’ work system and how the work system elements interact with each other. All the challenges mentioned above, in addition to the lack of technology, were identified as barriers to improvement in nursing home practice [19-21]. Nursing homes need to translate the research on best practices into day-to-day practice to improve the quality of care and patient safety [19]. This can be done by analyzing the process of care and understanding the barriers to changes and how these changes will affect the outcomes of nursing homes [19].

Human factors design is increasingly recognized as an important discipline in improving health care quality and patient safety [32]. More light is being shed these days on the importance of human factors in many fields of health care, such as the usability and design characteristics of information technology systems [11,33], identifying hazards in health care [34], performance process and obstacles [35,36], and system resilience [37]. Human factors engineering approaches have also been used to analyze and describe the work system in health care settings (H Ali and A Ahmed, unpublished data, 2020), [35,38]. To overcome the challenges faced by nursing homes that impede their functionality, it is important to understand the potential benefits of technology and pay attention to how the functionality of technological innovations is improving the work system. Very few studies have examined and investigated the process of care in nursing homes or proposed approaches and practices to overcome the challenges. In addition, there is a lack of empirical studies examining technologies such as call light systems in nursing homes and their interaction with other components in the system. A thoughtful, evidence-based, and large-scale improvement that involves a new intervention is what nursing homes need to improve processes and outcomes [19].

**Methods**

**Research Design**

The research presented in this paper employed a cognitive engineering approach to study the interaction surrounding resident-initiated call light processes. Cognitive engineering is concerned with the analysis, design, and evaluation of complex systems of people and technology [39]. The paper presented iterative observations of continuous interaction with call light technology—beginning with the staff goal (responding to call lights in <5 min), leading to an action (being notified, locating, and addressing notifications), and resulting in a change of the system (canceling the alarm after assisting the resident). The research was conducted based on a two-pronged methodological approach to the study of human-computer interaction, qualitative research (specifically ethnography), participant observation, and interaction analysis. In stage 1, a hypothetico-deductive
approach was used with unstructured observations to identify and assess the process of using the call light system. These observations took place in 4 different nursing homes to identify the challenges and usability issues associated with the different call light systems in use and to understand the barriers to productive use.

In stage 2, a detailed task analysis was used to understand and learn about the process, structure, flow, and attributes of tasks and was conducted in one of the nursing homes. The goals of this second stage were to understand the frequency, sequence, and complexity of call lights and to generate detailed and precise information on the performance of the staff and the process of being notified and responding to call lights. This stage was conducted by defining specific tasks, subtasks, and actions to be taken and by using the structured, systematic observation approach to collect the sample data.

Procedures

Approximately 25 hours of semistructured interviews and more than 150 hours of unstructured observations were conducted by both researchers in 4 different nursing homes located in upstate New York. The goal of this stage was to understand and evaluate the different call light systems being used in nursing homes. Furthermore, the research design seemed to determine how these systems affect other elements in the nursing homework systems (person, tasks, tools and technology, organization, and physical environment), processes, and outcomes [40]. The semistructured interviews were conducted with 3 nursing home administrators, 2 unit managers, 2 registered nurses (RNs), 6 CNAs, 4 licensed practical nurses (LPNs), a program coordinator for elder service, and 1 nursing faculty with extensive experience of working in and with nursing homes. Interview topics included the following: different roles of the staff, relationships between the staff, teamwork, shifts, the technology used in nursing homes and their effectiveness, limitations, and challenges the staff experienced when using them. The study expects that how the staff is notified about call lights will affect not only their overall response time but also resident satisfaction. Furthermore, the study will identify the average time taken to respond to a call light, the effect of other alarms in the facility, and how the staff interacts and responds to the alarm. As nursing staff often considers call light notifications as interruptions, adverse events in the facility, how the staff is being notified about adverse events, delays in responding, the reasons for the delay, rounds, and how often the staff does rounds were observed to analyze how nursing home staff interacts with the call light technology (H Ali, A Ahmed, unpublished data, 2020), [9,41].

A hypothetico-deductive approach was used with the unstructured observation stage. A nonparticipant technique was employed where the observer watched from a distance for this stage of the study [42,43]. Observations were conducted in all units of the 4 nursing homes. The observation aimed to collect contextual information about the daily routines of nursing staff, the overall nursing home environment, and the tasks the staff has to do. Furthermore, the study seeks to gather information about the call light technology and other technologies that are implemented in nursing home settings and to conduct an analysis of ergonomic challenges these implementations faced (see Table 1).

Table 1. Methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Aims</th>
<th>Setting/participants</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews</td>
<td>To understand the routine tasks, workflow, units, incidents (adverse events), teamwork and communication strategies, technologies, strategies implemented to providing care, limitations, and challenges</td>
<td>Professionals from 4 different nursing homes: administrators, unit managers, program coordinators, RNs(^a), CNAs(^b), LPNs(^c), and nursing faculty</td>
<td>Researchers met with nursing home professionals and took notes</td>
</tr>
<tr>
<td>Stage 1 observation</td>
<td>To collect information about the nursing homes’ work system process and outcomes</td>
<td>Four nursing homes’ staff (RNs, CNAs, and LPNs)</td>
<td>The hypothetico-deductive approach was used with a nonparticipant technique. Systems Engineering Initiative for Patient Safety was used to organize the observations</td>
</tr>
<tr>
<td>Stage 2 observation (task analysis)</td>
<td>To observe the process of locating and responding to call lights (interaction with the technology)</td>
<td>One nursing homes’ staff (CNAs and LPNs)</td>
<td>A systematic approach observation was used, and a standard procedure of 4 steps was developed (see the Methods section)</td>
</tr>
</tbody>
</table>

\(^a\)RN: registered nurse.  
\(^b\)CNA: certified nurse assistant.  
\(^c\)LPN: licensed practical nurse.

The second stage was conducted in one of the nursing homes for the task analysis. Approximately 90 hours of a structured, systematic observation approach was employed to collect data related to the process of using the call light system and to record and observe the process of locating and responding to call lights [42,43].

A standard procedure was used to observe how staff responded to call lights where the observers would stand near the nurses’ station from where they could see the system displays. The observers would take notes and use a stopwatch to record the time for each event and observe any action the staff took after a call light alarm was triggered. The study observed (1) the actual nurse response time for each call bell (the time from the initiation of the call to the time of entering the room); (2) how
the nurse located the resident—using the nurses’ station display, using the light above the resident’s door, or by the resident’s verbalizations; (3) whether the CNA assisted the resident within the allotted response time (how long the resident had to wait); and (4) whether the CNA canceled the nurse call light at the time of response or forgot to cancel it—causing another CNA (or the same CNA) to respond to the same alarm. A total of 201 call light interactions were observed in approximately 3 months. The data were collected in both units: short-term care unit (south unit) and long-term care unit (north unit). The data were also collected during different time intervals, including before and after breakfast, before and after lunch, and before dinner. Of the 201 call light interactions, 97 were collected in the south unit, and 104 were collected in the north unit. Next, analysis of variance (ANOVA) was conducted to test whether the time of collecting the data (eg, before/after breakfast and before/after lunch) and unit type have a significant effect on the call light response time. Both stages were conducted after receiving the oral consent of the staff working at the time of data collection. The study was approved by the nursing homes and the university institutional review boards.

**Settings and Participants**

The observations took place in 4 skilled nursing homes located in the southern tier of upstate New York. All the nursing homes included regular long-term care units and memory units (serving residents with Alzheimer’s disease and dementia or other patients deemed in need of the special care provided in such units). The number of beds in the facilities ranged from 150 to 381. Moreover, 2 of the facilities were private care units, 1 was public (by county), and a nonprofit organization ran the fourth facility. In total, 150 hours of observations were conducted during the 3 different shifts (morning: typically, 7 AM-3 PM; afternoon: 3 PM-11 PM; and night: 11 PM-7 AM). The participants in this study were nursing home staff and residents. CNAs and LPNs working in the different units of the nursing homes were all participants. Residents of nursing homes were also observed to study how they influence interactions with different technologies. The task analysis stage was conducted in 1 public 300-bed nursing home. This nursing home was chosen for this stage because there were many complaints from residents and residents’ families about long response times and because of accessibility to the research team.

All relevant aspects of observations were categorized into groups and subgroups using the Systems Engineering Initiative for Patient Safety (SEIPS) model of work system and patient safety as a guide [40] (Figure 1). Observations about behavior, linguistic aspects (eg, speech), extralinguistic aspects (eg, sounds/loudness), and staff’s and residents’ comments were all coded and categorized using the SEIPS model. Moreover, 2 of the researchers categorized the interviews and recorded observations individually. Finally, multiple focus sessions were conducted to discuss any disagreements on the placement of notes into the main categories.

**Figure 1.** Systems Engineering Initiative for Patient Safety model of work system and patient safety.
Results

Work System

Staff
Nursing home staff, the primary drivers of care and daily treatments, are essential people at a nursing care facility. RNs are usually the unit managers or supervisors. They graduate from a state-accredited nursing program and have been licensed by the State Board of Nursing. They are the ones responsible for residents’ care plans and the ones who assess residents in case of a fall or any other type of injury. They are also the ones to start and manage intravenously and administer any medication by vein. LPNs were originally educated and trained to work as bedside nurses in hospitals and are now working in nursing homes, rehabilitation centers, physicians’ offices, schools, and clinics. Becoming a licensed practical or vocational nurse requires the completion of a formal training program plus supervised clinical instruction. They all have high school diplomas or their equivalent and have graduated from a program with a license granted by the State Board of Nursing. Their main task is to administer medication and take vital signs, but they are also required to respond to the various alarms in the unit. LPNs work under the close supervision of RNs. CNAs completed a training program at a state-approved facility. They provide most of the direct care and assist residents with their daily activities such as toileting, shower, changing clothes, transportation, and mealtimes.

Organizational Characteristics
Organizational policies and standards are also important to keep residents safe. According to nursing home administrators, all staff working in the unit are required to respond to all bed and chair exit alarms and must respond to the call lights within 5 min. It was observed that LPNs often ignore call light notifications, in many cases, walking past residents in need. It was also observed that it takes more than 5 min to respond to a call light; in some cases, these responses can take up to 20 min.

In many cases, the staff enters the resident’s room to ask about their needs and asks them to wait and forgets to come back, in which case, the resident had to use the call light again (see the Processes section). Many complaints were observed in one of the nursing homes regarding the long response time. Nursing home administration was considering the option of upgrading their current call light system to a system capable of monitoring response times of the staff. This information would be used to reduce the number of complaints received by reporting response times to the residents’ families to assure families that the response time is within an acceptable range.

Communication across the staff working in the same unit is important for the safety of residents. However, there is no system for the staff to communicate in the same unit or between the staff in different units. If 1 CNA was busy with a resident and another resident needed help, the CNA could not leave the resident to assist another resident. In addition, CNAs, in some cases, cannot provide care to residents without having 2 people involved (eg, using a lifting machine). With the lack of communication systems, it is often difficult for the CNAs to find help; as a result, many CNAs resort to running across the unit to find an available CNA or LPN. This can cause a delay in assisting residents and might lead to an adverse event. Vertical communication within a working system is also important. CNAs have reported limited communication with the RNs on the unit because of their high workload.

Between 2 shifts, there is a 30-min overlap. The second shift, for example, starts at 2:45 PM, whereas the first shift ends at 3:15 PM. During this overlap, staff members are supposed to hand off reports (CNAs to CNAs and LPNs to LPNs) and to make their rounds. Rounding is a means of transferring information to the staff coming on shift and giving them updates regarding the residents’ current health care plan. Rounding usually takes place during the overlap between shifts. Staff members are supposed to check safety mechanisms during rounding and report any changes in a resident’s condition, such as changes that might require immediate attention and responses to call lights from these residents. However, the checklist is not always followed. Normally, only 2 to 3 people perform their rounds because the others are busy with tasks such as charting. CNAs, who are typically the busiest, tend to underestimate the importance of rounding and do not do it. A lack of direct communication between the 2 shifts was observed, which might result in the lack of feedback regarding the residents’ conditions.

Tasks
Residents’ rooms are divided into sections, and certain rooms are assigned to teams. This assignment remains unchanged for the whole month to ensure the consistency of service provided to residents. Each CNA oversees 8 to 13 residents, and each LPN oversees 9 to 14 residents. There are 3 shifts per day with 8 hours each. Day shifts have a higher level of staffing than evening and night shifts.

As a policy, when an alarm goes off, whether it is a call light, chair exit alarm, bed exit alarm, or a clip alarm, everyone is expected to respond, including housekeepers. There might be multiple staff members responding to an alarm until the assigned team is assisting the resident. Staff members communicate primarily in person. For example, 2 staff members may go to the same room to address an alarm where they may also discuss another ongoing alarm and notify each other about their plans to deal with it.

Even if the staff is notified on time, they may not be able to address the resident’s needs on time. For example, if they were occupied with someone else, they cannot leave that resident until all scheduled tasks related to the resident’s treatment and safety have been completed. By the time a staff member reacts to the alarm, the patient may have already fallen [5,17]. This issue is more significant in the morning. Most residents wake up between 6:45 AM and 7:45 AM. Numerous alarms can go off simultaneously when they all try to get out of bed or begin moving at the same time. The staff members must race from one room to another; they rely on their experience and try to start with residents who cannot walk or stand by themselves. However, there are typically more residents needing assistance than available CNAs during these times. At one instance, CNAs asked the observers to watch residents several times that day.
because of their need to stay with their current resident and the lack of available staff members to help.

The noise from the many alarms can also confuse the staff, as the noise produced from the auditory systems is almost constant. This causes discomfort for both residents and staff members. Alarm fatigue can also develop over time because of the nursing staff receiving too many nonurgent call lights [42]. Throughout their careers, nurses learn how to prioritize tasks because of the need and the time allotted in their shift. As nurses are unable to distinguish urgent alarms from the call light from the nonurgent, calls associated with the call light tend to come from nonurgent needs. This leads the nursing staff to assume that residents do not need urgent help. As nurses begin to feel more confident in how they assess patients and understand their acuity and treatment, they also learn how to work without relying on the call light. This is the beginning of what develops into alarm fatigue, as learning how to work without relying on the system can cause nurses to ignore the alarms. Although using a pager can reduce the noise and display the room number, because of the fast-pace routine performed by nursing home staff members, most are too busy providing round the clock service for residents to grab the pager and read the room number.

Nursing homes are often understaffed, and nurses’ stations may not always be occupied. As nursing staff is always on the move to care for residents, this makes using a centralized monitoring system difficult. Owing to the tight schedule and understaffing, although CNAs are working with residents, they may not be able to provide time for rounding as planned. As a result, residents with risks may not be checked as often as prescribed. CNAs must either stay late after their shift is over to enter updates to the EHR system or use their breaks and become exhausted because of working up to 12 hours without a pause.

In addition, a single staff member may be assigned to multiple residents at the same time, and this can be particularly stressful when more than one resident needs attention, such as instances whereby more than one resident must be transported. Although working on their own, these logistical hurdles can create chaotic moments for both the nursing home staff and their residents. Further details are included in the summary of observations in Multimedia Appendix 1.

**Tools and Technologies**

A total of 3 different call light systems were observed. Included in each system were nurse station consoles, which triggered an alarm to indicate a call light. All systems have lights placed above the residents’ doors, and the lights come in 2 colors (white and either red or orange). These lights help in locating the senior using the call light. The white light indicates that the resident is asking for assistance from the bedroom, whereas the red or orange light indicates that the resident is asking for assistance from the bathroom.

The first call light system did not display the room number; instead, it only triggered an auditory alarm that is also broadcasted over speakers throughout the units. The auditory alarm uses a series of beeping at 2 levels of speed: slow beeping indicates that the call is coming from the bedroom, and fast beeping indicates that the call is coming from the bathroom. At

the ceiling above the nurse station, there is a group of 4 lights, which indicates 4 different areas in the unit. These lights turn on in response to a call light. The staff must locate the area first and then locate the resident by identifying the lights above the doors. If the lights for multiple areas are on, then the staff must check the lights above the doors in those areas.

The second call light system observed was also used at the nurses’ station console. The console could display the room number to help the CNA locate the room easily; however, it could only display 1 room number at a time. If a new alarm was triggered, it would override the previous room number. In this system, the only auditory warning triggered is at the nurses’ stations. If the staff was working down the hallway or inside the residents’ rooms, they could not hear the alarm. Furthermore, there is no auditory distinction between a call bell in the bedroom or the bathroom, with the latter often associated with more urgent needs. It was observed that the console was muted in 1 unit and was covered with a file in another unit in the same nursing home.

The third call light observed was a pager-based system that displays the room numbers and emits an auditory beeping sound. In this system, the nurse station console can also display the room number and emit an auditory alarm. The system, however, can only display 1 room number at a time. In cases of more than 1 alarm, the console switches between the room numbers, displaying each room number for approximately 5 seconds before switching to display the next room number. To clear the override, the staff must cancel the alarm from inside the resident’s room and from the pager (Multimedia Appendix 2).

Call light systems include visual and auditory alarms. The visual alarms may indicate a location, whereas the auditory alarms are not directional, as the sounds are emitted through loudspeakers located along the hallway walls or broadcasted directly from the nurse station.

**Usability Issues of Call Light Systems**

There are many usability issues in the current call light system. First, the staff is often unable to find a break in their tasks to contribute to monitoring the central display of the call light. Some systems could only handle 1 alarm at a time. If 2 or more residents triggered an alarm, room numbers would not display until the first one was resolved or the system would display the newest alarm and cover the previous one. In both cases, the nursing home staff have no access to feedback information about the number of alarms in the unit, if the alarms were resolved, and whether the residents were properly assisted. Not distinguishing between the alarms from bedrooms and the alarms from bathrooms (which often reflects more urgent needs) is another usability issue. In addition to reporting to the nurse station to receive the notification, the staff must also look down the hall to distinguish the alarms by using the lights above the residents’ room doors.

Furthermore, the nursing home staff are working inside the resident’s room most of the time. As a result, they lack access to hear the alarm when the system alerts them from the nurse station. In addition, systems that broadcast alarms using loudspeakers and other alarms in the unit constantly adjust the
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noise level in the nursing home to a high pitch. Although this is not desirable for the nursing home staff, it is even worse for the residents; the response time to call lights is long because the nurse station is not staffed most of the time. Using a pager can reduce the noise and display the room number, but the nursing home staff is always busy providing service for residents, and they cannot grab the pager to see the room number. Furthermore, the auditory sound is not directional and, thus, is unhelpful for locating the resident’s alarm. As a result, many staff members mute their pagers or leave them at the nurse station. CNAs tend to locate the room by looking at lights on the top of the doors, which can also be challenging at times because of the layout. The timing of the alarms also causes problems. Usually, when the alarm goes off, the patient may have already fallen. For example, a resident who tries to stand up but is unable to support himself or herself may lean forward and fall.

Broken parts were also the main usability issue impeding the systems. In some units, there were many broken and nonworking lights. When a resident pushed the call light button, the auditory sound would be triggered, but the light might not have worked. In some cases, because the systems were very old, the lights would turn on, but no auditory alarm would be heard (see the summary of usability issues in Multimedia Appendix 2).

### Physical Environment

The unit layouts for the facilities observed in this study were L- or T-shaped with 1 nurse station. Residents who have high risks or more critical conditions stay in the rooms closest to the nurse station.

The auditory alarms are active for most of the day. This can be obnoxious to live-in residents, as it often disrupts their rest and distracts them from their activities. The study finds that this ultimately works against the nursing home’s goal of creating a comfortable environment.

The floor layout and other aspects of the physical environment are poorly designed, making it difficult for the staff to know where an alarm (eg, a call bell) is signaling danger. The auditory alarms were broadcasted without any directional information. Beams and doorframes blocked certain alarms from being seen. Furthermore, door lights did not always work, which required staff to walk to the middle of the hallway. More than 90% of times, CNAs tended to locate the room by looking at lights on the top of the door; they have to walk to the middle of the hallway to see the light, which contributes to additional workload caused by usability issues.

Having many auditory notifications in nursing homes, such as bed mats, chair mats, call light systems, and the Wander Gard system, makes nursing home environments noisy and uncomfortable for many residents to live in. During our observations, many residents complained about constantly hearing the notifications and alarms throughout the day. Consequently, the staff members sometimes had to mute the call light system in some units, which posed challenges for notifying and responding to a call light. The impact of this noisy environment is not confined to residents but also reaches and affects the staff’s performance (see the summary of the observation in Multimedia Appendix 1).

### Processes

The task analysis methodology was used to analyze the task of being notified and responding to the call light system and the actions the staff took to finish the task.

The results showed that the highest response time was before dinner, and this was true in both units. ANOVA results showed that the unit type had no significant effect on overall response time ($P=.85$). However, timing has a significant effect on the overall response time ($P=.01$), whereas the interaction between the unit type and the time interval had no significant effect on the response time ($P=.90$; ANOVA table provided in Multimedia Appendix 3). In the later analysis, the response time data in both units were combined because of there being no significant difference between them.

According to the collected data, the average response time to a call light in both units was 9 min, and these responses were the longest before dinner time. Responses to call lights in the morning were also long; around 50% of the time, CNAs responded after 5 min, which exceeded the administration’s expectations or standards.

The staff did not use all the features in the system because of usability issues, as the console was muted in the south unit. CNAs had to track the lights above the rooms’ doors all the time. More than 16% of the time, CNAs forgot to cancel the alarm after they responded in this unit because there was no auditory alarm. This could cause redundancy of work if another nurse noticed the light and responded to the same resident. More than 80% of the time, CNAs were notified by the light. All the cases when CNAs were notified by the display or console took place when they were near the nurse station where they could hear and see the display. In more than 7.5% (15/201) of the cases, because of broken parts in the system, CNAs were notified by the residents. After pushing the button for assistance, if no one responded to them, residents tended to stand and attempt to help themselves or to go the room door to look out and shout angrily for a nurse’s attention. In more than 10.0% (20/201) of call lights, CNAs responded and asked the resident to wait until they were done with someone else. Around 3% of the time, they forgot to come back to assist the first resident.

### Discussion

#### Communication in Nursing Homes

Approximately 34,000 fatal, life-threatening, or serious adverse events per year occur in nursing home settings, and most of these events are considered preventable [44,45]. A lack of effective communication policies at all levels of nursing homes was found to have contributed to these events [44,46,47]. Research in other health care settings suggests that the call light system is the link between nurses and patients during hospital stays [13]. It is also recognized as a crucial piece of technology for patient-centered care models [48]. It was also found to highly influence the satisfaction levels of nursing home staff and patients [8,9] and highly affect the safety of patients [10,49].
In nursing homes, the call light system is the means of the initial communication between staff and residents. We endeavored to understand how nursing home staff use the system by observing their interactions and identifying the usability issues associated with the call light systems that prevent the staff from providing quality health care.

**Principal Findings**

In this study, it was observed that nursing home staff that interact with the call light systems are often CNAs. However, according to nursing home administrations, all staff are responsible and supposed to respond to all types of alarms in the unit, such as bed or chair exit, clip alarm, weight sensors, and call light. Device alarms are intended to alert and inform nursing home staff of any changes in the residents’ conditions. However, the staff is subjected to too many alarms that disturb their workflow and might lead to many errors, which can contribute to mistrust and long response times [42,50]. CNAs provide most of the direct care to residents and respond to most of the alarms in the unit. However, around 50% of the time, they responded after 5 min, which exceeded the administration’s expectations and standards. A high alarm rate limits CNAs’ ability to manage the call system properly, resulting in negative perceptions and alarm fatigue by nursing home staff. Having a high number of alarms can cause the staff to ignore the call bell occasionally. The staff was notified about call lights by the residents themselves. Around 7.5% (15/201) of these instances involved the residents getting out of their bed or chair and going to the room door to ask for help. The study finds that this is because the CNAs hold negative perceptions of residents’ use of the call light because of frequent, nonurgent use. This ultimately causes misconceptions about the purpose of call lights because of their frequent use [51]. It was also observed that staff members often muted the call light system in some units, which posed a challenge for proper notification and increased the response time to a call light. Many broken parts were observed in 3 facilities, and this may have caused malfunctions in the call light system, resulting in adverse events and contributing to longer overall response time. These delays in responding ultimately increased the risk of residents harming themselves because of an unanswered alarm.

The physical environment of nursing homes was also found to be an issue. Nursing homes attempt to create a home-like environment; however, they are designed in hospital layouts, with L- or U-shaped units and with multiple bedrooms located on long double-loaded hallways. The call light system has one console placed at the nurse station in the units that are unattended most of the time and lacks any directional information. In more than 70% (86/201) of the observed interactions, the staff located the alarms using the lights above the doors because the consoles were not visible or accessible to them. This required that they had walked out of a resident’s room or away from the nurse station. In addition, CNAs are spending most of their time in residents’ rooms providing care, and as a result, they are oblivious to the alerts of the call light, console, and auditory alarm.

Understaffing is one of the main problems in nursing homes. Thus, the design of technology should try to overcome this problem by providing solutions that are less staff dependent or require less effort from the staff. Due to understaffing, protocols such as rounding may not be followed strictly. Thus, the system should provide important information redundantly to ensure it is received by staff.

The staff did not use all features of the call light systems because of usability issues. CNAs had to look and keep track of the lights all the time. More than 16% of the time, CNAs forgot to cancel the alarm after they responded because there was no auditory alarm because of broken parts or because of continued auditory alarms in the unit. This could cause redundancy of work if another nurse noticed the light and responded to the same resident. More than 80% of the time, CNAs were notified by the light. All the cases when CNAs were notified by the display or console took place when they were near the nurse station area where they could hear and see the display. In many cases, because of broken parts in the system, CNAs were notified by the residents. After pushing the button for assistance, if no one responds to them, they tend to stand to help themselves or go the room door to look and shout angrily asking for help.

In many cases, CNAs had to prioritize when more than one call light was triggered simultaneously or when the interval between call lights was only slightly different. Sometimes, they responded by asking the residents to wait until they were done with someone else. Around 3% of the time, they forgot to come back to assist the first resident. This is because of the staff’s high workload and busy schedule [14,52], which might also contribute to the long response time and not following protocols such as rounding and muting the system.

Our analysis of the call lights in nursing homes showed that most call lights were used before and after mealtimes. The average response time to a call light was 9 min, and the wait was the longest before dinnertime. This is because residents were tired at the end of the day and were ready to sleep. Response time was also long in the morning because residents tend to walk up at the same time, and everyone needs to get to the bathroom, get dressed, and have breakfast.

**Conclusions**

In conclusion, the call light system is critical for interactions between the nursing home staff and residents. Research conducted in other health care settings has demonstrated that the call light system not only significantly improves the communication between staff and patients together but also helps ensure the safety of patients. Nursing homes still using old call light systems risk the continuation of usability issues that can affect the performance of the staff and contribute to a decline in staff and resident outcomes. Although the health care industry has been at the forefront of technological advancements and implementation, it is important to recognize the importance of considering the perceptions of end users in the development of new medical technology and the overall quality of health care service delivery. By incorporating feedback from nurses, nursing home management will better understand the influence that perceptions and usability of technology have on the quality of health care for their residents. In this study, it has been observed that the call light system is perceived to be an important factor affecting the outcomes of the care process and quality health care.
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the satisfaction of both residents and staff as well in addition to the staff’s performance. Staff shortage, mental and memory conditions of residents, usability issues associated with the call light system, and nursing home layout can also contribute to long response time, which might affect the safety of the residents of nursing homes.

The insights from this work were used to design a smart notification and communication system for nursing homes [3]. The smart system was designed to overcome the challenges the staff members face and aimed to improve their performance. In addition, the effects of a call light system on nursing homework system, the staff’s perception about the call light system, and the process of responding to a call light will be thoroughly investigated in a future publication for more understanding and evaluation of the contribution of a call light system to safety and quality of care in nursing homes.
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Abstract

Background: When searching for health information, many people use the internet as their first source of information. In online health forums, for example, users post their questions and exchange health advice. In recent years, information givers from various professions have begun to use positive language (indicated by the frequent use of positively valenced adjectives) to communicate their information and persuade their audiences.

Objective: The goal of the current study was to answer the following research questions: (1) How does positive language, in comparison to neutral language, influence the trustworthiness of a person arguing in an online health forum and the credibility of their health claims; (2) How does working for a university, compared to working for a lobbying organization, influence the trustworthiness of a person arguing in an online health forum and the credibility of their health claims; and (3) Do the two factors of language style and professional affiliation interact with each other to influence trustworthiness and credibility judgments?

Methods: In a 2 × 2 between-subject experiment, 242 participants read a post from an online health forum and subsequently rated the trustworthiness of the forum post author and the credibility of their information. Within the post, the professional affiliation (scientist vs lobbyist) and language style (neutral vs positive) of the forum post author was varied.

Results: When the forum post author used a positive language style, they were perceived as less trustworthy (high Machiavellianism [P<.001; η²_p=.076], low Integrity [P=.001; η²_p=.045], and low Benevolence [P=.02; η²_p=.025]) and their information was perceived as less credible (low Message Credibility [P=.001; η²_p=.045]). The professional affiliation of the forum post author did not influence their trustworthiness or the credibility of their information.

Conclusions: When searching for health information, information seekers evaluate the language style of forum posts to decide whether forum post authors are trustworthy and their information is credible.

(J Med Internet Res 2020;22(3):e16685) doi:10.2196/16685
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Introduction

Evaluating the Validity of Online Health Information

When searching for health information, many people use the internet as their first source of information [1,2]. In online health forums, for example, users write about their symptoms and get treatment advice from other users [3]. Furthermore, online health forums can provide patients with emotional as well as informational support [4]. However, online health information is not always accurate and often contains misinformation [5-8]. Thus, health information seekers must decide whether they should rely on health claims they encounter online. Based on the reasoning of the content-source integration model [9,10], one strategy to make such decisions is to evaluate the credibility of the provided information (eg, “Is the health claim logical, coherent and compatible with my prior knowledge?”) and the trustworthiness of the information source (eg, “Are there any

http://www.jmir.org/2020/3/e16685/
reasons why the information source might lie?”). Since health information claims can be highly complex, and most people have just a limited understanding of science [11,12], it is often difficult for information seekers to evaluate health claims accurately. In such situations, information seekers base their credibility and trustworthiness judgments on factors that surround health claims. Two factors that seem especially important are the professional affiliation of an information source and the information source’s language style [13-23].

For example, one study showed that unfamiliar health information is rated as being more credible if the information source has a professional affiliation indicating they are a medical expert (eg, Dr. William Blake, HIV specialist) rather than a nonexpert (eg, Tim Alster, a high school freshman) [22]. Another study found that health experts are perceived as less trustworthy and their information as less credible if their professional affiliation suggests a potential conflict of interest (eg, experts working for organic food lobbying organizations who argue that organic food is superior to conventional food and base their argumentation on studies that they have conducted themselves) [21]. In the context of language styles, it has been shown that information sources who aggressively communicate health information are judged to be less trustworthy, and their information is deemed less credible [19]. Aggressive language, however, is not the only language style that influences trustworthiness and credibility ratings: enthusiastic [20], technical [17], tentative [14], and conversational [23] language styles also influence the credibility of online health information and the trustworthiness of information sources. Furthermore, it has been shown that language and word choices do not just influence credibility and trustworthiness judgments, but other outcomes as well [24-26]. For example, medical students answer emotional patient queries more emotionally [24], and the use of narratives can influence risk perceptions [25].

How Does Positive Language Influence the Credibility of Health Claims and the Trustworthiness of Health Communicators?

Using positive language, indicated by the implementation of positively valenced adjectives (eg, great, amazing, outstanding), is another language style that seems to be on the rise when it comes to communicating health and science information. For example, in an article for the National Academy of Sciences, the authors did not just neutrally write about an antioxidant. Instead, they chose to write about an “outstanding antioxidant” [27]. Furthermore, in more recent scientific articles, interested readers can learn about “fascinating fasciclins” [28] and “the amazing world of bacteriophage diversity” [29]. These are just three of many examples from scientists who use positive language to communicate their findings. Interestingly, when turning to the popular press, authors seem to become even more eager to use positive language to communicate their advice. Here, health information seekers can read about “amazing diet recipes for weight loss” [30], “genius health tips from around the world” [31], and “an incredible therapy for modern day conditions” [32].

Authors who use such positive language might want to stress the importance of their advice or the quality of their research. However, is this a reasonable strategy in the context of health communication? Moreover, how does positive language influence the trustworthiness of health communicators and the credibility of their health claims? To our knowledge, no research has addressed these questions so far. However, it is known from previous research that businesses often use positive language to generate a favorable view of their prospects and performances [33-35], and this technique seems to be effective in some circumstances. In one study, for example, participants saw hard-to-understand financial disclosure statements that were written in either a positive or a neutral language style [34]. If the participants had little financial knowledge and saw the positively written statement, they indeed thought that the company in question would have higher earnings in the future. Other research that explored the effects of enthusiastic language has shown that expressing too much enthusiasm about a topic (eg, “And what I can tell you at the beginning: I think the topic is fascinating!”) might backfire and decrease credibility and trustworthiness [20]. However, another study found that listening to an enthusiastic version of a podcast, in comparison to a neutral version of the same podcast, resulted in more positive instructional quality ratings: Participants who listened to the enthusiastic version rated it as more interesting, and they perceived the podcast host as more trustworthy [36]. Furthermore, in line with language expectancy theory [37], the credibility of an information source might moderate whether using a positive language style is appropriate or not: High-credibility sources like scientists might have the freedom to choose between different language styles without putting their trustworthiness at risk. Low-credibility sources like lobbyists, on the other hand, might not have the same freedom of choice when it comes to language styles.

Hence, diverse effects of positive language seem to be possible. If an information source uses positive language when writing about the effectiveness of a specific drug, information seekers can interpret this language choice in different ways. On the one hand, information seekers might conclude that the positive language style shows that the information source is highly convinced of the effectiveness of the drug and wants to express their excitement. In this case, the positive language style might function as a quality cue that increases credibility and trustworthiness. On the other hand, the positive language style might remind information seekers of commercials that are designed to persuade their audiences and increase sales. In this case, the positive language style might function as a negative cue that decreases credibility and trustworthiness. Furthermore, one might argue that positive language is more likely to be perceived as a quality cue if a scientist uses it because scientists are typically not interested in increasing the sales of a specific drug. However, one could also argue that people expect a scientist to be neutral and objective, and therefore the use of positive language will be perceived as a negative cue.

This example and the previously discussed literature illustrate two things: (1) many authors with different professional affiliations use positive language, indicated by the implementation of positively valenced adjectives, to communicate health information; and (2) little is known about how such positive language influences the trustworthiness of
health communicators and the credibility of their health claims. Therefore, we designed an experiment to investigate how different language styles and different professional affiliations influence the trustworthiness of health communicators and the credibility of their health claims. During the experiment, participants read a post from an online health forum and subsequently rated the trustworthiness of the forum post author and the credibility of their information. Within the forum post, we varied the professional affiliation of the forum post author (whether the person was a scientist or a lobbyist) and their language style (whether they used neutral or positive language). Because the previously discussed research has shown that positive language can have either positive or negative effects, no directional hypotheses were stated. Instead, the goal was to answer the following nondirectional research questions: (1) How does positive language, in comparison to neutral language, influence the trustworthiness of a person arguing in an online health forum and the credibility of their health claims; (2) How does working for a university, in comparison to working for a lobbying organization, influence the trustworthiness of a person arguing in an online health forum and the credibility of their health claims; and (3) Do the two factors of language style and professional affiliation interact with each other to influence trustworthiness and credibility judgments?

Methods

Design and Material

A 2 (language style: neutral language vs positive language) × 2 (professional affiliation: scientist vs lobbyist) between-subject experimental design was used, resulting in four experimental conditions. In each experimental condition, participants saw two online forum posts: a question post and an answer post. In the question post, a woman asked whether Batradicum was an effective drug for the treatment of attention deficit hyperactivity disorder (ADHD). The question post was written in a neutral language style and was the same in all four experimental conditions. In the answer post, a man introduced himself and argued that Batradicum is an effective drug for the treatment of ADHD. The experimental manipulations were realized in the answer post. Depending on the experimental condition, the answer post was written either in a neutral language style or a positive language style. Furthermore, the author of the answer post introduced himself either as a scientist who worked for a pharmacological institute at a university, or as a lobbyist who worked at a pharmacological lobbying organization. Textbox 1 shows the question post and the answer post with the experimental manipulation.

As a note, the positive language style version of the answer post contained the words and phrases printed in italics, and the neutral language style version did not contain these words and phrases. For reasons of ecological validity, the name of an existing ADHD medication was used in the original study material. To avoid the impression that the authors endorse or criticize the drug, the fictitious drug name Batradicum is used here. Also, as the table shows an English translation of the German posts, the translated version may not appear as authentic to native English speakers as the original version appears to native German speakers. The original German version of the posts can be obtained from the authors upon request.

Textbox 1. Text of the question and answer post.

<table>
<thead>
<tr>
<th>Question post:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dear forum community,</td>
</tr>
<tr>
<td>My son is, according to his teachers, hyperactive and cannot concentrate in class. Moreover, his grades are suffering and he might not be allowed to move up to the next grade. The doctor gave him an ADHD diagnosis and offered that he could prescribe him the drug Batradicum. Unfortunately, I am not an expert in this field and I have heard of different studies that either argue for or against the effectiveness of Batradicum.</td>
</tr>
<tr>
<td>Does anybody know more about this topic?</td>
</tr>
<tr>
<td>Thanks in advance!</td>
</tr>
<tr>
<td>Sabine Schneider</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer post:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hello Ms. Schneider,</td>
</tr>
<tr>
<td>My name is Johannes Becker and since I have been working for the Pharmacological Institute at the University of Bochum; Lobbyist Manipulation: Association of Pharmacological Industries in Bochum for many years, I have been dealing with the subject of Batradicum for quite some time.</td>
</tr>
<tr>
<td>You are right, in the past, many studies on Batradicum have contradicted each other, often because of methodological mistakes. Recently, however, a magnificent study by Mr. Weber has been published, which speaks for the effectiveness of Batradicum. Mr. Weber has brilliantly compared different age groups, which many previous studies have not done. In addition, in his unique study, he has studied not only the physiological but also the psychological effects of Batradicum, which is rare and especially praiseworthy. His exemplary methodological approach and first-class statistical data analysis speak for the quality of the study. Due to the really outstanding study of Mr. Weber and its excellent execution, I am convinced that Batradicum is effective.</td>
</tr>
<tr>
<td>Yours sincerely,</td>
</tr>
<tr>
<td>Johannes Becker</td>
</tr>
</tbody>
</table>
Sample and Procedure

German university students were contacted via email and social network sites and received €5 (US $5.65) for participating in the experiment. Overall, 251 participants completed the study without interruption, but 7 participants were excluded from data analysis because they indicated that they encountered technical problems during the study. Furthermore, 2 participants were excluded from data analysis because they indicated that they did not answer the questions honestly. The final sample contained 242 (165 females, 77 males) students (175 undergraduate students, 67 graduate students) at an average age of 23 years old (mean 22.57; SD 3.05). The average participant had been enrolled in their study program for five semesters (mean 4.81; SD 3.38). The experiment was conducted online using the EFS Survey platform (Questback GmbH, Cologne, Germany). First, participants gave informed consent, provided demographic information, and answered the control measures. They were then randomly assigned to one of the four experimental conditions. After reading the forum posts, participants answered the dependent measures and the manipulation check question. At the end of the experiment, the participants were debriefed.

Control Measures and Manipulation Check

A total of four control measures were included to assess whether the experimental groups differed in characteristics that could bias the study results. Participants answered three questions [General Use: “How often do you visit Internet forums?”; Educational Use: “How often do you visit Internet forums to learn something new or acquire new skills?”; Prior Knowledge: “How much do you know about Batradicum?”] and indicated their agreement with one statement (Prior Attitude: “Batradicum is an effective drug for the treatment of ADHD.”) on seven-point scales. The original dataset contains further variables that have not been described because they exceed the scope of the present article.

Dependent Measures

To assess the credibility of the provided information, two measures were used, one of which was a general credibility measure, the Message Credibility Scale [38]. This measure was translated and adapted. As a more specific credibility measure, participants were also asked how much they agreed with the main conclusion of the forum post author (Attitude). To assess the trustworthiness of the information source, five measures were used: the German version of the Machiavellianism Subscale from the Dirty Dozen Scale [39,40] was used to assess how manipulative the forum post author was perceived to be (Machiavellianism), the Muenster Epistemic Trustworthiness Inventory [41] was used to assess how knowledgeable (Expertise), sincere (Integrity), and benevolent (Benevolence) the forum post author was perceived to be, and as a more general trustworthiness measure, the Reysen Likability Scale [42] was used to assess how likable the forum post author was perceived to be (Likability). Participants gave their answers on 7-point scales. The original dataset contains further variables that have not been described because they exceed the scope of the present article.

Results

Control Measures and Manipulation Check

For all analyses, the statistical software SPSS Statistics Version 26 (IBM Corp, Armonk, New York, United States) was used. Four one-way between-subject analyses of variance were conducted with experimental condition as the independent variable and the control measures as dependent variables. The results showed that the participants in the four experimental groups did not significantly differ in regard to the control measures of General Use ($F_{3,238}=1.339; P=.262$), Educational Use ($F_{3,238}=0.784; P=.504$), Prior Knowledge ($F_{3,238}=0.505; P=.679$), and Prior Attitude ($F_{3,238}=1.365; P=.254$). Furthermore, participants in the positive language style condition (mean 5.97; SD 1.28) perceived the choice of words as more enthusiastic than participants in the neutral language style condition (mean 3.63; SD 3.67; $t_{237.769}=-12.231; P<.001$). Thus, the language style manipulation worked as expected.

Dependent Measures

For the analyses of the dependent measures, two-way between-subject analyses of variance were conducted with language style (neutral language vs positive language) and professional affiliation (scientist vs lobbyist) as independent variables.

Main Effects of Language Style

There were significant main effects of language style on Message Credibility ($F_{1,238}=11.274; P=.001; \eta^2_p=.045$), Machiavellianism ($F_{1,238}=19.621; P<.001; \eta^2_p=.076$), Integrity ($F_{1,238}=11.328; P=.001; \eta^2_p=.045$), and Benevolence ($F_{1,238}=6.036; P=.02; \eta^2_p=.025$). However, there were no main effects of language style on Attitude ($F_{1,238}=0.785; P=.38; \eta^2_p=.003$), Expertise ($F_{1,238}=2.045; P=.15; \eta^2_p=.009$), and Likability ($F_{1,238}=1.721; P=.19; \eta^2_p=.007$).

Main Effects of Professional Affiliation

There were no main effects of professional affiliation on the dependent measures of Message Credibility ($F_{1,238}=2.852; P=.09; \eta^2_p=.012$), Attitude ($F_{1,238}=1.122; P=.29; \eta^2_p=.005$), Machiavellianism ($F_{1,238}=1.144; P=.29; \eta^2_p=.005$), Expertise ($F_{1,238}=0.400; P=.53; \eta^2_p=.002$), Integrity ($F_{1,238}=1.401; P=.24; \eta^2_p=.006$), Benevolence ($F_{1,238}=4.429; P=.18; \eta^2_p=.002$), and Likability ($F_{1,238}=2.594; P=.11; \eta^2_p=.011$).

Interaction Effects

The two factors of language style and professional affiliation did not interact with each other to influence trustworthiness and credibility judgements for Message Credibility ($F_{1,238}=0.091; P=.76; \eta^2_p<.001$), Attitude ($F_{1,238}=0.112; P=.74; \eta^2_p<.001$), Machiavellianism ($F_{1,238}=0.397; P=.53; \eta^2_p=.002$), Expertise ($F_{1,238}=0.559; P=.46; \eta^2_p=.002$), Integrity ($F_{1,238}=0.725; P=.40; \eta^2_p=.003$), Benevolence ($F_{1,238}=0.007; P=.93; \eta^2_p<.001$), and
Likability ($F_{1,238}=3.708; P=.06; \eta^2_p=.015$). Table 1 shows the means and standard deviations of the dependent measures by language style and professional affiliation. Figure 1 shows the dependent measures that were significantly influenced by the language style manipulation.

Table 1. Main effects of the dependent measures by language style and professional affiliation.

<table>
<thead>
<tr>
<th>Dependent measures</th>
<th>Language style</th>
<th>Professional affiliation</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Neutral (n=123), mean (SD)</td>
<td>Positive (n=119), mean (SD)</td>
<td>Scientist (n=124), mean (SD)</td>
</tr>
<tr>
<td>Credibility</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message Credibility</td>
<td>3.75 (1.19)</td>
<td>3.24 (1.20)</td>
<td>.001</td>
</tr>
<tr>
<td>Attitude</td>
<td>3.80 (1.42)</td>
<td>3.95 (1.22)</td>
<td>.38</td>
</tr>
<tr>
<td>Trustworthiness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machiavellianism</td>
<td>4.18 (1.32)</td>
<td>4.93 (1.29)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Expertise</td>
<td>4.45 (1.20)</td>
<td>4.23 (1.14)</td>
<td>.15</td>
</tr>
<tr>
<td>Integrity</td>
<td>4.00 (1.17)</td>
<td>3.51 (1.10)</td>
<td>.001</td>
</tr>
<tr>
<td>Benevolence</td>
<td>3.68 (1.20)</td>
<td>3.31 (1.11)</td>
<td>.02</td>
</tr>
<tr>
<td>Likability</td>
<td>3.37 (0.97)</td>
<td>3.22 (0.97)</td>
<td>.19</td>
</tr>
</tbody>
</table>

Discussion

Discussion of the Research Questions

The goal of the present study was to explore whether the language style (positive vs neutral) and professional affiliation (scientist vs lobbyist) of a person communicating health information in an online forum would influence their trustworthiness and the credibility of their health claims. The results show that if the forum post author used positive language in comparison to neutral language, they were perceived as less trustworthy, and their health claims were deemed less credible. More specifically, if the forum post author used positive language, they were perceived as more manipulative (Machiavellianism), less sincere (Integrity), less benevolent (Benevolence), and their health claims were perceived as less credible (Message Credibility).
In contrast, the professional affiliation of the forum post author (whether they were a scientist or a lobbyist), affected neither their trustworthiness nor the credibility of their information. This result is surprising because it contradicts previous findings [19]. On closer examination, however, the descriptive statistics show that the lobbyist was rated as less trustworthy on every measure, even though these differences did not reach significance. Therefore, one might speculate that no effect of professional affiliation was found because the experimental manipulation was too weak (just one sentence at the beginning of the forum post), or the participants did not identify the Association of Pharmacological Industries in Bochum as a lobbying organization. Lastly, the language style and professional affiliation manipulations did not interact with each other.

Limitations and Future Research Directions

Even though the results of the current study increase the understanding of how information seekers assess the accuracy of health information in online forums, there are limitations to the generalizability of the results. Four limitations seem especially important. First, the study participants were relatively young due to their status as students. Since previous research has found that age might influence source monitoring, suggestibility to misinformation [43], and credibility judgments in online contexts [44], future research should replicate the current study with different age groups. Second, the language style manipulation was realized by incorporating multiple positively valenced adjectives in the forum post. Since the number of adjectives has presumably influenced the language style effect, future research should replicate the current study with varying amounts of adjectives to explore the boundary conditions of the found effect. This suggestion seems especially important because different amounts of adjectives might alter the direction of the language style effect. For example, if an information source uses numerous positive adjectives in a health forum, information seekers might perceive this language use as inappropriate because it reminds them of advertising campaigns that often use extremely positive language. However, if an information source uses just a few positive adjectives, information seekers might perceive this language use as typical for a person who sincerely believes in their position. Third, the manipulation check showed that participants in the positive language style condition perceived the choice of words as more enthusiastic than participants in the neutral language style condition. However, the neutral language style was not perceived as entirely neutral. Instead, it was perceived as moderately enthusiastic. One might argue that the current results, therefore, represent differences between moderately enthusiastic and extremely enthusiastic language styles. Hence, future research should replicate the current study with new experimental material that is perceived as more neutral. Fourth, the current study employed a highly specific health-seeking context: A female information seeker asked for health advice regarding a specific drug and got an answer from a male information source. This specific context might have influenced the results. Previous research has shown that many members of the public have negative attitudes towards the use of drugs to treat ADHD [45]. Therefore, arguing in favor of using drugs to treat ADHD might have intensified the negative effects of the positive language style manipulation.

Consequently, future research should explore the positive language style effect within the context of less controversial topics. Furthermore, previous research suggests that the impact of expert testimony is influenced by the congruency between the gender of the expert and the topic at hand [46]. Thus, it would be interesting to manipulate the gender of the information source and investigate whether this alters the effect of the positive language style manipulation. Furthermore, it would be interesting to investigate whether the gender of the information source and the gender of the information seeker interact with each other when influencing credibility and trustworthiness judgments.

Conclusion

When searching for health information, many people use the internet as their first source of information. When they are confronted with positive language in online health forums, indicated by the frequent use of positively valenced adjectives, they may judge the health communicator as less trustworthy and deem the communicated health claims as less credible. These findings illustrate that health information seekers do not just react to the factual part of health information. Instead, they use the language style that surrounds health claims to evaluate the credibility of the provided information and the trustworthiness of the information source.
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Abstract

Background: Having a reliable source for health information is vital to build a strong foundation of knowledge, especially with the current revolution of the internet and social media, which raises many concerns regarding harmful effects on the health of the public. However, there are no studies on how the Saudi Arabian population seeks health information. Details about the most used and trusted sources of health information among the public will help health authorities and public awareness accounts on social media to effectively disseminate health information.

Objective: To investigate the types of sources accessed by the Saudi Arabian population while seeking health information, as well as their level of trust in the sources and to assess the impact of these sources on their perception of medical knowledge and health decision-making.

Methods: A cross-sectional study was conducted to meet the objectives. The study population included both men and women who were aged 16 years or more and visited primary care clinics at King Khalid University Hospital. Four hundred and thirteen participants were sampled using the simple random method, and a self-administered questionnaire was used to collect data. The data were analyzed using SPSS software (IBM Corp, Armonk, New York, USA).

Results: A total of 413 participants were included in this study, and of these, 99 (24.0%) were males and 206 (49.9%) had a bachelor’s degree. Doctors were chosen as the first source of information by 87.6% (283/323) of the participants, and they were completely trusted by most of the population (326/411, 79.3%). The second most commonly used source was pharmacists (112/194, 57.7%), and they were partially trusted by 41.4% (159/384) of the participants. Internet searches, social media, and traditional medicine were not prioritized by most of the participants as the first or second source of health information. The majority of the participants did not trust information obtained from social media, and WhatsApp was the most untrusted source. Almost half of the respondents (197/413, 47.7%) acknowledged that various sources of information can often help them understand their health problems. However, the majority disagreed on substituting a doctor’s prescription with information obtained from the internet or a friend or relative.

Conclusions: Although physicians were preferred and highly trusted, internet sources appeared to impact the medical knowledge of the population. The population still preferred to use internet search to obtain health information prior to a doctor’s visit.
health information sources; health perception; medical information sources; satisfaction; social media; trust

Introduction

The current sources of health information are diverse, and they influence the perception of medical knowledge among the Saudi Arabian population. Having a reliable source of health information is critical for building a strong foundation of knowledge about health among the public, especially with the current revolution of the internet and social media. According to the latest statistics, more than 50% of the global population uses the internet. Moreover, more than 64% of the Saudi Arabian population uses the internet, and this number has been increasing every year [1]. Although social media, websites, and internet search engines are considered as easily accessible sources of medical information, these sources still contain ambiguities. There is increasing evidence that the instant exchange of news from random resources and the lack of verification and determination of the accuracy and credibility of the information being shared by nonprofessionals raise many concerns about the harmful effects on a person’s health [2].

Determining the frequency and characteristics of people who are likely to use the internet and social media to obtain their medical knowledge may guide both clinicians and the public. In addition, it is important from a public health perspective to appreciate the probable subsequent health outcomes. Moreover, the health information sought from different sources and trusted by the public could tremendously influence the quality of health care rendered, as it could affect their judgment of a physician’s medical opinion and, in turn, affect their health decision-making. Previous studies have found that the commonly used sources of health information are the internet [1,3,4], physicians [5], social media [6], radio and television [7], pharmacists [8], and parents [9]. It has been reported that more than half of the public widely use the internet to seek health information [1,10,11], and the majority are young adults [1]. In a study conducted in Qatar, it was found that about 37.8% of Qataris seek health information from family and friends and 31.2% rely on primary health care centers as a source of health information [1].

In Australia, the use of the internet as a source of health information by the university population (students and staff) is greater than the use by the low or middle socioeconomic population [12]. It has been reported that gender, age, and educational level play significant roles in predicting the source of medical information. However, irrespective of the source of consultation, women are generally more interested in seeking health information than men, and the majority of those who seek medical information from the internet are women [1]. In comparison with the different available sources of health information, health care providers have been reported to be the most trusted source among different adult populations in the United States [11]. The majority of those who trust health care providers as the source of their health information are female, young, and educated [11], and this is irrespective of their socioeconomic status [12].

The roles of family and friends, pharmacists, and local alternative medicine practitioners are rarely discussed. As such, additional research is needed to evaluate the use of the internet and social media as tools for medical decision-making. Familiarity with the most used and trusted sources of health information among the public will assist health authorities and public awareness accounts on the internet and social media in accurately and carefully disseminating health information among the public, who should be educated and advised about the most credible sources of health information.

It is important to mention that social media platforms in Saudi Arabia, specifically WhatsApp, are not only used as communication tools among family and friends. The easy broadcasting characteristics of WhatsApp allow the population to exchange numerous videos, news, and messages. As these broadcasts continue to circulate among the public, the source of the information can no longer be tracked and verified. Health information is one of the most commonly exchanged messages and are most frequently completely false. This is why we express our concerns in this paper, and we investigated the level of trust of information broadcasted through WhatsApp and assessed whether it affects a patient’s health-seeking behavior and medical decisions.

To our knowledge, there have been no studies on how the Saudi Arabian population seeks information regarding their health. Therefore, the purposes of this study were to (1) investigate the different sources that the Saudi Arabian population uses and trusts for medical information and (2) assess the impact of these sources on medical knowledge and the patient’s health decision-making. We hypothesized that more than half of the Saudi Arabian population seeks information regarding their health. Additional research is needed to evaluate the use of the internet and social media as tools for medical decision-making.

Methods

Study Setting and Population

We conducted an observational cross-sectional study to address our research objectives. The study was conducted in primary care clinics at King Khalid University Hospital (KKUH), which is a large 1000-bed tertiary-care hospital in the northern part of Riyadh, Saudi Arabia. KKUH provides primary, secondary, and tertiary care services to a large patient-catchment area and government-funded free preventive and curative services. A random selection was performed of all attending Saudi male and female patients aged 16 years or more, which is the cutoff age for patients attending the adult primary care clinics. There were no exclusion criteria other than age and nationality.

The required ethical approval was obtained from the institutional review board of King Saud University. Informed consent was obtained from the participants, and the confidentiality of the information and privacy of the participants were protected throughout the study.
Sample Size Estimation
According to a recent study from the neighboring gulf region, 71% of the Qatari population uses the internet to seek health-related information. With a 95% CI and precision of 5, the sample size in this study was estimated at 386, which was further increased to 425 considering a nonresponse rate of 10%.

Recruitment of Participants
Four hundred and thirteen participants were recruited using simple random sampling, which was conducted through a random number generator software.

Data Collection Tools
The data were collected using a self-administered questionnaire or an interview (in the case of illiterate participants). The questionnaire had three main parts. The first part assessed the demographic data of the participants, such as age, gender, area of residence, educational level, and current occupation. The second part assessed the different used and trusted sources of medical information. It contained two questions. The first question concerned the ranking of the most used source, and the second question concerned the extent of trust in the sources chosen in the first question. The third part of the questionnaire was designed to explore the impacts of those sources on the participant’s medical knowledge and their effects on health decision-making.

Tool Validation
The development of the questionnaire survey was based on a literature review, and some of the questions in the second part of the questionnaire were adapted from the Health Information National Trends Survey (HINTS). We used the information sources mentioned in the HINTS [13]. For the third part, we adopted most of the questions from the behavioral involvement subscale of the Assessment of Preferences for Self-Treatment and Information in Health Care survey [14]. A pilot study was conducted to assess the time needed to complete the questionnaire and the understandability of the included questions.

Statistical Analysis
The data were analyzed using IBM SPSS Statistics for Windows version 23.0 (IBM Corp, Armonk, New York, USA). The data are expressed using frequencies and percentages for categorical variables and means and SDs for continuous variables. The chi-square test was used for categorical variables. The association between the sociodemographic characteristics and the sources of health information was examined using logistic regression, and the results are expressed with ORs and 95% CIs. A two-sided P value of <0.05 was considered statistically significant.

Results
Characteristics of the Study Participants
Of 425 distributed questionnaires, 413 completed questionnaires were obtained (response rate of 88%). Twenty participants were illiterate and thus were interviewed. The majority of the respondents were female (314/413, 76.0%). The study sample was well distributed across all age groups, and most of the population was literate. The overall health status of the participants was good. However, 130 (31.6%) had chronic diseases, and 52 (40.0%) had diabetes, 44 (33.8%) had hypertension, and 34 (26.2%) had asthma. The demographic data are summarized in Table 1.
Table 1. Characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>99 (24.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>16-25</td>
<td>98 (24.0)</td>
</tr>
<tr>
<td>26-35</td>
<td>138 (33.7)</td>
</tr>
<tr>
<td>36-45</td>
<td>91 (22.2)</td>
</tr>
<tr>
<td>46-55</td>
<td>64 (15.6)</td>
</tr>
<tr>
<td>≥56</td>
<td>18 (4.4)</td>
</tr>
<tr>
<td><strong>Residency (province)</strong></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>362 (87.7)</td>
</tr>
<tr>
<td>Northern</td>
<td>27 (6.5)</td>
</tr>
<tr>
<td>Southern</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Eastern</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>Western</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>16 (3.9)</td>
</tr>
<tr>
<td>Intermediate school</td>
<td>22 (5.3)</td>
</tr>
<tr>
<td>High school</td>
<td>86 (20.8)</td>
</tr>
<tr>
<td>Diploma</td>
<td>32 (7.7)</td>
</tr>
<tr>
<td>Bachelor studies</td>
<td>206 (49.9)</td>
</tr>
<tr>
<td>Postgraduate studies</td>
<td>31 (7.5)</td>
</tr>
<tr>
<td>Illiterate</td>
<td>20 (4.8)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>64 (5.6)</td>
</tr>
<tr>
<td>Government employee</td>
<td>115 (28.0)</td>
</tr>
<tr>
<td>Private sector employee</td>
<td>55 (13.4)</td>
</tr>
<tr>
<td>Retired</td>
<td>21 (5.1)</td>
</tr>
<tr>
<td>No occupation</td>
<td>155 (37.8)</td>
</tr>
<tr>
<td><strong>Field of occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>125 (45.6)</td>
</tr>
<tr>
<td>Medical</td>
<td>29 (10.6)</td>
</tr>
<tr>
<td>Military</td>
<td>9 (3.3)</td>
</tr>
<tr>
<td>Business</td>
<td>20 (3.7)</td>
</tr>
<tr>
<td>Others</td>
<td>91 (33.2)</td>
</tr>
<tr>
<td><strong>Self-assessment of health status</strong></td>
<td></td>
</tr>
<tr>
<td>Very weak</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Weak</td>
<td>18 (4.4)</td>
</tr>
<tr>
<td>Good</td>
<td>253 (61.3)</td>
</tr>
<tr>
<td>Excellent</td>
<td>140 (33.9)</td>
</tr>
<tr>
<td>Reported history of chronic disease</td>
<td>130 (31.6)</td>
</tr>
</tbody>
</table>
Different Sources and Choice of Preference for Health Information

Doctors were the most favored choice for the majority of the study population (283/323, 87.6%); however, a smaller fraction rated them as second (18/323, 5.6%), third (12/323, 3.7%), and fourth preferences (10/323, 3.1%). Pharmacists were rated as the second most favored choice after doctors by a little more than half of the population (112/194, 57.7%). Social media was least preferred as the first choice (2/105, 1.9%). Even doctors who are on social media were less preferred as the first choice (19/157, 12.1%) (Table 2).

Table 2. Different sources used for health information.

<table>
<thead>
<tr>
<th>Source of information</th>
<th>Respondents, n or n (%)</th>
<th>Ranking, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Female</td>
</tr>
<tr>
<td>Doctor</td>
<td>323</td>
<td>240  (74.3)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>194</td>
<td>137  (70.6)</td>
</tr>
<tr>
<td>Traditional medicine practitioner</td>
<td>78</td>
<td>50   (64.1)</td>
</tr>
<tr>
<td>Social media</td>
<td>105</td>
<td>69   (65.7)</td>
</tr>
<tr>
<td>Doctors who are on social media</td>
<td>157</td>
<td>122  (77.7)</td>
</tr>
<tr>
<td>Family and friends</td>
<td>187</td>
<td>133  (71.1)</td>
</tr>
<tr>
<td>Internet search</td>
<td>184</td>
<td>132  (71.7)</td>
</tr>
<tr>
<td>Articles</td>
<td>95</td>
<td>64   (67.3)</td>
</tr>
<tr>
<td>Television and radio</td>
<td>122</td>
<td>81   (66.3)</td>
</tr>
<tr>
<td>Courses and campaigns</td>
<td>93</td>
<td>66   (70.9)</td>
</tr>
</tbody>
</table>

*aNone of the participants selected this source.

Level of Trust in Each Source of Health Information

The levels of trust in the sources of information are presented in Table 3. Doctors were the most trusted, and there was either complete trust (326/411, 79.3%) or partial trust (85/411, 20.6%), and no participant reported distrusting them. Pharmacists and traditional practitioners were partially trusted, with similar ratings; however, they were also distrusted by some participants. The majority of the participants did not trust the information obtained from social media. Gender differences were observed in the level of trust in social media, wherein more women showed distrust in social media than did men (P=.01) (Table 3).

In addition, the population distributions for the first choice of the source of health information and complete trust in the first choice are presented in Table 4.
Table 3. The level of trust in each source of health information.

<table>
<thead>
<tr>
<th>Source of information</th>
<th>Number of respondents, n or n (%)</th>
<th>Level of trust, n (%)</th>
<th>Partially trusted</th>
<th>Not trusted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Female</td>
<td>Total</td>
<td>Female</td>
</tr>
<tr>
<td>Doctor</td>
<td>411</td>
<td>312 (75.9)</td>
<td>326 (79.3)</td>
<td>244 (74.8)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>384</td>
<td>287 (74.7)</td>
<td>23 (6.0)</td>
<td>1 (4.3)</td>
</tr>
<tr>
<td>Traditional medicine</td>
<td>271</td>
<td>209 (66.6)</td>
<td>9 (3.3)</td>
<td>5 (55.6)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>331</td>
<td>233 (70.4)</td>
<td>22 (6.6)</td>
<td>3 (13.6)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>318</td>
<td>219 (68.9)</td>
<td>22 (6.9)</td>
<td>6 (27.3)</td>
</tr>
<tr>
<td>Twitter</td>
<td>273</td>
<td>205 (74.8)</td>
<td>5 (1.8)</td>
<td>3 (60.0)</td>
</tr>
<tr>
<td>Family and friends</td>
<td>360</td>
<td>271 (75.3)</td>
<td>27 (7.5)</td>
<td>23 (85.2)</td>
</tr>
<tr>
<td>Internet search</td>
<td>353</td>
<td>266 (75.4)</td>
<td>28 (7.9)</td>
<td>20 (71.4)</td>
</tr>
<tr>
<td>Television and radio</td>
<td>314</td>
<td>234 (74.5)</td>
<td>33 (10.5)</td>
<td>22 (66.6)</td>
</tr>
</tbody>
</table>

aNone of the participants selected this option.

Table 4. Distributions of the population for the first choice and complete trust in the information.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Medicala</th>
<th>Mediab</th>
<th>Othersc</th>
<th>Medical</th>
<th>Media</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-25</td>
<td>73 (83.0)</td>
<td>6 (7.0)</td>
<td>8 (9.0)</td>
<td>77 (93.0)</td>
<td>0 (0.0)</td>
<td>5 (6.0)</td>
</tr>
<tr>
<td>26-45</td>
<td>151 (75.0)</td>
<td>38 (19.0)</td>
<td>12 (6.0)</td>
<td>179 (97.0)</td>
<td>3 (2.0)</td>
<td>3 (2.0)</td>
</tr>
<tr>
<td>≥46</td>
<td>67 (92.0)</td>
<td>3 (4.0)</td>
<td>3 (4.0)</td>
<td>73 (95.0)</td>
<td>1 (1.0)</td>
<td>3 (4.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Medicala</th>
<th>Mediab</th>
<th>Othersc</th>
<th>Medical</th>
<th>Media</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>72 (78.0)</td>
<td>10 (11.0)</td>
<td>10 (11.0)</td>
<td>82 (99.0)</td>
<td>0 (0.0)</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Female</td>
<td>221 (82.0)</td>
<td>37 (14.0)</td>
<td>13 (5.0)</td>
<td>250 (95.0)</td>
<td>4 (2.0)</td>
<td>10 (4.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chronic diseases</th>
<th>Medicala</th>
<th>Mediab</th>
<th>Othersc</th>
<th>Medical</th>
<th>Media</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>96 (83.0)</td>
<td>18 (16.0)</td>
<td>1 (1.0)</td>
<td>110 (94.0)</td>
<td>0 (0.0)</td>
<td>7 (6.0)</td>
</tr>
<tr>
<td>Absent</td>
<td>196 (79.0)</td>
<td>29 (12.0)</td>
<td>22 (9.0)</td>
<td>222 (97.0)</td>
<td>4 (2.0)</td>
<td>4 (2.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Medicala</th>
<th>Mediab</th>
<th>Othersc</th>
<th>Medical</th>
<th>Media</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>49 (86.0)</td>
<td>3 (5.0)</td>
<td>5 (9.0)</td>
<td>47 (96.0)</td>
<td>0 (0.0)</td>
<td>2 (4.0)</td>
</tr>
<tr>
<td>Retired</td>
<td>115 (77.0)</td>
<td>23 (15.0)</td>
<td>12 (8.0)</td>
<td>136 (96.0)</td>
<td>3 (2.0)</td>
<td>3 (2.0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>17 (89.0)</td>
<td>1 (5.0)</td>
<td>1 (5.0)</td>
<td>19 (96.0)</td>
<td>0 (0.0)</td>
<td>1 (5.0)</td>
</tr>
<tr>
<td>Student</td>
<td>111 (82.0)</td>
<td>20 (15.0)</td>
<td>5 (4.0)</td>
<td>128 (96.0)</td>
<td>1 (1.0)</td>
<td>4 (4.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education</th>
<th>Medicala</th>
<th>Mediab</th>
<th>Othersc</th>
<th>Medical</th>
<th>Media</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>School</td>
<td>92 (84.0)</td>
<td>11 (10.0)</td>
<td>6 (6.0)</td>
<td>101 (97.0)</td>
<td>1 (1.0)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Higher education</td>
<td>185 (78.0)</td>
<td>35 (15.0)</td>
<td>16 (7.0)</td>
<td>215 (96.0)</td>
<td>3 (1.0)</td>
<td>7 (3.0)</td>
</tr>
<tr>
<td>Illiterate</td>
<td>17 (89.0)</td>
<td>1 (5.0)</td>
<td>1 (5.0)</td>
<td>17 (89.0)</td>
<td>0 (0.0)</td>
<td>2 (11.0)</td>
</tr>
</tbody>
</table>

aMedical includes doctors, pharmacists, and traditional medicine practitioners.
bMedia includes WhatsApp, Twitter, Snapchat, and the internet.
cOthers include family, friends, courses, campaigns, television, and radio.
Impacts of the Sources of Health Information on the Individual’s Health Perception and Clinical Decision-Making

Although around 86.0% (355/413) of the population reported using diverse sources for health information, 90.0% (371/413) preferred to seek help from doctors. Additionally, 68.0% (280/413) perceived to seek information from other sources only prior to a doctor’s visit. The majority disagreed on substituting a doctor’s prescription with information obtained from the internet or a friend or relative (Figure 1).

Figure 1. Impacts of sources of health information on an individual’s health perception and clinical decision-making.

### Discussion

**Principal Findings**

This study aimed to investigate the different sources that the Saudi Arabian population uses and trusts for their health information and to assess the impact of these sources on an individual’s medical knowledge and health decision-making. The findings from this study revealed that doctors were the most commonly used source of health information, followed by internet search, whereas courses and campaigns were the least common sources. Doctors were the most trusted source, and unexpectedly, social media was the least trusted source. Although about half of the population admitted that various sources helped them understand their health problems, they prioritized doctor’s advice over other sources.

In this study, among the sources of information, we found that less than half of the Saudi Arabian population used the internet as a source of information. Similarly, more than half of the population did not use social media as one of the principal sources for health information. These findings did not support our study hypothesis. However, we found that more than half of the population (283/323, 87.6%) considered doctors as a primary source of information. Moreover, doctors were completely trusted for medical information by more than half of the population (326/411, 79.3%), which is similar to the findings in the study by Hesse et al, in which health care providers were the most trusted source among different populations [11].

However, 20.6% (85/411) of the population partially trusted their health care providers. This raises many concerns regarding the quality of medical care provided, as there might be an issue with the doctor-patient relationship. Many reasons could contribute to this diminished level of trust. For example, problems in communication between a doctor and patient could result in misunderstanding of the patient’s health issues, which could lead to patient dissatisfaction with the consultation. As a result, complete information will not be disclosed if the patient does not trust the doctor [15]. This affects the efficiency in patient management and consequently the trust in the doctor’s medical judgment.

Furthermore, more than half of the population stated that they will not substitute a doctor’s prescription with the information obtained from other sources. This finding is similar to that in the study by Diaz et al [10], confirming that other sources of information do not affect the certainty of the doctor’s information. In addition, it supports that initially seeking a doctor’s advice is prioritized over searching for other sources of information.

Pharmacists were considered as the second most commonly used source of information (112/194, 57.7%), although they were partially trusted by 41.4% (159/384) of the population. However, only a few respondents considered pharmacists as the first source of information (13/194, 6.7%). The fact that pharmacists follow doctors as a source of medical information is a good indicator of the population’s perception regarding the priorities for obtaining information from health care practitioners.
Despite the common use of traditional medicine by the Saudi Arabian population [16], our data revealed that traditional medicine practitioners were not trusted by the majority of the Saudi Arabian population. As a result, most of the population did not consider traditional medicine practitioners as a preferred source of information. These findings indicate that although individuals believe in traditional medicine, they do not obtain this kind of treatment from its practitioners. The reason for this is that a lot of traditional medicine practitioners in Saudi Arabia are not certified. Instead, most of them are owners of small shops of herbal remedies and practice this field of medicine as a hobby, and they lack a qualification and scientific background in this field.

Social media was not the most used or trusted source of health information by the majority of the participants. However, in the United States, more than half of the population uses social media to obtain health information [17]. Furthermore, we found that among the different social media applications, WhatsApp was the most untrusted source. These findings seem to be a good indicator of the population’s awareness that unreliable sources should not be used to obtain health information. Similarly, a large percentage of the population did not rely on doctors who are on social media to obtain diagnoses of their conditions, and instead, they used this source to acquire general health information. This finding reflects the population’s awareness of the dangers of a social media diagnosis without a medical consultation, as social media diagnosis can involve many inaccuracies despite the good intentions of the doctors. It emphasizes that doctors who are on social media need to deliver accurate and up-to-date material to avoid potentially harmful effects among their audience.

The majority of the participants did not prioritize internet searching, and more than half partially trusted this source. It is known that internet searches for medical information have well-recognized drawbacks regarding the quality and accuracy of information, as mentioned in the study by Benigeri and Pluye [18]. Surprisingly, courses and campaigns were the least used sources of information, and they were not used at all as the first source of information by the study participants. This reflects a weakness in the role of community awareness of health problems.

**Strengths and Limitations**

To our knowledge, this is the first study to discuss the use and trust of the Saudi Arabian population regarding different sources of medical information. The strength of this study is that the sample size was relatively large. However, a few limitations exist. The study population included many female individuals (314/413, 76%) and individuals living in the central province (362/413, 87.7%), which may not be a good reflection of the whole Saudi Arabian population. More diverse patient groups with a larger sample size may be needed to generalize the results. In addition, the data were self-reported, which might involve recall bias. Lastly, we did not investigate the types of information searched for in every source, such as sensitive topics, serious conditions, and educational information, which may change the information source preference.

**Conclusion and Recommendations**

This study is the first in Saudi Arabia to investigate the different sources of medical information that are used and trusted by the Saudi Arabian population. We found that doctors were the most used and trusted source, courses and campaigns were the least used sources, and social media, specifically WhatsApp, was the least trusted source. This draws attention to the need to develop well-structured courses and campaigns that meet the needs of the population in an easily understandable way. It also sheds light on the requirement to increase the quality of information provided in the nonmedical field. In addition, further research is needed to understand why a large number of participants only partially trusted their doctors.
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Abstract

Background: Connecting parents to research evidence is known to improve health decision making. However, guidance on how to develop effective knowledge translation (KT) tools that synthesize child-health evidence into a form understandable by parents is lacking.

Objective: The aim of this study was to conduct a comparative usability analysis of three Web-based KT tools to identify differences in tool effectiveness, identify which format parents prefer, and better understand what factors affect usability for parents.

Methods: We evaluated a Cochrane plain language summary (PLS), Blogshot, and a Wikipedia page on a specific child-health topic (acute otitis media). A mixed method approach was used involving a knowledge test, written usability questionnaire, and a semistructured interview. Differences in knowledge and usability questionnaire scores for each of the KT tools were analyzed using Kruskal-Wallis tests, considering a critical significance value of $P=.05$. Thematic analysis was used to synthesize and identify common parent preferences among the semistructured interviews. Key elements parents wanted in a KT tool were derived through author consensus using questionnaire data and parent interviews.

Results: In total, 16 parents (9 female) with a mean age of 39.6 (SD 11.9) years completed the study. Parents preferred the Blogshot over the PLS and Wikipedia page ($P=.002$) and found the Blogshot to be the most aesthetic ($P=.001$) and easiest to use ($P=.001$). Knowledge questions and usability survey data also indicated that the Blogshot was the most preferred and effective KT tool at relaying information about the topic. Four key themes were derived from thematic analysis, describing elements parents valued in KT tools. Parents wanted tools that were (1) simple, (2) quick to access and use, and (3) trustworthy, and which (4) informed how to manage the condition. Out of the three KT tools assessed, Blogshots were the most preferred tool by parents and encompassed these four key elements.

Conclusions: It is important that child health evidence be available in formats accessible and understandable by parents to improve decision making, use of health care resources, and health outcomes. Further usability testing of different KT tools should be conducted involving broader populations and other conditions (eg, acute vs chronic) to generate guidelines to improve KT tools for parents.

(J Med Internet Res 2020;22(3):e14562) doi:10.2196/14562
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Introduction

Background
The impact of health research is often minimized by ineffective communication and utilization. Knowledge translation (KT) offers a solution to this problem through raising awareness of evidence and facilitating its use. Impactful KT goes beyond dissemination, and involves engagement, participation, and evaluation by knowledge users [1]. Cochrane Child Health seeks to facilitate the uptake of evidence and evidence-informed decisions by key knowledge users (clinicians, patients, parents, and policy makers) and other stakeholders (eg, health system organizations such as Alberta Health Services) through the development and dissemination of a variety of engaging KT tools. Owing to the unique needs of pediatric patients, Cochrane Child Health aims to develop parent- and guardian-directed KT tools to meet their needs. Although we know connecting parents and caregivers to research evidence has the power to improve health decision making and appropriate access of health care services [2], traditional KT tools directed at health care professionals remain too complex for parents to effectively utilize [3]. Although many previous attempts have been made to create more user-friendly KT tools, finding a method of realizing this goal has been a persistent difficulty in the child health field.

Usability is a concept developed in the software and Web design industry that is increasingly being applied to KT tools to systematically address factors limiting a KT tool from meeting the needs of its audience. Usability aims to develop tools that provide relevant information in a satisfying, effective, and efficient way to the target end user [3]. At the center of improving usability is field testing and iterative design, which has been adopted by the KT field to develop more user-centered tools for consumers [4-8]. Through this method, KT tools are developed, evaluated, redesigned, and reevaluated based on feedback from the end user. Comparative usability analysis offers another method of assessing the usability of a product. In comparative usability analysis, several prototypes or competing products are compared with one another to identify differences in tool effectiveness, identify which format parents prefer, and better understand what factors affect usability for parents.

Methods

Overview
A mixed method study comprising a knowledge test, written questionnaire, and semistructured interview was conducted to assess the usability of a child health–related Cochrane PLS, Blogshots (developed by Cochrane Child Health), and Wikipedia page on the topic acute otitis media (AOM). Study participants were randomly assigned one KT tool to evaluate.

Interview design is demonstrated in the participant flow diagram (Figure 1). Briefly, participants were given a situational prompt and instructed to read or skim the KT tool as they would if they suspected their child had an ear infection. Participants had as long as they wanted to read the KT tool, and reading time was recorded without the participant’s knowledge as a measure of tool efficiency. As we define usability as a tool that is satisfying, effective, and efficient to the end user, we felt that recording reading time was an important marker of efficiency [3]. The participants were given a structured questionnaire (including a knowledge test) about the KT tool they had just read (Multimedia Appendix 1). Participants then took part in a one-on-one interview. Half way through the interview, participants were shown the two other KT tools for comparison. Participants were then asked to rank the three KT tools in order of aesthetics, ease of use, credibility, and general preference.
Figure 1. Participant flow diagram. Participants (n=16) were randomized to 1 of 3 groups: Cochrane plain language summary (n=5), Cochrane Blogshot (n=5), or Wikipedia Page (n=6). Participants had unlimited time to read the knowledge translation (KT) tool. Participants were then given a knowledge test without being able to refer back to the KT tool. Participants then completed a written usability questionnaire and semi-structured interview focusing on the KT tool randomly assigned. Finally, participants were asked to read the other two KT tools, and a second semi-structured interview was completed focusing on comparing the three tools and broader participant preferences for KT tools. All participants completed the study. KT: knowledge translation; PLS: plain language summary.

Morville’s Honeycomb Model of User Experience Design [13] (Figure 2) was used to design the questionnaire and interview questions to properly assess the usability of the KT tools and identify ways to improve them. The honeycomb model breaks user experience into seven categories (usability, credibility, usefulness, desirability, findability, value, and accessibility) that can be used to categorize the various aspects of a user-friendly system and has been successfully used and validated by several past KT usability studies to design interviews and organize results [7,14,15].

Figure 2. The honeycomb model of user experience.

Sampling and Recruitment
Participants were eligible for enrollment into the study if they currently were a parent, guardian, or grandparent of a child under 18 years old, were 18 years or older themselves, and could read and speak English. The study was advertised via email to our current Pediatric Parent Advisory Group members and members of the Edmonton Early Childhood Coalition, as well as via Facebook, Twitter, and word of mouth throughout our local community. Ethics approval was received from our institutional ethics board, and all participants gave informed consent before any data collection.

Study Components

Knowledge Questions and Structured Questionnaire
The knowledge test included six short answer questions to assess the effectiveness of the KT tool at accurately communicating health evidence (Multimedia Appendix 2). The participants were also asked to indicate the confidence in their responses using a 5-point Likert scale (very unsure, a little unsure, neither sure nor unsure, a little sure, and very sure) [8]. The questionnaire also asked a series of usability-related questions using an 11-point anchored Likert scale to obtain quantitative usability data regarding the individual KT tools.

Semistructured Interview
The third component of the study was a semistructured interview (Multimedia Appendix 1) consisting of two parts. The first part of the interview focused on the usability of the tool they were
randomly assigned. Participants were then asked to read the other two tools. The second part of the interview asked the participants to compare the three KT tools and asked more general questions about KT tool preferences (eg, “What are the key parts of an ideal KT tool?” and “How much information is needed about the condition?”). The interview was field tested and adapted over three nonrecorded interviews using in-house parent volunteers.

**Child Health Topic**

Antibiotic use to treat AOM in children was selected as the health topic for the study because of the availability of a recent Cochrane review [16], the high prevalence and disease burden of AOM [17,18], high use of antibiotics to treat uncomplicated AOM despite best evidence [19,20], parental misinformation for treatment [21,22], and the identification of AOM as a priority for parental education from previous studies [22,23].

**Knowledge Translation Tools Evaluated**

A Cochrane PLS [16], Blogshot [24], and Systematic EvidEnce Disseminator (SEED)—updated Wikipedia page [25] on the use of antibiotics to treat AOM in children were recently developed or updated (Multimedia Appendix 1). These tools are publicly accessible over Web, the specifics of which are outlined below.

**Plain Language Summary**

Cochrane PLS were developed as a standalone summary of Cochrane systematic review findings aimed directly at health care consumers and written in plain language [26]. All Cochrane reviews must have a PLS freely available on Cochrane’s website and are required to follow a set of guidelines aimed to make them easy for the public to understand [27].

**Blogshot**

Cochrane Blogshots were originally developed by Cochrane UK as another method to effectively communicate recent Cochrane systematic reviews to consumers through social media [28]. Blogshots aim to present the key points in the Cochrane review relevant to consumers in a concise picture that can easily be shared on social media. Cochrane Child Health developed a blog, which houses the Blogshots and describes the results of the corresponding Cochrane review in an easy to read and less formal tone [24]. They are also shared on the Cochrane Child Health Facebook and Twitter accounts.

**Systematic EvidEnce Disseminator–Updated Wikipedia Page**

The Cochrane-Wikipedia partnership was formalized in 2014 with the aim to include relevant evidence and ensure the accuracy of all Wikipedia medical articles. Recently a novel software, SEED, has been developed to automatically generate summary of findings like tables compatible with Wikipedia from Cochrane Review Manager files [29]. These tables aim to present Cochrane review findings with a short description of the medical context in a way that is understandable and relevant to for health care consumers.

**Statistical Analysis**

Knowledge test scores, KT tool reading times, and written questionnaire responses were treated as continuous data, and analyzed using a Kruskal-Wallis test because of failure to meet the normality and homogeneity of variance assumptions required for a three-way analysis of variance test. Knowledge test confidence scores were treated as ordinal data and analyzed via a Kruskal-Wallis test to identify a difference in confidence between groups. All analyses were performed using SPSS (IBM Corp) or Excel (Microsoft), considering a critical significance value $P=.05$.

Rank data from the semistructured interview were analyzed via Friedman test with a post hoc Wilcoxon signed-rank test to determine if any KT tool consistently ranked better in a given category. For post hoc testing among the three groups, a Bonferroni correction was applied resulting in a corrected significance value of $P=.02$.

**Thematic Analysis**

Thematic analysis was used to synthesize and identify common parent preferences described in the semistructured interviews. Data management and analysis were facilitated using NVivo 12 Software (v.12, 2017 QSR International Pty Ltd.). Our process of thematic analysis followed the method outlined by Braun and Clarke [30]: familiarization with the data, initial coding, searching for themes among the initial codes, reviewing themes that may fit together as subthemes, and, then, defining and naming final major themes that best represented the data.

Data collection and analysis occurred iteratively, allowing for more precise and purposeful data collection. Data collection continued until saturation of major thematic categories was achieved. In our case, this was 16 interviews. Interviews were coded and categorized to facilitate development of themes. An inductive *bottom up* approach was taken, aiming to strongly link the developed codes and themes to the data themselves. The interviewer became immersed in the data through transcription of the recorded interviews. Initial coding for the first seven interviews was conducted using a *line-by-line* approach. Codes stayed close to the data by using participants’ own words as much as possible. Focused coding, grouping similar codes together, was then used to identify patterns in the data. These focused codes developed from the first seven interviews were then used directly for the remaining eight interview transcripts. To reduce interpretive bias, a second reviewer coded and categorized a random sample of 50% (7/15) of the interview transcripts. Any discrepancies between the reviewers were discussed and resolved via consensus. The focused codes were further refined via collaboration between the 2 reviewers into themes and subthemes that identified common factors contributing to parental preference and usability. All codes and transcripts were then re-examined to ensure consistency and accuracy of the interpretation.

**Recommendations**

Recommendations for developing KT tools are proposed based on consensus of the authors using data gathered from questionnaire and parent interviews. These recommendations considered the core and subthemes of parent preferences identified through thematic analysis, trends in the questionnaire results, and the authors’ interpretation of the raw interview transcripts. These recommendations serve to create actionable
items for researchers developing KT tools but represent a subjective interpretation of the data from the authors.

**Results**

**Study Participants**

The usability of three Cochrane KT tools on AOM was assessed by 16 parents. Participant demographics are presented in Table 1. Briefly, all participants were parents or grandparents, with 56% (9/15) of respondents being female. All participants had at least a high school diploma, with 88% (14/16) having a postsecondary degree equivalent or higher. In all, 25% (4/16) of participants self-reported that their child has had AOM in the past, and 19% (3/16) worked in the health care field. Finally, 63% (10/16) had heard of Cochrane before participation in the study, but many were unfamiliar with what research activities Cochrane Child Health and the Cochrane organization carry out.

Table 1. Demographic characteristics of participants in the study randomly assigned to each knowledge translation tool.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Knowledge translation tool evaluated</th>
<th>Total (N=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PLS(^a) (n=5)</td>
<td>Blog(^b) (n=5)</td>
</tr>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Parents’ age (years), n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>31-40</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>41-50</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>51+</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Number of children, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Highest level of education, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Some postsecondary</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Postsecondary degree</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Master’s</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>PhD</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Works in health care, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Heard of Cochrane reviews, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Child has had AOM(^d), n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)PLS: plain language summary. 
\(^b\)Blog: Blogshot. 
\(^d\)AOM: acute otitis media.

**Effectiveness of Tested Knowledge Translation Tools**

We assessed efficiency through timing parents reading the KT tool and effectiveness through a short answer knowledge retention test in addition to parents self-reported confidence in their answers.

Parents on average spent less time (mean, range) reading the PLS (163 seconds, 129-200 seconds) and Blogshot (168 seconds, 97-257 seconds) than the updated Wikipedia page (275 seconds, 91-519 seconds); however, there was no significant difference among the three groups, \(\chi^2=3.2, P=.20\) (Table 2, Figure 3). Although parents spent the most time reading the Wikipedia
article, the Wikipedia page also had the shortest and longest reading times, 92 seconds and 519 seconds, respectively. There was no difference in efficiency among the three KT tools.

Table 2. Summary of quantitative data from knowledge test and usability questionnaire (Q1-Q9 refer to usability questionnaire included in Multimedia Appendix 2. Likert scales have been flipped so a higher number is always better).

<table>
<thead>
<tr>
<th>Variables assessed</th>
<th>Knowledge translation tool</th>
<th>P value (Kruskal-Wallis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size (N=16), n</td>
<td>PLS¹</td>
<td>Blogshot</td>
</tr>
<tr>
<td>Time reading tool (seconds), mean (95% CI)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Knowledge test score, mean (95% CI)</td>
<td>163 (127-200)</td>
<td>168 (91-244)</td>
</tr>
<tr>
<td>Survey responses, mean (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1 Key information</td>
<td>6.2 (3.0-9.4)</td>
<td>8.2 (6.2-10.0)</td>
</tr>
<tr>
<td>Q2 Easy to remember</td>
<td>3.6 (0.4-6.8)</td>
<td>7.2 (4.2-10.0)</td>
</tr>
<tr>
<td>Q3 Increased knowledge</td>
<td>8.2 (6.2-10.0)</td>
<td>8.6 (6.9-10.0)</td>
</tr>
<tr>
<td>Q4 Aesthetically pleasing</td>
<td>4.8 (1.7-7.9)</td>
<td>6.8 (3.4-10.0)</td>
</tr>
<tr>
<td>Q5 Mentally demanding</td>
<td>2.6 (1.2-4.0)</td>
<td>5.4 (2.2-8.6)</td>
</tr>
<tr>
<td>Q6 Understandable</td>
<td>5.6 (3.2-8.0)</td>
<td>7.6 (5.3-9.9)</td>
</tr>
<tr>
<td>Q7 Frustrating to read</td>
<td>4.4 (1.2-7.6)</td>
<td>7.8 (5.0-10.0)</td>
</tr>
<tr>
<td>Q8 Helps with decision making</td>
<td>6.6 (1.7-10.0)</td>
<td>7.6 (4.2-10.0)</td>
</tr>
<tr>
<td>Q9 Would recommend to others</td>
<td>4.8 (0.38-9.2)</td>
<td>7 (3.7-10.0)</td>
</tr>
</tbody>
</table>

¹PLS: plain language summary.
²Not applicable.

Figure 3. Plain language summary, Blogshot, and Wikipedia ranked in order of most (Rank 1) to least (Rank 3) in categories of aesthetics, ease of use, credibility, and general preference. Dot area indicates number of participants placing each tool at a given rank (N=16). Asterisk indicates statistically significant difference in rank order between groups determined via a Friedman test (P<.05). PLS: plain language summary.

Although there was no difference among groups in knowledge test scores ($\chi^2$=2.4, P=.31), parents on average answered the most questions correctly after reading the Blogshot (4.6/6), followed by the PLS (4.2/6) and Wikipedia page (3.7/6). Parents who were assigned the Blogshot reported feeling slightly more confident in their responses; however, this was not significantly different across groups.

Identifying Knowledge Translation Tool Preference

Parents’ ranking results of the three tools for aesthetics, ease of use, credibility, and general preference are presented in Figure 3. There was a significant difference in the ranking of aesthetics ($\chi^2$=24.1, P<.001), ease of use ($\chi^2$=21.9, P<.001), and general preference ($\chi^2$=11.6, P=.003) among the three tools. Post hoc analysis showed that parents preferred the Blogshot over the PLS or Wikipedia page in the categories of aesthetics (P<.001 and P<.001, respectively), ease of use (P<.001 and P=.001, respectively), and general preference (P=.004 and P=.011, respectively). There was no significant difference in the ranking between the PLS and Wikipedia page in any category. There was no statistically significant difference in the ranking of the
credibility of the three tools ($\chi^2 = 1.4, P = .50$). Overall, parents found the Cochrane Blogshot to be the most preferred, the most aesthetic, and the easiest tool to use.

**Identifying Factors Leading to Parental Preferences**

Survey responses did not show any significant difference in parent preferences among the three KT tools (Table 2). However, the Blogshot was ranked highest in all categories except understandability, where participants narrowly preferred the updated Wikipedia page (7.6 vs 7.7, respectively).

However, four themes were identified through thematic analysis relating to parental preferences (Table 3). A detailed explanation on how we reached these themes is included in the Methods section. In brief, parents want a tool that is (1) simple, (2) trustworthy, and (3) quick to access and use, and which (4) informs how to manage the condition. A detailed description of each theme and supportive illustrative quotes are documented in Multimedia Appendix 2.

**Table 3.** Themes and subthemes of parental knowledge translation tool preferences.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>• Understandable language</td>
</tr>
<tr>
<td></td>
<td>• Nonmedical graphics</td>
</tr>
<tr>
<td></td>
<td>• Simple and familiar aesthetic</td>
</tr>
<tr>
<td></td>
<td>• Not interested in study characteristics</td>
</tr>
<tr>
<td>Trustworthy</td>
<td>• Evidence based</td>
</tr>
<tr>
<td></td>
<td>• Recognized source</td>
</tr>
<tr>
<td></td>
<td>• Cites sources</td>
</tr>
<tr>
<td></td>
<td>• Peer advice</td>
</tr>
<tr>
<td>Quick to access and use</td>
<td>• Easy-to-find electronic tools</td>
</tr>
<tr>
<td></td>
<td>• Efficient organization</td>
</tr>
<tr>
<td></td>
<td>• Concise</td>
</tr>
<tr>
<td></td>
<td>• Usable in stressful scenarios</td>
</tr>
<tr>
<td>Informs how to manage the condition</td>
<td>• Describes what to expect</td>
</tr>
<tr>
<td></td>
<td>• Explains when to seek care</td>
</tr>
<tr>
<td></td>
<td>• Describes how to manage the child at home</td>
</tr>
</tbody>
</table>

**Recommendations**

These recommendations (Table 4) take into account both the quantitative and qualitative observations from the gathered data and should be considered when developing child health–related KT tools for parents or caregivers. A detailed explanation for how we arrived at these recommendations can be found in the Methods section.

**Table 4.** Checklist of recommendations for developing child health knowledge translation tools for parents or caregivers.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>• Introduction should contain symptoms, so parents can determine if the article is relevant.</td>
</tr>
<tr>
<td></td>
<td>• Include information on how to manage child at home, when to seek care, and what to expect.</td>
</tr>
<tr>
<td></td>
<td>• Only include statistics from the research if they are meaningful to a caregiver not familiar with the condition.</td>
</tr>
<tr>
<td>Format</td>
<td>• Use headings and bullet points to offer a familiar and efficient organization.</td>
</tr>
<tr>
<td></td>
<td>• Replace words with graphics wherever possible.</td>
</tr>
<tr>
<td></td>
<td>• Be concise, but link to more information. More details confuse parents and reduce readership.</td>
</tr>
<tr>
<td>Language</td>
<td>• Use repetition selectively and sparingly.</td>
</tr>
<tr>
<td></td>
<td>• Avoid abbreviations, jargon, and polysyllable words to make writing easy to understand.</td>
</tr>
<tr>
<td></td>
<td>• Write as if you are speaking to a stressed parent.</td>
</tr>
<tr>
<td>Branding</td>
<td>• Associate with a recognized brand to increase credibility and findability.</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

We found no significant differences among the PLS, Blogshot, and Wikipedia pages in terms of reading time and knowledge retention. This finding is consistent with a pervasive difficulty in the KT field of identifying quantitative differences in the effectiveness of different KT tools [2]. An identified flaw contributing to this problem is the lack of adequate power in many studies to identify statistically significant differences. Often, as in our case, the desire to include time-intensive interviews and qualitative analysis makes reaching such statistical power unachievable. Future studies interested in the quantitative differences between tools may consider eliminating or limiting qualitative analysis to sufficiently reach those goals.
Using the honeycomb model of user experience to describe usability, we conducted a comparative usability analysis of three Web-based KT tools. We determined that parents prefer Blogshots as a KT tool compared with the PLS and updated Wikipedia pages, and ultimately found Blogshots to be the most usable tool. Usability remains difficult to define universally in the KT field. Although many previous studies have similarly defined usability through a model such as the honeycomb model of user experience [7,14,15], others have defined it to meet specific objectives of their research [5,31]. Without an agreed upon model of usability within the KT field, the definition ultimately depends on how it is measured in each individual study [32]. Unfortunately, measurement techniques vary significantly between studies as well, often leading to significant bias and results of questionable utility to the larger field [2,32].

As KT usability research continues to develop, it will be vital to move toward a standard definition to allow research with broad generalizable implications to be realized.

Through thematic analysis of interview transcripts, we revealed four emergent themes: parents want KT tools that are (1) simple, (2) easy to access and use, and (3) trustworthy, and which (4) inform how to manage the condition. Although these themes seem simple to understand and implement, many are lacking from currently used pediatric KT tools. Previous KT studies using thematic analysis focused on a single tool, using thematic analysis as a way of recognizing usability hurdles specific to that tool [7,8,14,33]. To our knowledge, no previous study has identified themes leading to KT tool preference and usability that are applicable to a wider range of KT tools. We hope that by using a comparative usability methodology, these themes will be more broadly generalizable to the larger pediatric KT field. Furthermore, using all the data collected and interviews conducted, we developed a set of recommendations for developing KT tools directed at parents. These findings were consistent with previously identified weaknesses in the usability of the Cochrane Library as a whole for health professionals [15].

Through a comparative usability analysis, we present a novel method of identifying factors contributing to usability that are more generalizable than previous KT tool–specific studies. Comparative usability analysis is different from traditional comparative studies where participants are assigned to 1 of typically 2 tools and quantitatively compared. In comparative usability analysis, participants are shown all KT tools and asked to identify what factors, shared or unique, about elements they preferred or disliked. By showing participants many ways of presenting the same information, we theorize that it primes participants to think about new ways of presenting the same material, and can lead to more creative and insightful feedback. While achieving useful insights about each tool, this method also contributes to our understanding of the universal themes leading to parental preferences and ultimately determining the degree of usability across all KT tools. We hypothesize that our recommendations are more methodologically rigorous than conducting a similar analysis where participants are shown only a single tool, yet further studies are needed to develop the comparative usability analysis method in the field of KT.

Another interesting result in our study was that the participants ranked the three KT tools as being similarly credible. We theorized that Wikipedia would be ranked lowest in credibility because of our perceived common understanding that it is editable by anyone. Credibility, however, was very difficult for participants to assess and rank among the three tools. Interestingly, it was difficult to assess not because people’s perception of the tools’ credibility varied significantly, but because most viewed all three tools as being very credible. Participants often cited familiarity with the source, such as Wikipedia, or traits that make it look official, such as citations, complex terms, and familiar sources contributing to their perception of credibility. Similarly, previous research into credibility identified that consumers chiefly make credibility judgments based on factors visually prominent on the page such as aesthetics and brand recognition [34,35]. With the large availability of poor-quality information over Web, this contributes to the potential of parents accessing misinformation unintentionally. It also further emphasizes the importance of disseminating quality KT tools to consumers to compete with well-designed, but factually incorrect, Web-based health information.

Limitations

Despite having good representation across age groups, number of children cared for, and both mothers and fathers, our sample size and selection was the largest limiting factor in our study. Owing to the qualitative components of the study, we were limited to a relatively small sample size (N=16), which restricts the utility of the quantitative results. It is possible that with a larger sample size, we may have identified statistically significant differences among the effectiveness and efficiency of the three KT tools. Future quantitative studies with larger sample sizes are still needed to address the difference of effectiveness among the three tools. However, our sample size allowed for a more robust and bottom-up approach to the qualitative analysis reducing bias in our interpretation. We found that the interviews were very similar between individuals with the four identified themes being touched on in nearly every interview.

Our sample also consisted of mostly highly educated individuals, with 88% (14/16) participants having a postsecondary degree or higher. Although it is possible that parents or guardians with a lower level of education may prefer information presented differently, some of these concerns were reduced by the participants indicating that they desired simplicity and less technical information.

Finally, as the sample consisting of only parents or guardians, the results should be interpreted with caution for developing adult health care KT tools. Although many of the themes and preferences may be similar, the difference between adult and pediatric medicine, as well as the different dynamics between being a caregiver and a patient, may significantly change what an individual would want from a KT tool. Furthermore, we only conducted research on a single acute condition, and the findings may not be applicable to more urgent or chronic pediatric conditions.
Conclusions

The comparison of three Web-based KT tools on the same pediatric health topic allowed us to identify four underlying themes parents want from a KT tool: simple, easy to access and use, trustworthy, and to be able inform how to manage the condition. The development and exploration of subthemes provide meaningful insight into how to achieve these simple but hard to reach objectives when translating health evidence for general consumption. We identified that Blogshots are the preferred (from the three tools tested) KT tool for parents, and using research consensus, these findings have been translated into a checklist to consider when developing a KT tool aimed at parents and familial caregivers. Our research provides meaningful insight for developing and improving future pediatric KT tools. Further usability testing of different KT tools should be conducted involving broader populations, other conditions (eg, acute vs chronic), and varying decision-making needs to generate guidelines to improve KT tools for parents, ultimately improving child health outcomes.
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Abstract

Background: The incidence of cardiac arrests per year in the United States continues to increase, yet in-hospital cardiac arrest survival rates significantly vary between hospitals. Current methods of training are expensive, time consuming, and difficult to scale, which necessitates improvements in advanced cardiac life support (ACLS) training. Virtual reality (VR) has been proposed as an alternative or adjunct to high-fidelity simulation (HFS) in several environments. No evaluations to date have explored the ability of a VR program to examine both technical and behavioral skills and demonstrate a cost comparison.

Objective: This study aimed to explore the utility of a voice-based VR ACLS team leader refresher as compared with HFS.

Methods: This prospective observational study performed at an academic institution consisted of 25 postgraduate year 2 residents. Participants were randomized to HFS or VR training and then crossed groups after a 2-week washout. Participants were graded on technical and nontechnical skills. Participants also completed self-assessments about the modules. Proctors were assessed for fatigue and task saturation, and cost analysis based on local economic data was performed.

Results: A total of 23 of 25 participants were included in the scoring analysis. Fewer participants were familiar with VR compared with HFS (9/25, 36% vs 25/25, 100%; P<.001). Self-reported satisfaction and utilization scores were similar; however, significantly more participants felt HFS provided better feedback: 99 (IQR 89-100) vs 79 (IQR 71-88); P<.001. Technical scores were higher in the HFS group; however, nontechnical scores for decision making and communication were not significantly different between modalities. VR sessions were 21 (IQR 19-24) min shorter than HFS sessions, the National Aeronautics and Space Administration task load index scores for proctors were lower in each category, and VR sessions were estimated to be US $103.68 less expensive in a single-learner, single-session model.

Conclusions: Utilization of a VR-based team leader refresher for ACLS skills is comparable with HFS in several areas, including learner satisfaction. The VR module was more cost-effective and was easier to proctor; however, HFS was better at delivering feedback to participants. Optimal education strategies likely contain elements of both modalities. Further studies are needed to examine the utility of VR-based environments at scale.

(J Med Internet Res 2020;22(3):e17425) doi:10.2196/17425
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Introduction

Background
The incidence of cardiac arrests per year in the United States continues to increase, yet in-hospital cardiac arrest survival rates significantly vary between hospitals. Survival rates are reported between 11% to 35%, and patients in hospitals where clinical staff report adequate resuscitation training have greater odds of survival [1]. Health care professionals are often required to have advanced cardiac life support (ACLS) training depending on the institution, but despite training, survival rates are low. Current methods of face-to-face training are expensive, time consuming, and difficult to scale, which necessitates improvements in ACLS training aimed at improving patient survival. The current gold standard for ACLS training involves face-to-face, high-fidelity exercises that allow clinicians to work together to resolve mock resuscitation codes. An instructor observes the group while trainees perform a setlist of tasks for different clinical scenarios. At the end of the session, the team is given feedback on their performance. Although this is the standard for training, there are several limitations to this modality, including the need for lengthy sessions, expensive durable equipment, need for trained personnel, and difficulty with scale.

Virtual reality (VR) has been proposed as an alternative or adjunct to high-fidelity simulation (HFS) in several environments, including engineering [2], sports [3], and aviation [4]. Although it has been studied in the realm of ACLS education, to date, no evaluations have explored the ability of a VR program to examine both technical and behavioral skills and demonstrate a cost comparison [5]. In addition, previous studies involving VR applications in ACLS education relied on additional peripheral devices and did not utilize a fully immersive VR environment [6,7].

Objectives
Therefore, we set out to examine the utility of a fully immersive VR-based team leader refresher to enhance ACLS skills and compare it with a traditional HFS team leader refresher.

Methods

Study Design
After obtaining the institutional review board (IRB) approval (IRB 19-02053) and written informed consent, 25 postgraduate year 2 (PGY-2) anesthesia residents were recruited to participate in our prospective study at the Mount Sinai Human Emulation Education and Evaluation Lab for Patient Safety and Professional Study (HELPs) Center at the Icahn School of Medicine, New York. Each resident was 1 year past their first ACLS certification, had the same clinical rotations the year prior, and had passed the required examinations, and was in good standing with our department. Participants were then randomized into two groups using a balanced random number generator (see Figure 1) based on the first modality utilized. Each group then utilized the alternate modality after a 2-week washout period. A 2-week washout period was chosen to minimize the potential that the residents encountered codes outside of the training environments, yet it still allowed a separation between the two modalities to allow for independent observations of each modality. Study participants and proctors were not told about the purpose of the study. Participants were given no orientation to either modality.

![Figure 1. Participant flow diagram.](http://www.jmir.org/2020/3/e17425/)
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High-Fidelity Simulation Intervention

HFS sessions were proctored by ACLS-certified instructors who were also board-certified anesthesiologists. All proctors were faculty at the Mount Sinai HELPS Center and had extensive experience with HFS. Instructors were given a rubric of all current American Heart Association (AHA) algorithms to be tested along with a rubric against which to grade in a Correct, Correct with Assistance, and Incorrect manner. Algorithms tested included all tachycardia and bradycardia rhythms and algorithms for ventricular tachycardia, ventricular fibrillation, and pulseless electrical activity. Only vocal skills were tested, and only the team leader role was examined. Participants were expected to delegate all manual tasks to other team members, including compressions, airway management, and defibrillation. For example, should the team leader determine compressions were needed, they were expected to tell a team member to begin compressions. After the session concluded, the learner was given a debrief in a structured manner and was given the opportunity to ask any questions. When the debriefing was finished, the session was completed. Simulations were performed on a human patient simulator mannequin (Canadian Aviation Electronics, CAE) using MUSE software (CAE, Montreal, Canada).

Virtual Reality Intervention

The VR intervention was an educational module designed by Health Scholars (Denver, CO) that tested participants on the same AHA algorithms as mentioned above. Sessions were run on Dell and HP laptops and Samsung and HP VR headsets using Windows (Microsoft, Redmond, WA) Mixed Reality Software. The session placed the participant in the role of team leader to take care of a critical patient in a radiology suite. The VR intervention utilized voice controls, with a virtual team to which the participant could delegate tasks (Figure 2). Participants were graded on the same rubric as above, including Correct, Correct with Assistance, and Incorrect. All of the same scenarios and algorithms were tested as in the HFS group. When the module concluded and the participant removed the headset, the session was completed. As with the high-fidelity arm, only vocal skills were tested, and only the team leader role was examined. Participants were expected to delegate all manual tasks to other team members, including compressions, airway management, and defibrillation. The participants did not interact with the proctor unless there was an issue with the functionality of the system. Participants were given as much time as needed to complete the module. Independent proctors were given transcripts of the VR sessions in the form of log files to determine if incorrect answers were because of a knowledge deficit or because of the voice recognition system misinterpreting the learner.

Grading Methodology

Each modality was graded against the same rubric (see Multimedia Appendix 1) using the same criteria. Fifteen seconds were allowed to either make a diagnosis or institute a management plan for each item of the algorithm. The only exception to this was the initiating and resuming of chest compressions, which were required to be within 10 seconds. Incorrect answers or answers given after 15 seconds (after which coaching was provided) were graded as incorrect. The scoring mechanism for the VR arm was programmed into the module and exported as a Microsoft Excel file and analyzed. Voice capture output by the natural language processing (NLP) was manually double-checked for every wrong answer to ensure that an incorrect score was not given because of the failure of the NLP to translate speech. The proctor for the HFS performed the grading for the simulations using the same rubric mentioned above. For nontechnical skills (NTSs), proctors in the simulation were given a behaviorally anchored rating scale (BARS) and a sheet containing examples and expected behaviors for each
scoring domain. In the VR intervention, BARS outputs were determined by analyzing the voice outputs and placing them into categories along the scale. For example, the score in communication was determined by the percentage of the time that the participant used team member names when communicating. Scores for each domain were tallied and analyzed. Self-assessment scores and feedback on the comparator arms were obtained immediately after the debrief portion of the exercise through survey administration. Our primary outcome was set to be technical skills scores, as measured by the correct percentage of items within 15 seconds without coaching.

Proctor Assessment
At the end of sessions each day, proctors were asked to fill out a National Aeronautics and Space Administration task load index (NASA-TLX) form indicating their performance and experience throughout the day. The NASA-TLX is a validated instrument for measuring perceived workloads for performing tasks that are graded on a 20-point scale in six domains [8]. Scores were analyzed in each domain. Proctors were allowed to take breaks as needed, including a 45-min lunch break each day. The time required to complete each group was also noted.

Cost Analysis Methodology
Cost data were obtained from purchasing orders for equipment and were based on predicted salaries for personnel involved. Salaries were adjusted based on the minimum certifications and expertise needed to perform the task. For example, even though the ALCS instructor was a board-certified anesthesiologist, the calculated salary line was adjusted to be in line with ACLS instructors in our area (New York Metro Area). Certain items such as insurance and building costs were not included in the assessment.

Statistical Methods
Normally distributed variables are presented as mean (SD) with nonnormally distributed variables reported as median (IQR). Normality testing was performed via Shapiro Wilk testing and nonnormally distributed variables reported as median (IQR). Appropriate statistical tests were performed immediately after the debrief portion of the exercise through survey administration. Our primary outcome was set to be technical skills scores, as measured by the correct percentage of items within 15 seconds without coaching.

<table>
<thead>
<tr>
<th>Variable</th>
<th>HFS&lt;sup&gt;a&lt;/sup&gt; first (n=13)</th>
<th>VR&lt;sup&gt;b&lt;/sup&gt; first (n=12)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I feel comfortable running a code (out of 100), median (IQR)</td>
<td>12 (0-21.5)</td>
<td>18.5 (10.25-26.5)</td>
<td>.27</td>
</tr>
<tr>
<td>How many codes have you run, median (IQR)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>.54</td>
</tr>
<tr>
<td>How many codes have you participated in, median (IQR)</td>
<td>6 (5-10)</td>
<td>9 (5-15)</td>
<td>.32</td>
</tr>
<tr>
<td>Have you participated in HFS? (Yes), n (%)</td>
<td>13 (100)</td>
<td>12 (100)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Have you used VR before? (Yes), n (%)</td>
<td>4 (31)</td>
<td>5 (42)</td>
<td>.57</td>
</tr>
</tbody>
</table>

<sup>a</sup>HFS: high-fidelity simulation.
<sup>b</sup>VR: virtual reality.

Results

Participant Results
Of the 25 participants recruited, 23 were included for the final analysis. One participant erroneously went through the VR intervention multiple times in one sitting, and another participant’s VR log file was lost during the study (see Figure 1). All study participants were aged between 25 and 35 years, and 68% (17/25) of them were male (see Multimedia Appendix 1). There was no difference in baseline comfort or experience with leading or participating in codes (see Table 1). It should be noted that after 1 year of training, no participant had experience in leading a code. Significantly more participants had prior simulation experience (25/25, 100%) compared with those with prior VR experience (9/25, 36%; P<.001, Fischer exact test). There was no difference between groups with regard to reality or enjoyment of the experience. Similarly, there was no difference in preference for using either modality to train, and the willingness to use either modality every 6 months was high: 100% (25/25) HFS vs 96% (24/25) VR; P=.72 (Fischer exact test; see Table 2). Significantly more participants rated the HFS debrief as providing better feedback (HFS: median 99.0, IQR 89.0-100.0 vs VR: median 79.0, IQR 71.0-88.0; P<.001), and there was a nonsignificant trend toward participants rating HFS as more useful in teaching ACLS skills (HFS: median 90.0, IQR 83.0-99.5 vs VR: median 83.0, IQR 80.0-90.5; P=.080). Our primary outcome, as measured by scores in technical domains, as measured in percentage correct without assistance, was significantly lower in the VR group than in the HFS group (HFS: median 72.7, IQR 60.0-78.2 vs VR: median 47.0, IQR 40.0-58.0; P<.001; Mann-Whitney U Test). Scores were not dependent on the first modality encountered (VR first: median 40.5, IQR 35.5-42.75 vs HFS first: median 38.0, IQR 32.0-44.5; P=.810). In nontechnical domains, scores in decision making and communication were no different; however, situational awareness scores were rated lower in the VR group (see Table 2). The overall accuracy of the voice recognition system was very good, with less than 2% of scoring modifications based on incorrect interpretations.
Table 2. Self-reported results and session scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>High-fidelity simulation (n=25)</th>
<th>Virtual reality (n=25)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How real was the experience, median (IQR)</td>
<td>62.0 (50.5-70.0)</td>
<td>50.0 (44.5-66.0)</td>
<td>.13</td>
</tr>
<tr>
<td>How useful was the experience in teaching you how to run a code, median (IQR)</td>
<td>90.0 (83.0-99.5)</td>
<td>83.0 (80.0-90.5)</td>
<td>.08</td>
</tr>
<tr>
<td>How useful was the feedback received, median (IQR)</td>
<td>99.0 (89.0-100.0)</td>
<td>79.0 (71.0-88.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I enjoyed the experience (Yes), n (%)</td>
<td>23 (92)</td>
<td>22 (88)</td>
<td>.63</td>
</tr>
<tr>
<td>I would like to use this as a way to recertify my ACLS\textsuperscript{a} (Yes), n (%)</td>
<td>25 (100)</td>
<td>23 (92)</td>
<td>.14</td>
</tr>
<tr>
<td>Was this experience as valuable as your live training for Mega Code the last time you had to recertify? (Yes), n (%)</td>
<td>25 (100)</td>
<td>22 (88)</td>
<td>.25</td>
</tr>
<tr>
<td>I would do this once every 6 months to refresh my skills if it was NOT required but I was given time to do so (Yes), n (%)</td>
<td>25 (100)</td>
<td>24 (96)</td>
<td>.72</td>
</tr>
</tbody>
</table>

Scored domains\textsuperscript{b}

<table>
<thead>
<tr>
<th>Variable</th>
<th>High-fidelity simulation (n=23)</th>
<th>Virtual reality (n=23)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Situational awareness</td>
<td>6.0 (5.0-7.0)</td>
<td>1.0 (1.0-1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Decision making</td>
<td>6.0 (4.0-6.0)</td>
<td>6.0 (4.0-6.0)</td>
<td>.52</td>
</tr>
<tr>
<td>Communication</td>
<td>5.0 (4.0-6.0)</td>
<td>4.0 (1.0-6.0)</td>
<td>.09</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ACLs: advanced cardiac life support.

\textsuperscript{b}For scored domains, n=23 each for high-fidelity simulation and virtual reality.

Instructor Results

The instructor task load was significantly higher for the HFS proctors in every domain tested (see Table 3) in the NASA-TLX. On average, VR sessions were 21 (IQR 19-24) min shorter than the HFS sessions and were US $103.68 less expensive. Table 4 demonstrates the estimated cost difference depending on the number of learners and sessions for a variety of theoretical institutions. Including the time taken to logistically organize the participants to come to the simulation laboratory, each VR group required less than 1 day to complete. Each simulation group required 2 or 3 working days to complete the exercise.

Table 3. National Aeronautics and Space Administration task load index data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>High-fidelity simulation proctors (n=20), median (IQR)</th>
<th>Virtual reality proctors (n=5), median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental demand</td>
<td>12.5 (9.6-15.0)</td>
<td>2 (2-2.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical demand</td>
<td>10.0 (5.0-13.7)</td>
<td>3.0 (2.0-3.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temporal demand</td>
<td>14 (10.2-16.0)</td>
<td>3.0 (2.0-4.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Performance impact</td>
<td>8.0 (6.2-12.0)</td>
<td>2.0 (1.0-3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effort</td>
<td>13.0 (12.2-15.0)</td>
<td>2.0 (2.0-3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Frustration</td>
<td>14.0 (6.7-16.0)</td>
<td>2.0 (2.0-2.5)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Our primary outcome, technical scores for voice-controlled experience to HFS, and it has demonstrated VR experiences required the use of peripheral devices or equipment such as joysticks. Our study included PGY-2 residents and was a standalone VR experience. It did not require instructors. This is where new technologies such as VR can be implemented. Our study is not the first to explore VR as a means of teaching ACLS skills, but it does provide new insight into the topic.

Our study is the first to compare a fully immersive, stand-alone, voice-controlled experience to HFS, and it has demonstrated important findings. Our primary outcome, technical scores for the algorithms, were lower in VR than those in HFS. The source of this difference is likely multifactorial. First, this may have been an artifact because of a lack of familiarity with the environment. All of our residents have experience and comfort with HFS; however, the minority had experience with VR. Furthermore, we did not design or mandate an orientation to the VR module. This unfamiliarity may have contributed to the lower scores. In addition, although both systems used the same rubric for scoring, it may be that in the VR, grading was more stringent. A human grader might interpret almost correct responses as correct. Further, human graders may be giving subtle feedback to learners within the grading timeframe. This could be demonstrated by body language cues, a change in voice pitch or timing, or through some other mechanism. Moreover, the inability of the VR system to recognize subjects' vocal responses could potentially have limited scoring when compared with HFS; however, on manual recheck, this impact was minimal, and as such, this was not likely contributory. VR also offers a level of granularity of assessment in real time that would be impossible for a human proctor to detect, especially when also driving the experience. This might result in more stringent grading, as mentioned above. For example, the VR system can note the difference between taking 30 vs 31 seconds to respond and grade accordingly, whereas a human proctor could not. We opted not to use a third party to grade the HFS group for this reason, as it would be impractical and not congruent with current practice and would have further inflated the cost of the HFS group. Further works are needed to elucidate the differences between human and computerized grading schema for technical domains.

In terms of baseline comparisions, it was interesting but not surprising that none of the participants had code leader experience after 1 year in practice. Second, although all participants in the study had experience with HFS, only 36% (9/25) of participants had experience with VR. There was no orientation to VR for the study, which may have put the VR experience at a disadvantage and may have partially explained the reason for the decrease in scoring, as discussed above. Satisfaction with both experiences was very high, but there was a clear advantage to HFS in the feedback domain. This is not surprising because the HFS group had a full formal debrief, whereas the VR group received only the feedback on items

### Discussion

#### Technical and Nontechnical Skills

The AHA scientific statement by Cheng et al [9] demonstrated that the current strategy for teaching and maintaining ACLS skills must change. It is clear that the frequency of refresher training is inadequate to maintain skills and that our current teaching modalities may have negative impacts on survival [9]. Our study supports previous studies demonstrating that learners believe that HFS is a great teaching modality for ACLS skills [10]. Despite this, HFS as a refresher modality is prohibitively expensive, time consuming, and places a large burden on instructors. This is where new technologies such as VR can be implemented. Our study is not the first to explore VR as a means of teaching ACLS skills, but it does provide new insight into the topic.

Studies by Khanal et al [5], Khanal and Kahol [11], Creutzfeldt et al [12,13], and Semeraro et al [6] have demonstrated the effectiveness of virtual environments to train ACLS skills; however, our study differs in the study subjects and methodology. The largest study was performed by Khanal et al [5] and included 148 participants. Their team demonstrated that VR could lead to enhanced performance in simulated scenarios graded by ACLS experts at varying levels of user feedback. The level of experience of the subjects was not disclosed, and the intervention was a team-based VR experience with peripheral equipment such as joysticks. Our study included PGY-2 residents and was a standalone VR experience. It did not require a team to play, nor did it require controls or joysticks that would enhance the utilization and uptake and make scaling easier. The second study by Khanal and Kahol [11] had 11 participants and was a mixed reality environment (VR and a haptic device). Their team demonstrated the effectiveness of the experience; however, its generalizability is limited by the need of a haptic device. The studies by Creutzfeldt et al [12,13] and Semeraro et al [6] again demonstrated proof of concept; however, their VR experiences required the use of peripheral devices or mannequins in conjunction with VR.

Our study is the first to compare a fully immersive, stand-alone, voice-controlled experience to HFS, and it has demonstrated important findings. Our primary outcome, technical scores for

### Table 4. Time and cost analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>High-fidelity simulation group</th>
<th>Virtual reality group</th>
<th>Differencea</th>
<th>Percentage difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time per session (min), median (IQR)</td>
<td>42 (38-44)</td>
<td>20 (18-21)</td>
<td>21 (19-24)</td>
<td>50</td>
</tr>
<tr>
<td>Cost for single learner, single session (US $)</td>
<td>193.00</td>
<td>89.32</td>
<td>103.68</td>
<td>54</td>
</tr>
<tr>
<td>Cost for 50 learners, single session (US $)</td>
<td>965.00</td>
<td>4466.15</td>
<td>5183.85</td>
<td>54</td>
</tr>
<tr>
<td>Cost of 1000 learners, single session (US $)</td>
<td>193,000.00</td>
<td>89,322.92</td>
<td>103,677.08</td>
<td>54</td>
</tr>
<tr>
<td>Cost for single learner, four sessions (US $)</td>
<td>772.00</td>
<td>132.29</td>
<td>639.71</td>
<td>83</td>
</tr>
<tr>
<td>Cost for 50 learners, four sessions (US $)</td>
<td>38,600.00</td>
<td>6614.58</td>
<td>31,985.42</td>
<td>83</td>
</tr>
<tr>
<td>Cost for 1000 learners, four sessions (US $)</td>
<td>772,000.00</td>
<td>132,291.67</td>
<td>639,708.33</td>
<td>83</td>
</tr>
</tbody>
</table>

aMedian difference in time calculated via Hodges-Lehman median difference.
bCost estimates are based on purchase orders for equipment and salaries for New York Metro Area and are in US $.
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missed in a binary manner. The less effective debriefing could have an impact on knowledge retention. Our study was not designed to evaluate retention; however, it would be important to examine this in future studies. In this regard, VR lags behind HFS and more work needs to be done to enhance the feedback given to learners. Experienced debriefers can tailor the feedback type and technique to individual learners, whereas the VR experience can only deliver feedback one way in its current form. Although this is a clear limitation of VR in this module, there are ways in which this can be improved in the future with better software. Despite this limitation, participants believed the VR experience was as valuable as their live training for recertification. More importantly, the participants were very willing (24/25, 96%) to use VR as a refresher even if it was not required, despite the aforementioned disadvantages.

There were similarities in NTSs as well, which are an important component of acute care and have been shown to impact outcomes in other areas [14]. Our VR experience was able to grade participants in three nontechnical domains [15]. When compared with HFS scores, both decision making and communication scores were not different. This is one of the first indicators that we can use virtual environments to identify and stratify participants by NTSs. However, not every domain correlated, such as situational awareness. On the basis of our study design, we cannot know which of these assessments (HFS or VR) is most correct for this domain; similarly, we can only hypothesize why the situational awareness scores were much lower in the VR group than in the HFS group. It is our belief that this is most likely because of the mechanism by which the VR experience is graded on this domain and not that a VR-based experience is unable to grade a domain such as situational awareness.

Instructor Fatigue and Cost

Our analysis also demonstrated what is known anecdotally about trying to scale HFS to accommodate the need for frequent refresher courses. As demonstrated, proctoring HFS is demanding on proctors, as evidenced by high NASA-TLX scores in the HFS group. It would be difficult to sustain a model of multiple refresher courses in a year without causing burnout and fatigue of the staff. Proctors for the VR sessions experienced minimal fatigue. Furthermore, although all proctors were ACLS instructors, proctors for future VR sessions would only need training in using the VR system and not require a mastery of the content. The use of a VR proctor with minimal training would further decrease the cost associated with ACLS refresher courses.

Our time and cost analysis demonstrated that VR sessions can accomplish learning objectives in a shorter time than an HFS session. An advantage like this could be extremely important, as a VR session could be completed during a short coffee break, whereas an HFS session would take twice as long and require practitioners to give up their lunch breaks or come in on off hours to train. Finally, as the frequency of refresher training increases or the number of learners per session increases, the cost savings amplify. One proctor could supervise multiple VR sessions; however, the converse is not true for HFS.

Advantages of Each Modality

On the basis of our analysis, there are apparent advantages of HFS and VR: HFS provides very high-quality education but at high costs and low scale, and VR-based education currently may lag behind HFS but is more cost-effective and more easily scaled. It is the opinion of the authors that the interpretation of our findings is that each modality has its strengths and weaknesses, and neither of them is a panacea. As it currently stands, we would recommend that practitioners could utilize a VR medium as a means of a refresher or to screen for those who need more in-depth retraining. If during the VR module, it is discovered that the learner needs more in-depth remediation, one could then deploy the more expensive HFS alternative. In this manner, an institution can provide quality education at scale, while allowing for more targeted programs for those that need extra attention. Another option would be to develop some methodology for reviewing how a participant performed utilizing screen sharing technology; however, this would increase the cost, and it may be more effective simply to hold another session. Finally, as technology improves, it may be possible to provide HFS levels of directed feedback to learners and close this gap. Further development and research are needed before a conclusion should be drawn.

Limitations

Our study has several limitations. First, as the number of subjects is relatively low, the findings should be interpreted with caution. As stated, our study is exploratory in nature. Second, we utilized a specific VR experience (ACLS VR) by one company (Health Scholars). Other VR experiences for ACLS exist, but our findings may be specific to this experience, which may limit their generalizability. Our participants were all PGY-2 residents at a major academic center. Although we do not believe that our findings would not translate to other practitioners, we cannot say for certain. Finally, a major limitation of our work is that this VR experience does not include testing for hands-on skills such as the ability to perform chest compressions. Although this was not the goal of this experience, it would not be able to replace current training methodologies unless it was paired with a part-task trainer capable of grading these techniques.

Conclusions

Our study highlights some of the differences and similarities between VR and HFS for team leader refresher training. Scores were lower in the VR module, although the implications of this are unknown. NTSs were similar in some domains but different in others. The VR module was more cost-effective and was easier to proctor; however, HFS was better at delivering feedback to participants. Both modalities demonstrated high levels of satisfaction and a similar willingness for participants to use each modality. Further studies are needed to examine the utility of VR-based environments at scale.
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Abstract

Background: Regular mindfulness practice has been demonstrated to be beneficial for mental health, but mindfulness can be challenging to adopt, with environmental and personal distractors often cited as challenges. Virtual reality (VR) may address these challenges by providing an immersive environment for practicing mindfulness and by supporting the user to orient attention to the present moment within a tailored virtual setting. However, there is currently a limited understanding of the ways in which VR can support or hinder mindfulness practice. Such an understanding is required to design effective VR apps while ensuring that VR-supported mindfulness is acceptable to end users.

Objective: This study aimed to explore how VR can support mindfulness practice and to understand user experience issues that may affect the acceptability and efficacy of VR mindfulness for users in the general population.

Methods: A sample of 37 participants from the general population trialed a VR mindfulness app in a controlled laboratory setting. The VR app presented users with an omnidirectional video of a peaceful forest environment with a guided mindfulness voiceover that was delivered by a male narrator. Scores on the State Mindfulness Scale, Simulator Sickness Questionnaire, and single-item measures of positive and negative emotion and arousal were measured pre- and post-VR for all participants. Qualitative feedback was collected through interviews with a subset of 19 participants. The interviews sought to understand the user experience of mindfulness practice in VR.

Results: State mindfulness ($P<.001$; Cohen $d=1.80$) and positive affect ($P=.006$; $r=.45$) significantly increased after using the VR mindfulness app. No notable changes in negative emotion, subjective arousal, or symptoms of simulator sickness were observed across the sample. Participants described the user experience as relaxing, calming, and peaceful. Participants suggested that the use of VR helped them to focus on the present moment by using visual and auditory elements of VR as attentional anchors. The sense of presence in the virtual environment (VE) was identified by participants as being helpful to practicing mindfulness. Interruptions to presence acted as distractors. Some uncomfortable experiences were discussed, primarily in relation to video fidelity and the weight of the VR headset, although these were infrequent and minor.

Conclusions: This study suggests that an appropriately designed VR app can support mindfulness practice by enhancing state mindfulness and inducing positive affect. VR may help address the challenges of practicing mindfulness by creating a sense of presence in a tailored VE; by allowing users to attend to visual and auditory anchors of their choice; and by reducing the scope of the content in users’ mind-wandering. VR has the unique capability to combine guided mindfulness practice with tailored VEs that lend themselves to support individuals to focus attention on the present moment.

(J Med Internet Res 2020;22(3):e16106) doi:10.2196/16106
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Introduction

Background

Originating in Buddhist traditions, mindfulness involves an individual focusing his or her attention on the present moment and approaching experiences with a nonjudgmental, nonreactive, and accepting attitude [1,2]. Mindfulness often involves bringing one’s attention to an anchor, most commonly the breath, to facilitate the awareness of a moment-by-moment experience [3].

Mindfulness practice has been demonstrated to be beneficial for mental health by helping people strengthen attention flexibility and adopt an orientation toward experiences that reduces the reliance on automatic thoughts or maladaptive emotion regulation strategies [2,4-6]. However, mindfulness requires conscious effort and can be difficult to maintain, particularly for novice meditators who already expend greater cognitive resources to control their self-regulatory skills [7-9]. Anderson et al [10] recently summarized a range of experiential challenges that can arise during mindfulness practice. These include affective demands such as cognitive effort and frustration, task demands introduced by the physical environment (eg, noisy surroundings and people), and negative emotional or psychological outcomes, such as boredom, upsetting thoughts, and emotions. Adapting mindfulness practice to reduce the likelihood or impact of these challenges may be an important consideration for improving the success of mindfulness-based interventions.

In recent years there has been an interest in using digital technology to support mindfulness practice [11,12]. For example, Web-based interventions have been designed to improve mindfulness skills [13-15], and smartphone apps now deliver guided audio practices that support user engagement with mindfulness through habit formation [11,16,17]. Although these delivery platforms improve the accessibility of mindfulness-based interventions, research has shown that adherence with Web and mobile programs is often low [18], suggesting they may not be engaging over the long term [19]. It is possible that these technologies do not meaningfully assist users with overcoming some of the experiential challenges associated with mindfulness practice, which may contribute to disengagement or even adverse effects [20,21].

Virtual reality (VR) has recently been proposed as a medium to support mindfulness [22,23]. VR technologies may pragmatically address the challenges related to environmental distraction by providing an immersive, engaging, and controlled (ie, predictable) visual and auditory sandbox in which one could rehearse mindfulness skills [12,24,25], shifting attention away from the real-world environment. VR refers to the use of a headset with a display that projects an interactive, audiovisual 360-degree virtual environment (VE) to the user [26-28]. Although VEs can be presented via other mediums (eg, a computer screen), VR systems have greater immersive capacity, which aids in stimulating multiple senses and may create a sense of “presence,” ie, a feeling of being there in a simulated environment [27-29]. Presence contributes to an “illusion of reality” in which the user behaves as if the environment were real even though it is computer generated [30,31].

A number of studies have evaluated VR-supported mindfulness practice in relation to its impact on mental health or state mindfulness [12,24,32-34]. In an evaluation with expert meditators from a nonclinical population, Navarro-Haro et al [12] demonstrated that a VR-supported mindfulness practice increased state mindfulness from pretest to posttest, reduced feelings of sadness and anxiety, and increased feelings of relaxation [12]. More recently, Chandrasiri et al [24] evaluated an omnidirectional video recording of a beach scene delivered in VR, which was matched with a breath-focused mindfulness practice in a novice, nonclinical adult sample. Consistent with the findings of Navarro-Haro et al [12], Chandrasiri et al [24] found that state mindfulness significantly increased after using VR. However, their work provides limited insight into how and why the features of VR supported mindfulness. It also does not explore the challenges that VR may introduce for individuals practicing mindfulness.

Although VR has the capacity to deliver support for mindfulness practice, it may also introduce its own unique challenges. For example, simulator sickness is a frequently reported negative side effect of VR, which produces symptoms similar to motion sickness [35,36]. Researchers have also speculated that headset discomfort may be a barrier to mindfulness in VR [24], but little is known about how specific elements of headset design (eg, comfort, weight, and degree of immersion) may impact the potential benefits of VR-supported mindfulness.

The existing evidence suggests that VR is a promising tool for supporting mindfulness. VR mindfulness interventions can lead to increased state mindfulness in both new and experienced meditator samples [12,22,24]. However, little is known about the end-user experience of using VR for mindfulness, in particular, user perceptions of how VR may aid or detract from a mindfulness practice. This is an important issue to explore when considering the range of potential mechanisms through which mindfulness may be supported in VR. A better understanding of mechanisms may inform design decisions (eg, environment types, the need for guidance, and target cohort) and subsequently impact the efficacy and potential use cases for such systems.

This Study

This study aimed to explore how VR can support mindfulness practice and to understand user experience issues that may affect the acceptability and efficacy of VR-supported mindfulness. To achieve these aims, we conducted a pilot study in which 37 participants from the general population used a VR mindfulness app in a controlled laboratory setting. We sought to:

- Quantitatively assess changes in state mindfulness, emotion, and simulator sickness following the use of the VR app.
• Qualitatively explore the user experience of mindfulness in VR, with a specific investigation of whether particular features are helpful or disruptive to mindful awareness in this context.

Methods

Ethics Approval
The Swinburne University of Technology Human Research Ethics Committee (SHR 2018/256) and the University of Melbourne Human Research Ethics Committee (ID# 1852613.2) approved all the procedures.

Description of the Virtual Reality Mindfulness App
This study used a VR mindfulness app that was designed for use in self-guided contexts. The app delivered a 15-min program of guided, focused-attention mindfulness within a VE created from an omnidirectional video footage of a forest. The VE included ambient audio (ie, sound originating from the forest) and a guided mindfulness voiceover. The app did not require the use of a hand controller, encouraging intuitive exploration between the user and the environment. The app was designed by the authors in collaboration with a commercial software company and it was developed in the Unity platform for use with the Oculus Go VR headset. During the design process, the app was refined through 3 focus groups (not reported here) in which 9 prospective users trialed the experience and gave feedback that helped address usability and content-related issues.

Omnidirectional Video and Audio
The VE comprised forest scenes captured in the Great Otway National Park in Australia. The footage was recorded at two different sites in the forest, presented in Figure 1. The first site was a clearing near a river, and the second site was at the river’s edge. Both sites were filmed in 4K resolution using a Z Cam V1 Pro. The camera height was set at 1.3 meters, giving the impression that the user was experiencing the environment from a seated position. The footage did not include any visible people or animals, giving the impression that the user was alone in the environment. Ambient sounds of the natural environment were captured at the time of video recording, using omnidirectional and stereo microphones (Zoom H6 and Zoom H2n). This sound was overlayed onto the video footage during postprocessing.

Figure 1. Filming locations for the virtual reality mindfulness app. The image on the left shows the environment presented for the first half of the mindfulness practice. The image on the right shows the second environment as well as the camera used to capture the omnidirectional footage.

Guided Mindfulness Voiceover
The VR app incorporated a guided mindfulness voiceover tailored to the VE that was delivered by a male narrator. The narrator is an experienced counseling and clinical psychologist with expertise in mindfulness-based interventions. The voiceover delivered a focused-attention mindfulness practice that used invitational language to guide the user’s attention to different parts of the VE (eg, “If you would like to...look at the rocks, you can explore their colour and texture”) and different physical sensations from the body (eg, “bring your attention to the breath”). Guidance around thoughts and feelings was also provided (eg, “If you notice the mind has wandered...just gently bring your attention back to the moment”). The guided voiceover also allowed for periods of unguided practice (ie, without the voiceover), lasting up to 70 seconds.

Participants
Participants were recruited from the general population using a Facebook advertisement, a promotion on the website Mental Health Online, and flyers distributed around the Swinburne University campus in Melbourne, Australia. Potential participants completed a Web-based screening survey that assessed their eligibility for inclusion. The inclusion criteria required participants to be over the age of 18 years, have normal or corrected-to-normal hearing and vision, have no history of photosensitive epilepsy or previous experience of severe simulator sickness, and not be currently taking psychotropic medication or experiencing serious mental illness (eg, schizophrenia or psychosis). Figure 2 illustrates the recruitment process.

A sample of 40 participants trialed the VR app. As shown in Figure 2, a total of 3 participants were excluded from quantitative and qualitative analyses as they did not complete the full procedure (1 participant encountered a technical error with the VR app, and 2 participants did not complete posttest measures). Of the remaining 37 participants, 13 were men and 24 were women, with an average age of 37.86 years (SD 14.56; n=1 missing). A total of 4 participants had no previous experience of practicing mindfulness, but they had heard of it before. A total of 33 participants had previous experience of...
practicing mindfulness. Of these, 17 participants had tried mindfulness one to five times, and 16 participants reported regular mindfulness practice at the following frequencies: monthly (n=7), weekly (n=6), and daily (n=3). A total of 23 participants had never used VR or had only experienced it once, whereas 12 participants had tried VR several times and 2 participants reported using VR regularly, either less than monthly (n=1) or weekly (n=1).

A total of 19 of the 37 participants opted to contribute qualitative feedback at the time of recruitment. No significant differences, between participants who provided qualitative feedback and those who did not, were revealed in age (U=115.5; P=.15) or gender (χ²=1.1; P=.82). Owing to violations of chi-square test assumptions (expected cell count <5), further demographic comparisons were not performed. A visual inspection of the level of education, previous experience with mindfulness, or previous experience with VR suggested a similarity between groups, although the interviewees included all participants (n=4) without previous mindfulness experience.

Figure 2. Flowchart illustrating participant recruitment to data analysis. VR: virtual reality.

Materials

Measures

Demographics and Baseline Characteristics

Questionnaires were used to collect each participant’s gender, age, highest level of education, and previous experience with both VR and mindfulness—Response options: Not at all, I haven’t heard of it; Not at all, but I have heard of it; I have tried it once; I have tried it a few times (eg, two to five times); and I do mindfulness/VR regularly. Those who reported regular use of either VR or mindfulness were prompted to complete an additional item addressing frequency of use or practice—Response options: Less than monthly; Monthly; Weekly; Daily; and More than once a day).

Trait mindfulness was measured using a short-form of the Five Facet Mindfulness Questionnaire (FFMQ-15) [37,38]. The FFMQ-15 comprises 15 items drawn from the 39-item original measure, rated on a 5-point scale from “1=Never or very rarely true” to “5=Very often or always true.” A total score reflecting the tendency to be mindful ranges from 15 to 75. As a total scale, the FFMQ-15 demonstrated good reliability in this sample (Cronbach alpha=.83).

Participant baseline general mental health distress was assessed using the short-form Depression Anxiety and Stress Scale (DASS-21) [39]. In this sample, the DASS-21 showed good internal reliability (Cronbach alpha=.92).

Primary Outcomes

Change in state mindfulness was assessed using the 21-item State Mindfulness Scale [40], which was delivered before and after using the VR mindfulness app. Items are rated on a 5-point Likert scale from “0=Not at all” to “4=Very much” and address an individual’s level of perceived mindfulness in relation to the individual’s attention and meta-cognitive orientation across a recent period. The scale has a total score obtained by summing the item ratings (range 0-84). In this study, the State Mindfulness Scale had good internal reliability both before (Cronbach alpha=.95) and after (Cronbach alpha=.93) the use of the VR mindfulness app.

Emotion was measured dimensionally pre- and postapp use via 3 items—1 (Positive or pleasant), 2 (Negative or unpleasant), and 3 (Active or alert)—drawn from the circumplex model of
emotion [41]. Participants were asked to consider how they were feeling “right now” and rated items on a 7-point Likert scale from “0=Not at all” to “6=Extremely.”

The Simulator Sickness Questionnaire (SSQ) [35] was used to detect changes in symptoms of simulator sickness. The SSQ comprises 16 items (eg, Eyestrain, Difficulty Focusing, and Fatigue), which are rated from “0= None” to “3=Severe,” and addresses the domains of nausea, oculomotor symptoms, and disorientation. It is important to note that there is considerable overlap between preexisting physiological and psychological symptoms (eg, anxiety symptoms) with the items on the SSQ [42]. For this reason, the symptoms of simulator sickness were measured pre and post use of the VR mindfulness app to determine a change in the symptoms relevant to the experience. In this sample, the internal reliability of the total score of the SSQ was poor both pre and post use of the VR mindfulness app (Cronbach alpha=.68 and Cronbach alpha=.51, respectively). As such, we considered the items as a checklist of symptoms rather than as a total scale, and we examined these individually as indicators of adverse responses.

**Presence and General System Feedback**

Presence was measured using a 22-item adapted version of the Presence Questionnaire 3.0 [29,43], which was shortened to reduce participant burden and remove items related to haptic senses and object manipulation, which were not features of the current system. As such, the total scale ranged between 22 and 154, with higher scores indicating a greater sense of presence in the VE. In this sample, the total scale demonstrated good internal reliability (Cronbach alpha=.84).

A total of 7 general system feedback items were also presented, relating to the perceived level of engagement, risk, quality, and future use (eg, “How engaging was the virtual reality mindfulness experience?”). These items were rated on a 5-point Likert scale, ranging from “0=Not at all” to “4=Extremely.”

**Procedure**

All testing took place in a soundproof room at Swinburne University of Technology. Following informed consent, participants completed baseline questionnaires for approximately 15 min. Participants were then invited to wear an Oculus Go headset, which had the VR app preinstalled. Participants were seated in a swivel chair, giving them the ability to rotate their body to view the omnidirectional forest environment. A verbal check of visual clarity was conducted, and participants were assisted with adjusting the headset to improve clarity if required. The researcher then used the Oculus Go hand controller to start the VR mindfulness app (duration of approximately 15 min) and left the room. At the end of the experience, the participants removed the headset and the researcher reentered the room, at which time participants completed follow-up measures addressing state mindfulness, emotion, symptoms of simulator sickness, presence, and general feedback items (taking approximately 15 min).

For the 19 participants who opted to provide qualitative feedback, a semistructured interview, lasting an average of 26 min (range 16-46 min), was conducted. The interview questions focused on eliciting the participants’ views about the VR experience, positive and negative features of the app, and features of VR and VE, that helped or hindered the mindfulness practice.

All participants were thanked for their time and reimbursed with an Aus $10 (US $6.60) gift voucher (Aus $30 [US $19.79] if they had also provided qualitative feedback).

**Data Analysis**

All quantitative data were processed and analyzed in IBM SPSS Statistics version 23.0. Descriptive statistics were used to describe the sample and calculate the ratings of general system feedback. Changes in mean scores from pre- to post-VR use on the State Mindfulness Scale [40] and emotion items were assessed using two-tailed repeated-measures t tests with an alpha level of .05. A Bonferroni-adjusted alpha level of .003 was applied to the analysis of the simulator sickness items on the SSQ [35]. Normality checks were conducted to confirm the appropriateness of a parametric model. Wilcoxon signed-rank tests were conducted where the assumptions were violated. Effect sizes were interpreted by following the guidelines from Cohen [44].

Qualitative data were collected by ES and 2 trained research assistants. The interviews were coded using a general inductive approach [45]. Both ES and RK conducted independent parallel coding by reading the transcripts separately and applying labels to the text through open coding. These codes were subsequently compared, discussed, and developed into a final set of 9 themes that characterized participants’ experiences [45].

**Results**

**Quantitative Findings**

Table 1 provides the mean scores and standard deviations of the primary outcome measures (state mindfulness, emotion, and arousal) both before and after using the VR mindfulness app. Trait mindfulness was normally distributed in the sample, ranging from 37 to 65 (mean 52.70, SD 7.50). On average, participants had low levels of general mental health distress, as measured by the DASS-21 (mean 9.19, SD 6.95; range 1-32).
Table 1. Descriptive statistics of primary outcomes pre- and post use of the virtual reality mindfulness app.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pre-VR app use</th>
<th>Post-VR app use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>State mindfulness</td>
<td>38.76 (18.04)</td>
<td>64.32 (13.34)</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>4.32 (0.88)</td>
<td>4.78 (0.79)</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>0.76 (0.90)</td>
<td>0.49 (0.61)</td>
</tr>
<tr>
<td>Arousal</td>
<td>4.00 (0.91)</td>
<td>4.19 (0.97)</td>
</tr>
<tr>
<td>Presence(^b)</td>
<td>N/A(^c)</td>
<td>114.83 (14.06)</td>
</tr>
</tbody>
</table>

\(^a\)VR: virtual reality.
\(^b\)Presence was measured after use of the virtual reality mindfulness app. This variable had n=1 missing observation because of an incomplete response.
\(^c\)N/A: not applicable.

**Primary Outcomes**

A two-tailed repeated-measures \(t\) test was used to evaluate the change in state mindfulness following the use of the VR app. There was a statistically significant increase in state mindfulness scores from pre-VR to post-VR use \((t_{36}=-10.97; P<.001; 95\%\) CI –30.30 to –20.84). The size of this effect was large, Cohen \(d=1.80\).

Owing to non-normality, Wilcoxon signed-rank tests were conducted to examine the change in subjective positive and negative emotion as well as levels of arousal. There was a statistically significant increase in the median positive emotion rating from pre-VR (median=4.00; interquartile range [IQR] 4.00-5.00) to post-VR use (median=5.00; IQR 4.00-5.00; \(Z=-2.75; P=.006; r=-.45\). No significant changes were detected for negative emotion (pre-VR: median=1.00; IQR 0.00-1.00; post-VR: median=0.00; IQR 0.00-1.00; \(Z=-1.85; P=.06\) or for arousal (pre-VR: median=4.00; IQR 3.00-5.00; post-VR: median=4.00; IQR 3.00-5.00; \(Z=-0.91; P=.36\).

Table 1 also shows high average ratings of presence following the use of the VR mindfulness app, indicating that participants experienced a strong sense of being there in the forest environment.

**Simulator Sickness**

Mean scores of simulator sickness symptoms were low across all items, both before and after VR app use. All median scores were at or below the mild symptom awareness threshold (a score of 1 on the SSQ). Bonferroni-adjusted Wilcoxon signed-rank tests did not reveal significant differences in the SSQ items pre-to post-VR app use (all \(P>.003\)). At an individual level, no participant rated severe effects post-VR app use. Participants who reported symptoms in the moderate range post-VR app use included stomach awareness (n=2, change from not at all preintervention), fatigue (n=2, change from not at all and mild preintervention), general discomfort (n=1, change from mild), and difficulty concentrating (n=1, change from mild).

**General Feedback Ratings of the Virtual Reality Mindfulness App**

Overall, most participants reported that the VR mindfulness app was very engaging (22/37, 60%) or extremely engaging (10/37, 27%), that it had very intuitive interactions (19/37, 51%) or extremely intuitive interactions (13/37, 35%), and that it was very easy to use (16/37, 43%) or extremely easy to use (19/37, 51%). Most participants rated the quality of the visual and auditory experience as moderate (15/37, 41%) or very good (18/37, 49%). Participants also thought that the VR mindfulness app would benefit their mental health at a moderate level (11/37, 30%) to high level (14/37, 38%), with 19% (7/37) indicating that the VR mindfulness app would benefit their mental health extremely. Most participants indicated that they felt using the VR mindfulness app was not at all risky (35/37, 95%).

**Qualitative Findings**

A total of 9 themes were produced from the participants’ qualitative feedback. These encapsulate descriptions of the general experience of mindfulness in VR, the main ways that VR helped or hindered mindfulness practice (presence and interruptions in presence, engagement, providing a scope for mind-wandering, directing and anchoring attention, and personalization), and perceptions of video fidelity and the headset.

**Experiencing Mindfulness in Virtual Reality**

Participants were positive about the mindfulness app, describing the experience it created as “comforting,” “calming,” “relaxing,” and “peaceful.” Expressions of positive emotion were common and often related to the feeling of being situated in a forest environment: “that specific stimulus is really comforting for me” [P20]. Relaxing was one of the most common descriptions: “I felt myself get really comfortable and kind of relaxed and engaged with the environment” [P30]. Participants commented on the tranquility of the VE: “I like sitting in the middle of a river or next to a creek bed or in the middle of the forest. It feels safe” [P7].

Another participant explained that a feeling of safety was related to being in an environment that “doesn’t change” and that “doesn’t feel like there’s all these people there” [P6].

Although most participants found the experience straightforward, some described taking time to adjust to VR. For some, more time was needed between putting on the headset and starting the practice:

"there needed to be just a little more space between that direction and then...getting started because I was..."
still fiddling around with the mask and trying to feel comfortable. [P9]

For others, there was some apprehension around what they expected to see and do, although this period of apprehension did not appear to impact their practice:

[I]t was just that adjusting, but it wasn't really negative, it was just sort of a little bit of anxiousness. Am I doing it right? It took a few minutes to get used to it, but the scene...drew me in and I just forgot about it. [P2]

**Presence in the Forest Environment**

Participants frequently mentioned experiencing a sense of presence in the virtual forest, which facilitated their ability to be aware of the present moment:

...to be able to be in a place that helps your mind focus in the present and in the now, something that's pleasant to look at, something that is sensory...it was actually helpful. [P9]

...it was just purely I was there and that was it. [P2]

Some participants linked their sense of presence to feeling that their real-world concerns were reduced:

I think because you think you're there...it is hard to think about what's going on back in reality. [P27]

Presence was often discussed in terms of being “transported” to the forest environment, which allowed participants to take a step back from their thoughts and daily life experiences. A participant described how:

it was great because it really kind of took me away from my thoughts...and just put me in this different world. [P30]

Participants also noted that the virtuality of the environment helped facilitate this:

If I were sitting in that same environment in reality I would be thinking...are there other people there... is the car there. But knowing that this environment was virtual, I was able to simply enjoy it. [P9]

**Interrupted and Variable Presence**

Although presence was an important precursor to engaging with mindfulness in VR, participants’ sense of presence appeared to vary dynamically while using the VR mindfulness app. A participant explicitly described how changes in their sense of presence acted as a distractor from the practice and sometimes caused brief disengagement from the experience:

parts of it felt like it was seamless. And then there’s other parts where it felt like I could see that it was a projection. And then I was like oh that's really distracting because I'm looking at that as a projection. [P6]

A participant described compensating for the loss of presence by actively redirecting attention within the VE, particularly to images that felt “more real” to them:

There was one occasion ... [where] there was something about the graininess or something about the image that made me go ‘oh yeah I'm not actually at the river’... I just would then focus my attention on something that felt more real...so it wasn't a big deal. [P42]

The disparity between perceived presence and physical sensation was something participants described becoming aware of across the experience. Although this was not an issue for most participants, 1 individual claimed that this disparity was particularly disengaging:

they're not real sensations they're just the video of sensations...when you're in that place and you look down you don't see your body...that's unnatural...and it's a bit shocking and it kind of pulls you out of it a bit. [P39]

The real-world environment also contributed to interruptions in presence and may have acted as a distractor to the mindfulness practice. This was primarily related to comfort within the physical space:

the chair was uncomfortable...sometimes the environment makes me forget about it. But then I was moving or the sound of the chair legs...it was kind of a break of my experience. [P18]

if I was in like maybe the comfort of my own home...I'd be able to focus on my breathing. [P17]

**Engagement**

Participants described the environment as being “engaging,” and this was discussed as a useful feature of the VE for practicing mindfulness:

I found the engagement in the images improved my mindfulness because I really did try to be present in the moment...it filled my mind. [P42]

Presence was a prominent cause of being engaged:

because I thought ‘oh this is a real place’ I kind of was more involved in the little details of this place. [P30]

A sense of being connected to the virtual experience also emerged from participants descriptions of being engaged:

I...felt really connected to it when I was watching really small details. ...the visual was really important for me. [P41]

The experience of being engaged in the VE did not mean that it was “too grabby or like showbiz” [P24]. Rather, participants described the VE as having “not too much going on so it would distract you but enough to keep it interesting” [P3]. This appeared to support mindfulness practice by providing interesting stimuli in the environment, which helped to maintain attention in the present moment but without becoming boring or distracting:

I never felt like...I was getting restless or I needed to look at something else. I was quite happy where I was. [P34]
Scope for Mind-Wandering

Part of the process when practicing mindfulness is the ability to become aware of mind-wandering and learning to direct attention back to the present moment [2]. Some participants described how their mind wandered in a conventional sense, involving thoughts related to their daily life or forthcoming events:

I went through a whole pile of other kind of recent events or things happening in my life. [P3]

Other participants discussed how VR seemed to affect the content of their mind-wandering, such that this wandering became a response to stimuli in the VE:

My mind wandered within that world more than it wandered outside of it...because even though [the] mind wanders it still wanders within the parameters of what you’re seeing. [P27]

It’s like wandering but wandering with focus...It was all very much focused but within the realms of the environment. [P30]

Directing and Anchoring Attention

Similar to the use of an attentional anchor (eg, the breath) to maintain present-moment awareness in conventional mindfulness practices, participants described how they directed their attention to focus on “one thing” by anchoring to the elements of the VE: “Initially I’d have a look around and then I’d just focus on one particular bit I liked” [P42]. Different visual and auditory stimuli were described as helpful for anchoring to the present moment, with some participants describing how they focused solely on visual aspects of the VE to reduce distractions: “when I did find my mind-wandering...the visual side of it allowed me to...rein it in quicker” [P42]. Visual elements were cited as especially useful by participants who had previously struggled with mindfulness because of the difficulty of imagining a visual environment:

I’ve done meditation before and I just zone out to what they are saying...because your mind’s working to picture something it then is working to daydream as well...Whereas, when it was just there in front of you, I think that it took a bit of pressure off of thinking, and you could be in the present. [P24]

Two participants discussed how the omnidirectional video provided a prompt to “recenter” themselves:

My mind drifted less because I could just look at something then re-centre myself. [P42]

I think being able to watch the water running when I was in that environment and then to be able to look up at the sky - that was really helpful in terms of a grounding experience. [P7]

Variety in the visual environment was also perceived to be useful as it allowed participants to shift their focus:

You just notice different things because you have that space to kind of focus on that, or the ability to kind of go oh I’m bored of that rock, I’ll go check out the tree over there. [P26]

Other participants described how the environment’s sounds were more useful to them. For some, this occurred within a process of becoming aware of the full environment:

I love to hear those sounds so sometimes just bringing my attention back to the sounds, which then brought my attention back to the visuals and then I was in that entire environment again. [P9]

Some even chose to close their eyes to focus on the sounds:

I actually shut my eyes a lot...I felt like I’d focused on myself and then focused on the environment and then I like to focus on the sounds because they kept going and that was really good for me. [P6]

Regarding the guided mindfulness voiceover, 15 participants found this to be a useful feature of the VR app. They described how the narrator’s suggestions “provided ways to sort of dig deeper into the experience” [P27] and how they were able to return to the present moment during mind-wandering so they would not “drift into that space where you’re just observing it just in awe” [P2]. However, 5 participants who found the voiceover useful also commented that it became a source of distraction. A total of 2 others described the voiceover as entirely distracting. One issue was that the frequency of suggestions did not always allow for the time to explore and attend to the VE:

it’d be like “Okay now look at this, now look at this”...I [had] just started looking at one thing, now I can’t not focus on the other thing. [P3]

Another was that some people did not need the voiceover because they had previous experience with mindfulness: “I do my own silent practice...the audio guide of meditation now I find distracting” [P34].

Interestingly, participants sometimes described becoming aware of what was not in the VE (eg, a sense of touch and smell congruent with a forest) and how the absence of information directed their attention during the practice. A participant used audio as a substitute for touch:

I wish I could touch the water just to feel if it’s cold ... I guess that was the reason that I focused more on the audio. [P18]

Another participant described missing sensations and how this was interwoven with the process of guiding attention back to the present moment:

there were moments where I was able to bring myself back to the actual moment...and I had this sense that I really wanted to...actually feel the breeze. I was missing that sensation...I actually was very aware of the fact that sensation...was missing... [P9]

Participants also commented on the way in which features of the VR app combined to guide attention back to the present moment. By providing many sources of detail to which to attend, the app’s “multi-modal” nature was seen as a benefit, and participants discussed the complex and evolving integration of multiple sources of stimuli:

It brings the ambience of the environment and the mindfulness into your actual body as opposed to just
your mind, so you're focusing not only on the VR experience but also what your body is doing and then how it relates to the VR experience as well, so it's all connected. [P26]

This process of becoming aware of and incorporating the experience of multiple senses was also described in relation to understanding and shifting between the different sources of information presented by VR and felt by the body:

You can feel your feet on the ground, you can feel the back of the chair, you know you're not in this environment. And because you're being present in the moment you've kind of got this contrast of sensations...On the other hand you open your eyes and...you feel part of the environment again...perhaps when you close your eyes...you become more aware of the chair again.... [P20]

**Personalization**

Participants’ responses on the use of attentional anchors highlighted the potential of VR to support users in personalizing their practice. Participants frequently described how they chose to attend to parts of the experience that they enjoyed. In this way, personal preferences for visual and auditory stimuli may have been directing attention and maintaining engagement with mindfulness practice:

I could acknowledge and recognise in myself the parts of the environment that I really enjoyed and I sort of stuck to looking at them and looking at all the detail in them. [P27]

The freedom to focus on particular elements of the VE also appeared to support a sense of agency:

...I'd find moments where I was staring up at the sky...counting my breaths...It felt like it was an active choice...engaging with this in your own time and of your own volition. [P7]

Agency was considered a positive aspect of the VR mindfulness app, and it incorporated discussion of emotion:

If there's an area I don't really feel like it's calming me or I don't really feel a connection to...I just like twirl around and move somewhere else. So I just felt like I was able to control my own experience...I could...control what I was feeling. [P17]

However, participants who reported practicing mindfulness regularly stated that the features of VR sometimes competed for their attention:

I found it quite distracting from what I was used to. Because it was an additional sensory distraction rather than trying to find a single point to focus. So it was a little confusing for a lot of it. [P34]

This preference for a single point to focus was reinforced by another participant who valued having a “simple focus of attention...something to crystallise my attention around...[to] forget about the periphery” [P20]. These comments may suggest the need for variable stimulus levels or options within a VE, particularly when considering a user’s previous mindfulness experience.

**Perceptions of the Video Fidelity**

Visual quality was an important feature to participants, which impacted their ability to focus on the mindfulness practice. Although our app used professional-quality video, 2 participants noted discomfort created by bright or blurry images:

like when you look into the sun and how it burns your eyes it's kind of like that kind of type of effect. [P3]

The one thing that I found that kind of like impeded the experience was that when you try to look closely at something, the resolution of the display doesn’t really allow you. [P40]

A participant described how sections of the environment, which appeared to be of lower quality (eg, as they were further away or blurry), were distracting and how they actively redirected attention to parts of the environment with higher fidelity:

I kind of just stopped paying as much attention [to] things which were distracting...I feel like [things that] were kind of higher quality or less far away...wasn’t as much of an issue. [P3]

**Perceptions of the Headset**

In reflecting on the experience, participants indicated that the distractions introduced by the headset were both infrequent and minor. A majority of participants reported that it was “not really uncomfortable” [P34] or that “You kind of stop paying attention to it” [P3] when engaging with the VE. This may be because our app was delivered using a commodity headset (Oculus Go) that has been designed for user comfort.

The participants who did mention distraction from the headset noted issues of physical discomfort and disruption to immersion. Regarding physical discomfort, 5 participants described the headset as feeling heavy or tight on the head. A total of 2 participants described becoming aware of this sensation during the mindfulness practice. The first participant described how the awareness of the headset introduced a challenge for engaging with the VE:

it wasn't a case of trying to pull myself back to being mindful because of my thoughts, it was pulling myself back...into the virtual world away from the thought of oh this thing is heavy on my face. [P9]

The second participant mentioned how the tension between being in the VE and “attempting to ignore the headset...puts a bit of a load on your mental state” [P40]. Other participants seemed to actively incorporate their awareness of the headset as a focus for their attention: “I was sort of focusing on [the headset] sometimes instead of my breathing...” [P14].

Regarding disruption to immersion, participants commented on the way the headset sat on the head and how this allowed light from the external environment to seep in to the bridge of the nose. This was described as a disengaging experience, making it “really hard...to concentrate” [P18] for one participant. For another, the ability to see his or her (real) legs when looking down was “a bit off-putting...[and] distracting” [P32]. They
discussed a set of pragmatic actions to reduce the impact of the headset, which included “ma[king] a conscious effort to look left, look right, look up, and look straight ahead but not really right down” [P32].

Discussion

Principal Findings

This study aimed to explore how VR can support mindfulness practice and to understand user experience issues that may affect the acceptability and efficacy of VR mindfulness in the general population. To achieve these aims, we conducted a pilot study in which 37 participants used a VR app in a controlled laboratory setting.

Our first main finding was a large and statistically significant increase in state mindfulness, indicating that the VR app we created was successful in supporting mindful awareness in our sample. This finding is consistent with previous studies [12,24], and this provides further empirical support for the ability of an appropriately designed VR app to enable mindfulness practice. Qualitative feedback from participants suggested that the features of the VR app, including the VE and guided voiceover, played an active role in bringing their attention to the present moment. Although this points to the utility of VR for supporting mindful awareness, it is important to note that VR provides users the opportunity to engage in two “present moments”—one that is simulated and the other in the real world. Our participants commented that present-moment awareness often shifted between the two worlds, in line with guidance from the mindfulness audio. For some, this was experienced as a distraction, and for others, these dual present-moment realities were actively integrated. This may help to create a mindful state by shifting attention to the present moment—experience both within and outside of the VE, and future research involving comparisons with other groups can help to further unpack the unique role of VR in contributing to changes in state mindfulness [24].

Our second main finding was a statistically significant increase in positive emotion following the use of the VR mindfulness app. No change was indicated for negative emotion, likely because of floor effects. Similarly, there was no change in arousal. However, the participants qualitatively described a sense of “relaxation.” Although mindfulness practice does not seek to engender a positive mood state, the ability of a VR app to facilitate positive emotion may usefully contribute to mindfulness practice by reducing experiential challenges related to negative emotion [46]. This may be an important consideration for novice meditators or for groups of meditators who experience complex or negative emotions [20], and this may further enhance the acceptability of VR for mindfulness practice. However, it is doubtful that positive affect arises simply from the use of VR, and therefore, the content in the VE presented to the user is likely to play an important role. In our VR app, positive affect may have arisen from the simulated forest environment, which participants found to be peaceful and enjoyable. Natural spaces have been shown to provide individuals with well-being benefits [47], and this effect has been observed in the use of VR and other nonimmersive platforms (ie, computer screens) [48,49]. Future work should explore the impact of other kinds of neutral and positive VEs to explore the role of positive affect in supporting mindfulness practice in VR.

Our third main finding was that the VR mindfulness app did not generate any severe adverse experiences. Simulator sickness has been noted as a potential risk factor for VR in general [36], but our quantitative and qualitative data indicated only minor symptom increases for some participants. These increases were related to discomfort, concentration, and fatigue, and these may have been influenced by the image quality (particularly blurriness) or by the intensity of light in some parts of the VE. However, these are modifiable aspects of the experience; thus, these can be alleviated with the careful refinement of a VR app. In addition, we found that only limited discomfort was introduced by the Oculus Go. This indicates that the weight imposed by a commodity VR headset does not act as a substantial barrier to engagement, provided that this weight is minor. These practical insights are important as they emphasize the potential for a well-designed VR app to be a safe, acceptable, and tolerable approach for supporting mindfulness practice; they are also important for highlighting the areas for consideration (ie, image quality and brightness) in risk minimization. It may be especially important to consider these issues when designing VR apps for use with clinical populations.

How Virtual Reality Can Support Mindfulness Practice: Presence, Attention, and Agency

Our qualitative findings provide insight into the mechanisms that may have contributed to an increase in state mindfulness among our sample and into the potential affordances of VR to mindfulness practice. The key features mentioned by participants were the sense of being present in a calm environment that provided a bounded scope for attention, availability of structured guidance along with the freedom to explore, and ability to utilize multiple attentional anchors within the VE and in line with personal preferences.

The sense of presence emerged as a perceived support to mindfulness practice in VR, and its disruption became a temporary distraction. Our participants discussed how being in the VE allowed them to step back from everyday concerns and created a bounded scope around the content of their mind-wandering. Being engaged in the VE was beneficial in that it maintained interest across the practice, and the VE itself was neither overwhelming nor burdensome on concentration for most participants—a challenge often reported with conventional mindfulness practice [10]. Participants described a process of constructing the realness or believability of their experience by attending to parts of the VE that were appealing to them. Even when the sense of presence was interrupted (eg, by real-world intrusions), participants described directing their attention back to the VE and choosing to become involved in the simulation again. It could be that constructing a sense of presence, a process intrinsic to immersive VR, is a useful feature for training present-moment attention by actively involving attention shifting and facilitating engagement in the moment.

The availability of the multiple types of stimuli to act as anchors for present-moment attention was also identified as beneficial.
by our participants. In addition to the contribution that anchors made to support attention in the present moment, they provided users with an opportunity to personalize their experience by directing attention to their preferred objects of interest, which may have consequently contributed to a feeling of agency. As discussed by Anderson and Farb [3], individuals hold personal preferences for attentional anchors. Catering to preferences or motivations to engage with an attentional anchor may thus improve engagement with and adherence to mindfulness practice [3]. Peters et al [50] argue that designing (digital) interventions with the intention of satisfying basic psychological needs (self-determination: autonomy, competence, and relatedness) [51] at the point of use (ie, the interface) may greatly improve motivation, engagement, and general well-being. Although conventional mindfulness practices may support feelings of agency as an outcome of practice over time and as experience increases, the freedom of movement of attention within VR may uniquely contribute to a sense of agency within a practice (ie, at the point of use). This feature may motivate sustained use [50].

Kaplan’s [52] Attention Restoration Theory (ART) provides a useful framework for understanding how the features of VR, which were discussed by our participants, may be involved in facilitating present-moment awareness and contributing to the positive emotion. ART is a complementary viewpoint to mindfulness, which suggests that directed attention fatigue impacts mental health (eg, stress) and that person-environment interactions contribute to the recovery of attention resources, which may have mental health benefits. Environments that are considered restorative in ART are hypothesized to contain properties that involve (1) “being away” from an individual’s everyday environment (in our data—transportation), (2) containing features that hold attention with little effort via fascination (eg, nature), (3) containing features that maintain engagement and have coherence and scope (in our data—multiple types of stimuli to act as attention anchors), and (4) containing elements that support “what one wants or is inclined to do” (in our data—personalization) [52]. These properties were reflected in participant comments, and taken together, these suggest that the person-VE interaction may support a restorative experience and augment the mindfulness practice.

Considerations for Supporting Mindfulness in Virtual Reality

From the discussion of the mechanisms that supported mindfulness practice in VR, several design considerations emerge, which can inform future VR-supported mindfulness practices. First, an appropriately designed environment that supports the active construction of a sense of presence may be beneficial, both in implicitly guiding attention to the VE and in supporting the properties of a restorative environment. Consistent with ART [52], participants described the environment as having an appropriate degree of engagingness (not too interesting but interesting enough), which aided in their ability to maintain present-moment awareness. Where this consideration may need to be modified, however, is for more experienced meditators, who perceived the VE to be confusing or overstimulating due to the variety of anchors available.

Second, the capacity of a VE to support personalization through providing a choice of attentional anchors both supports engagement and mitigates the need for extensive customization of a VR experience beyond an appropriate choice of VE. In the VE, users are likely to gravitate to the elements that best support mindful awareness and their sense of presence.

Design considerations also emerged from our participants’ description of distracting and disengaging experiences. Demands introduced by the physical environment have been discussed in previous research as a prominent challenge in conventional meditation practice [10] (although this should be balanced with an understanding that a part of mindfulness practice is concerned with noticing when the mind is distracted and bringing attention back to the present). In our app, distractions in the physical environment were not necessarily removed by the use of VR, as participants discussed experiences of feeling disengaged when they became aware of real-world stimuli. Despite this, these experiences were not so distracting as to completely disrupt the mindfulness practice, indicating that the system could help reduce potentially disruptive environmental distractors if it were used outside the lab. We also noted that distractions were experienced in the VE (eg, the environment being overwhelming and footage quality requiring greater concentration). This suggests the potential to consider VE design from the perspective of generating environments that are variably distracting in a graded approach for training mindful awareness.

Strengths and Limitations of This Study

A strength of this study was the mixed methods approach to examining the experience of a VR mindfulness app. This approach provided the opportunity to compare the quantitative measures of efficacy with the findings of previous studies utilizing different VR designs [12,24], while also qualitatively exploring the practice of mindfulness in VR and asking, from a user’s perspective, what helps and what hinders.

Our measures of efficacy were limited to state-based change in mindfulness and emotion following a single session of VR use in a controlled lab setting. As such, we cannot generalize the changes in mindfulness and emotion to repeated use contexts (eg, in the real world) or to long-term outcomes relevant to mental health (eg, changes in trait mindfulness and emotion regulation). More research is required to understand the patterns of engagement and mental health outcomes that arise from ongoing use of a VR mindfulness app. Our work provides the grounding for these lines of study.

Furthermore, without a comparison or control group, it is unclear whether the changes we observed in state mindfulness and emotion are primarily driven by contributions from the VR mindfulness app. Present-moment awareness may have increased in response to phenomena outside of the app. Although we argue that VR was integral to shaping participants’ experience, comparing virtual and real-world mindfulness practice may help to further understand the unique contributions a VR system can have for the user. Finally, our capacity to examine a range of moderators (eg, level of previous experience with mindfulness) was limited by sample size. Future work may want to consider how individual characteristics impact the responses to VR
mindfulness practice in an effort to identify the most beneficial use cases.

Conclusions

Mindfulness practice can benefit mental health by enabling people to adopt an open, accepting, and nonjudgmental attitude toward present-moment experience. Through the use of a VR app, this study explored how VR can support mindfulness practice, and it investigated user experience issues that may help or hinder the ability to practice mindfulness in VR.

We found that VR can support statistically significant increases in state mindfulness and positive emotion in participants from the general population without fostering negative emotions or heightening arousal. The VR app we studied was well received and did not induce any strong symptoms of simulator sickness. These findings suggest that VR can foster mindfulness in a way that is safe and enjoyable, evidencing the acceptability and efficacy of VR as a platform for mindfulness.

We also found that the sense of presence in the VE and the freedom to explore were key contributors to participants' experience of mindfulness. The VE allowed participants to select anchors of their choice which enabled them to align with or freely deviate from the structured audio guidance provided in the app. The app also played a role in restricting the scope of participants’ mind-wandering, enabling them to gently return to the present moment within the virtual forest setting. These features speak to the potential of VR to minimize the potential affective and task demands that are often experienced as challenges to mindfulness, by allowing users to personalize their practice in response to the content of the VE. However, our study revealed that video fidelity, level of guidance, and breaks in presence were sometimes perceived to be disengaging. These issues should be accounted for in future apps that are designed to support VR mindfulness.

Our investigation suggests that VR is able to combine a guided mindfulness practice with exposure to a relaxing, restorative environment. These complementary features may be a unique affordance of a well-designed VR app. Further research is required to compare the utility of this approach with conventional mindfulness practice.
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Abstract

Background: Automated virtual reality exposure therapies (VRETs) are self-help treatments conducted by oneself and supported by a virtual therapist embodied visually and/or with audio feedback. This simulates many of the nonspecific relational elements and common factors present in face-to-face therapy and may be a means of improving adherence to and efficacy of self-guided treatments. However, little is known about alliance toward the virtual therapist, despite alliance being an important predictor of treatment outcome.

Objective: In this study, we aimed to evaluate the first alliance instrument developed for use with embodied virtual therapists in an automated treatment format—the Virtual Therapist Alliance Scale (VTAS)—by (1) assessing its psychometric properties, (2) verifying the dimensionality of the scale, and (3) determining the predictive ability of the scale with treatment outcome.

Methods: A psychometric evaluation and exploratory factor analysis of the VTAS was conducted using data from two samples of spider-fearful patients treated with VRET and the help of an embodied, voice-based virtual therapist (n=70). Multiple regression models and bivariate correlations were used to assess the VTAS relationship with treatment outcome, according to self-reported fear and convergence with presence and user-friendliness process measures.

Results: The VTAS showed a sound two-factor solution composed of a primary factor covering task, goal, and copresence; adequate internal consistency; and good convergent validity, including moderate correlation \((r=.310, P=.01)\) with outcomes over follow-up.

Conclusions: These preliminary results suggest that alliance toward a virtual therapist is a significant predictor of treatment outcome, favors the importance of a task-goal over bond-factor, and should be explored in studies with larger sample sizes and in additional forms of embodiment.

\((J\ Med\ Internet\ Res\ 2020;22(3):e16660)\)  doi:10.2196/16660
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Introduction

The relationship between therapist and patient during psychotherapy, referred to as alliance and measured by a number of instruments such as the Working Alliance Inventory (WAI) [1], is considered an important common factor shared by diverse treatments [2]. Alliance is conceptualized as requiring three distinct processes: agreement on therapeutic goals, consensus on tasks that make up therapy, and bond between therapist and patient [3]. Alliance is also understood to occur in stages, first with identifying the therapist as a source of encouragement, warmth, and support and, in later stages, the development of a client’s faith and investment in the therapeutic process, a collaborative working together [4]. Some alliance measures, such as the Helping Alliance Questionnaire (HAq) [5], are an authoritative operationalization of their authors’ key theories; however, the boundaries of the popular WAI were never formalized [2] and researchers continue to refine the measure as they seek to develop a holistic understanding of alliance for their particular treatment.

Virtual reality exposure therapy (VRET) is a technology-based method of delivering exposure-based treatments; it has been tested in clinical trials for some 20 years, with positive results [6], but has only recently become available to consumers [7]. VRET works by using head-mounted displays to present computer-animated graphical stimuli or 360-degree video, interactive to head movements, while occluding the outside world [8]. Few studies, however, have assessed alliance during VRET treatments, perhaps due to an expectation that alliance will be poor in treatments that prevent face-to-face contact with a therapist [9]. Contrary to this expectation, studies of patients treated with VRET and in vivo exposure therapy for social anxiety disorder found no significant difference between interventions as measured by the WAI [10-12]. Using augmented reality exposure therapy (ARET), a related technology [13], the same lack of difference in WAI scores was found following treatment for small-animal phobia [14]. In a systematic review of VRET process and outcome research, only two studies were identified that captured alliance information [15]: a study of fear of flying, but not an acrophobia study, found a significant correlation with outcome.

Automated VRET treatments—replacing in vivo stimuli with virtual stimuli in addition to replacing human therapist with virtual therapist [16]—are an example of autonomous digital treatments, and being self-guided may be among the most scalable of psychological interventions [17,18]. However, previous research suggests that treatments conducted without therapist support suffer from lower adherence and efficacy as compared to treatments that include contact [19,20]. There is also evidence that more contact and better contact (ie, frequency of interactions and persuasive design elements, such as dialogue support) may result in more patients completing treatment [21]. Therefore, simulating key elements of face-to-face therapist interaction with a virtual agent manifesting visually and/or through auditory instruction may improve adherence and bridge the efficacy gap between guided and unguided interventions [22]. This is particularly so if they are successful in replicating common factors in therapy and nonspecific relational elements, such as empathy and therapist attention [23], which some have suggested are better conceived of as an active ingredient and should be intentionally used in treatment to facilitate better outcomes [24]. In low-income regions, they may also offer an opportunity to disseminate evidence-based cognitive behavioral therapy (CBT) where literacy skills are low and even therapist-supported online treatments are not appropriate [25].

To date, three automated VRET treatments have been tested in clinical trials: two for use with acrophobia [26,27] and one for use with spider phobia [28]. A treatment for social anxiety disorder has also been tested as a small pilot study [29]. Freeman et al [27] used what they referred to as a virtual coach, physically embodied in virtual reality (VR) by a trained actor, to assist patients to conduct behavioral experiments, challenge safety behaviors, repeat key learning points, and provide empathic encouragement. In the study by Donker et al [26], patients were given background information about phobias, provided case examples, and given motivation using a 2D, animated, mobile phone app-based avatar called Tara. The Hartanto et al [29] system enabled interactive dialogue with an animated virtual health agent via laptop computer to instruct in the use of VRET sessions; provide monitoring data interpretations, based on heart rate, for example; and motivate clients while completing treatments at home. However, the paradigm relied on a personalized treatment plan created by a human therapist versus the three more recent trials, which incorporated game-level-like progression systems similar to an exposure fear hierarchy. We designed our automated treatment for spider phobia [28] with a virtual therapist to deliver guidance and support from within the VRET application using primarily voice-based instructions and, in one version, a graphical representation. Participants were greeted from the beginning of treatment by the virtual therapist, provided information on the purpose of treatment, provided instructions on how to conduct exposure tasks, and were followed throughout treatment with encouragement and positive reinforcement when a task was completed.

To our knowledge, no clinical trial conducted using an automated VRET treatment with a virtual therapist has reported on alliance, despite the therapist-like human qualities their creators designed them with. There are indications, however, that alliance may be possible toward a virtual therapist. One recent trial of an automated online CBT program for insomnia [30] incorporated an audio-based avatar to guide patients through the application and to provide cognitive restructuring for sleep-related concerns. The authors identified comparable or higher goal and task subscale scores using an adapted WAI scale as compared to a therapist-led, Internet-based CBT (ICBT) program for tinnitus and similar task subscale scores as compared to an outpatient treatment group, but lower goal. Affective bond was stable and relatively high over six sessions according to five items from the Bern Post-Session Report. The authors suggested that a questionnaire designed specifically for automated programs and avatars is needed to provide a clearer picture of alliance relationship with symptom change. Correlations with outcome were found but only for the affective bond subscale.

Just one effort has been directed toward developing a WAI scale intended specifically for VRET and ARET treatment: the WAI
applied to virtual and augmented reality (WAI-VAR) [31]. The WAI-VAR collected data from across three studies (n=75) for fear of flying, adjustment disorder (VRET), and cockroach phobia (ARET). Clinically significant recovered and improved participants had large effect size differences with not changed patients according to the WAI-VAR (eta-square=0.32, P<.001) and large Spearman correlations were noted between alliance and clinically significant change (r=.55, P<.001). High scores were also found on the non-VR-specific WAI-short form (WAI-S) [32].

The WAI-VAR [31], however, was developed to address comfort and trust with the virtual environment itself, replacing “my therapist” with “virtual environment” for all items of the Spanish version of the WAI-S. Recent research suggests that using conventional measures and simply replacing “therapist” with another term (eg, “app”) may be insufficient for accurately capturing the subtleties of therapeutic alliance [33]. Given the embodied nature of the virtual therapist in this automated treatment, we developed a novel instrument entitled the Virtual Therapist Alliance Scale (VTAS) to gather information on the patient relationship with the virtual therapist themselves. In addition to phrasing WAI items in terms of “the virtual therapist,” modified items from an empathy questionnaire [34] and copresence scale (ie, “the experience of being with another”) [35] were included to capture additional relational characteristics of working with the virtual therapist. A preliminary psychometric evaluation was conducted using data collected from two independent studies (Miloff et al [28] and Lindner et al, under review), convergent validity assessed according to common process measures (ie, presence and user friendliness), and the scale compared to treatment outcome (ie, self-reported fear). Alliance is considered a generic common factor, with meaning and usefulness expected to be preserved across theoretical orientations [2] and evidence suggests that a range of technology-based interventions can facilitate alliance [36]. Therefore, we hypothesized that the therapeutic relationship with a virtual therapist would correlate significantly with treatment outcome and offer insights on what components of the virtual therapist are most important for treatment efficacy.

**Methods**

**Development and Description of the Virtual Therapist Alliance Scale**

Inspiration for VTAS items came primarily from the WAI 12-item short report [37] and 32-item long report [1], covering dimensions of bond, task, and goal. Novel items were constructed using pre-existing items from across bond, task, and goal dimensions identified as most relevant to treatments conducted using a virtual therapist. All items were framed in reference to “the virtual therapist.”

Empathy is considered an important component of psychotherapeutic practice and has been shown to strengthen alliance through goals and tasks [38], yet it is not typically associated with artificial human actors. Therefore, categories for measuring empathic behavior from a study entitled A Virtual Therapist That Responds Empathically to Your Answers [34] were used to construct novel items.

Presence in virtual reality is the subjective experience of actually being in a virtual environment and that events are really occurring [16]; social presence, or copresence, is a specialized form of presence associated with the experience of being with another in a virtual environment [35]. Evidence suggests that presence may be a principle mechanism by which individuals experience emotions in a virtual environment, such as anxiety (eg, during exposure therapy [39]) or comfort and trust (eg, in the presence of a therapist [35]). The Social Presence Survey [40] was used to construct items relevant to work with a virtual therapist.

The resulting VTAS has a total of 17 items (see Table 1). Items were originally written in English, before translation into Swedish for data collection. Items were then retranslated into English and then back-translated into Swedish by experienced researchers and a psychotherapist to ensure accuracy. All disagreement was resolved by group consensus among bilingual researchers. All items are visually scored from 0 (Do not agree at all) to 4 (Agree completely) using the same response format and written anchors. The VTAS total scores were computed by summing all items.

**Samples and Procedure**

Data for the VTAS psychometric evaluation were collected from two independent samples. The first study consisted of participants meeting criteria for spider phobia and randomized to a gamified VRET treatment, with virtual therapist support provided in Swedish [28]. Participants (n=50 eligible) received the intervention conducted within a single 3-hour period in the presence of a therapist (in case of severe emotional response), who was instructed to act as a computer technician. In the second study (Lindner et al, under review), participants (n=25 eligible) with similar severity of fear of spiders, most of whom also met criteria for spider phobia, were given a nearly identical VRET treatment, except the virtual therapist provided instruction in English. Instead of a technician being present with the patient, the patient received a set of steps to follow in order to complete VRET tasks and a number they could call for assistance.

The virtual therapists in the two studies delivered psychoeducation, treatment instruction, reassurance during the course of a task, and reinforcement when a level was completed, primarily using voiceover instruction. In the second study, the virtual therapist was also given a physical embodiment by means of a holographic image that moved while speaking during the introductory phase of treatment (see Figure 1); instructions were complemented with animated graphics to emphasize psychoeducation lessons. Voiceover commentary was triggered at each stage of treatment in accordance with the initiation and completion of a task, as well as in accordance with participants’ Subjective Unit of Distress Scale (SUDS) ratings: if the SUDS rating by a participant went down over the course of a treatment stage, the patient was provided positive encouragement, and if the SUDS rating went up (ie, the patient became more fearful), the patient was informed that they could slow down and take more time if required. The voice of the virtual therapist was male in both studies and delivered instructions as “your therapist.” Both studies also included instances of an additional individual with a female voice referred to explicitly during...
treatment as a “spider expert,” who instead of providing therapeutic content, strictly delivered information about the biology and lifecycle of spiders. The language of instruction was Swedish and English in the first and second study, respectively.

Figure 1. Physical embodiment of the primarily voice-based virtual therapist.

All treatments were conducted in a university laboratory environment at Stockholm University. Participants were provided with inexpensive over-ear headphones and virtual reality devices—Gear VR (Samsung) using Galaxy S6 (Samsung) mobile phones—for use during the treatment. In the first study, the VTAS questionnaire was administered in paper format at the postassessment occasion (ie, 1 week following treatment). In the second study, the VTAS was administered along with other questionnaires immediately after treatment via an online survey. Outcome follow-ups were administered at 3 months in the first study and at 6 months in the second study. Outcome data were collected using an online tool [41] for all follow-up in the second study and for follow-up in the first study only if a participant was unavailable to meet in person.

VTAS surveys were not completed by 3 participants in the first study (2 dropouts prior to postassessment and 1 form never completed) and 2 participants in the second (both dropouts prior to treatment), giving a final sample of 70 participants with VTAS data. All items were mandatory, collected in the same order for all participants in both studies, and no individual items were missed. The Stockholm Regional Ethical Review Board approved both study 1 (2015/472-31) and study 2 (2018/1640-32). All participants provided written informed consent.

Regarding demographic characteristics and severity of symptoms, there was no difference in age between individuals in the first (mean 34.1, SD 10.9) and second study (mean 29.7, SD 11.0; t_{73} = 1.63, P = .11), nor differences in self-reported fear at baseline (t_{73} = 1.32, P = .19). Participants were mostly female (42/50, 84%, and 19/25, 76%, respectively), with no significant difference between them (N=75, χ^2 = 0.7, P = .40).

Other Measures

Fear of Spiders Questionnaire

The Fear of Spiders Questionnaire (FSQ) [42] is composed of 18 items and evaluates self-reported fear and avoidance of spiders. According to the authors, the FSQ has good internal consistency (Cronbach alpha=.92) and split-half reliability (.89).

System Usability Scale

The System Usability Scale (SUS) is a 10-item scale for assessing user friendliness [43] and appropriateness of a tool for a given context [44]; it is considered technology agnostic, showing utility across a range of interface types, including graphical and speech-based systems. The mean score on the SUS was 82.8 (SD 10.4) (n=70). The SUS was taken as a measure of convergent validity with bond and empathy; the SUS captured characteristics similar to alliance common factors, such as accessibility, empowerment, guidance, and delivery of a sense of security [45].

Igroup Presence Questionnaire

The Igroup Presence Questionnaire (IPQ) [46] is a scale used for measuring the subjective experience of being present in a
virtual environment (ie, presence). The questionnaire is made up of 14 items, scored from -3 to +3; total scores are a summation of all items, with reverse-coded items compiled such that increased presence was always associated with positive numbers. Item 6 was removed from analysis due to a typo in printing. The mean score on the IPQ was 3.72 (SD 13.2) (n=47) and the Cronbach alpha was .874 (not including item 6). The IPQ was administered in the first study only. Presence according to the IPQ, and the Gatineau Presence Questionnaire (GPQ) below, were taken as a measure of convergent validity with VTAS copresence items.

**Gatineau Presence Questionnaire**

The GPQ [47] is a scale intended to measure the experience of presence in a virtual environment. In this study, the two positively worded items—“the impression of being there” (item 1) and “appraising the experience as being real” (item 2)—from the 4-item scale were used for analysis. The two negatively worded items (ie, being absent) were not included because they were not expected to correlate with other measures in this study. Items were rated from 0 to 10. The mean score on the first two items of the GPQ was 6.20 (SD 2.31) (n=23). These items had an adequate internal reliability (alpha=.77).

**Statistical Analyses**

Data cleaning and processing was performed using SPSS for Windows, version 25.0 (IBM Corp), and analyses were conducted using the jamovi, version 1.0.5 (The jamovi project), statistical platform running on an R (The R Foundation) back end. Parallel analysis [48] was used to extract factor loading of items using maximum likelihood explorative factor analysis with oblimin rotation. Factors were identified based on factor loadings; in case of cross-loading (three items), the item was deemed associated with the factor it loaded most heavily on. As recommended by Clark and Watson [49], a sensitivity analysis was carried out that removed similarly cross-loading items, with the threshold set at 0.20 (two items above threshold). VTAS factors used sum scores when conducting correlations with other measures but mean scores when conducting t tests. Cronbach alpha and McDonald omega were calculated as measures of internal consistency. Convergent validity was assessed by comparing the VTAS to presence and user-friendliness scores using Pearson correlations. Presence scores were z-transformed since the two studies used different measures. The Steiger test was used to evaluate differences in correlations with other measures between VTAS factors 1 and 2 [50]. Change scores on the symptomatology outcome measure were calculated by subtracting the later time period from the earlier time period (eg, post minus pre). Next, bivariate correlations were conducted between VTAS scores and symptoms change (pre-post and post-follow-up, respectively), presence, and user-friendliness scores. Finally, separate multiple regression models included all these predictors at once, examining the unique associations to VTAS total and subscale scores, while holding the other variables constant. Missing data were handled with case-wise deletion.

**Results**

**Effect of Demographics**

There was no effect of sex on VTAS scores (F<sub>1,68</sub>=.269, P=.61), nor correlations with age (r=-.095, P=.43). Mean VTAS scores were 44.0 (SD 12.2) in the first study and 45.0 (SD 13.4) in the second study; VTAS scores followed an approximate normal distribution as evaluated by visual inspection of the VTAS total score histogram (see Figure 2) and computation of the Shapiro-Wilk test (P=.11).
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Exploratory Factor Analysis

Evaluation of a parallel analysis scree plot for the VTAS indicated a clear, marked reduction of eigenvalues after the first factor, followed by another small reduction after the second factor, remaining consistent thereafter (see Figure 3). This suggests a two-factor solution for the VTAS. Factor 1 consisted of 12 items from task, goal, and copresence categories (except item 3), and factor 2 consisted of five items from bond and empathy (except item 11). Factor 1 explained 38.8% of total variance in the sample and factor 2 explained 14.0% of total variance. All factors had loadings above 0.35—the cutoff recommended by Clark and Watson [49]—and just one item (from factor 2) loaded below 0.40 (item 4, 0.363; see Table 1). The Pearson correlation between factor 1 and factor 2 sum scores was moderate and significant ($r$ = .493, $P < .001$), and there was a significant difference between factors 1 and 2 mean scores, with the latter scoring higher (mean = -1.13, SE 0.096; $t_{69}$ = -11.8, $P < .001$).

Figure 3. Parallel analysis scree plot of Virtual Therapist Alliance Scale (VTAS) items.

Table 1. Factor loadings for the two factors, including mean item-level scores.

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor loadings$^a$</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor 1</td>
<td>Factor 2</td>
</tr>
<tr>
<td>1. I experienced the virtual therapist as friendly</td>
<td>0.778</td>
<td>3.81 (0.46)</td>
</tr>
<tr>
<td>2. I experienced the virtual therapist as warm</td>
<td>0.643</td>
<td>3.27 (0.90)</td>
</tr>
<tr>
<td>3. I felt that the virtual therapist gave clear instructions</td>
<td>0.614</td>
<td>3.63 (0.62)</td>
</tr>
<tr>
<td>4. I experienced the virtual therapist as supportive</td>
<td>0.363</td>
<td>3.24 (0.94)</td>
</tr>
<tr>
<td>5. The presence of the virtual therapist made the experience more enjoyable</td>
<td>0.492</td>
<td>3.14 (0.92)</td>
</tr>
<tr>
<td>6. It felt like the virtual therapist shared the virtual environment with me</td>
<td>0.580</td>
<td>2.50 (1.28)</td>
</tr>
<tr>
<td>7. The virtual therapist appeared alive to me</td>
<td>0.549</td>
<td>2.19 (1.18)</td>
</tr>
<tr>
<td>8. I felt that the virtual therapist and I interacted</td>
<td>0.695</td>
<td>1.41 (1.12)</td>
</tr>
<tr>
<td>9. The way that the virtual therapist communicated was captivating</td>
<td>0.659</td>
<td>1.76 (1.21)</td>
</tr>
<tr>
<td>10. I felt that the virtual therapist was trustworthy</td>
<td>0.427</td>
<td>3.04 (0.96)</td>
</tr>
<tr>
<td>11. It felt comforting to have the virtual therapist there with me</td>
<td>0.791</td>
<td>2.33 (1.37)</td>
</tr>
<tr>
<td>12. The presence of the virtual therapist helped me achieve my goals</td>
<td>0.910</td>
<td>2.30 (1.34)</td>
</tr>
<tr>
<td>13. The virtual therapist and I shared common goals</td>
<td>0.648</td>
<td>2.47 (1.21)</td>
</tr>
<tr>
<td>14. I felt that the virtual therapist understood my fears</td>
<td>0.710</td>
<td>2.73 (1.17)</td>
</tr>
<tr>
<td>15. I felt that the virtual therapist tailored the treatment according to my needs and progress</td>
<td>0.808</td>
<td>1.60 (1.15)</td>
</tr>
<tr>
<td>16. The encouragement of the virtual therapist helped me</td>
<td>0.969</td>
<td>2.26 (1.26)</td>
</tr>
<tr>
<td>17. The virtual therapist gave me new perspectives on my troubles</td>
<td>0.601</td>
<td>2.61 (1.28)</td>
</tr>
</tbody>
</table>

$^a$The maximum likelihood extraction method was used in combination with an oblimin rotation.
A sensitivity analysis was conducted by removing cross-loaded items. In this case, factors 1 and 2 correlated less strongly ($r=0.32, P=0.007$) and the factor 2 mean score continued to be higher than that of factor 1 (mean -1.29, SE 0.11; $t_{69}=-11.7, P<0.001$).

**Internal Consistency**

The VTAS total Cronbach alpha was 0.921 (with identical McDonald omega) and was similar across the two subsamples (study 1 alpha=.915, omega=.917; study 2 alpha=.936, omega=.938). Factor 1 Cronbach alpha and McDonald omega was 0.931 and 0.932, respectively. This was higher than factor 2, which had Cronbach alpha=.710 and McDonald omega=.759. Factor 2 internal consistency was not improved by dropping the lowest loading item (item 4: alpha=.670, omega=.738). A sensitivity analysis conducted with cross-loaded items removed indicated an internal consistency of alpha=.928 and omega=.930 for factor 1 and alpha=.694 and omega=.751 for factor 2.

**Convergent Validity**

Presence scores (z-standardized), including data from both studies and assessing convergent validity, correlated strongly with VTAS total scores ($r>0.50$; see Cohen 1988 as cited in Hemphill [51]; see Table 2). Factor 1, which included all copresence items, also correlated strongly with presence, whereas factor 2, which contained no copresence items, had only a weak correlation. A Steiger test indicated a significant difference between the two factors in regard to correlations with presence.

User-friendliness scores, as measured by the SUS, were found to correlate moderately with VTAS total scores. Factor 1 correlated weakly with user friendliness, whereas factor 2 correlated moderately. There was no significant difference, however, between factor correlations with user friendliness according to the Steiger test. A sensitivity analysis conducted with cross-loaded items removed indicated a similar pattern of results with no changes in significance levels.

Table 2. Correlations table between Virtual Therapist Alliance Scale (VTAS) total and factor sum scores as compared to process measures, outcome difference scores, and Steiger test conducted between factor correlations.

<table>
<thead>
<tr>
<th>Measure</th>
<th>VTAS total</th>
<th>Factor 1 sum</th>
<th>Factor 2 sum</th>
<th>Steiger test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$</td>
<td>$P$</td>
<td>$r$</td>
<td>$P$</td>
</tr>
<tr>
<td>SUS$^a$</td>
<td>.351</td>
<td>.003</td>
<td>.300</td>
<td>.01</td>
</tr>
<tr>
<td>Presence z-score</td>
<td>.592</td>
<td>&lt;.001</td>
<td>.603</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FSQ$^b$ pre-post</td>
<td>-.213</td>
<td>.08</td>
<td>-.216</td>
<td>.08</td>
</tr>
<tr>
<td>FSQ post-follow-up</td>
<td>-.310</td>
<td>.01</td>
<td>-.333</td>
<td>.007</td>
</tr>
</tbody>
</table>

$^a$SUS: System Usability Scale.
$^b$FSQ: Fear of Spiders Questionnaire.

**Correlations Between Fear of Spiders Questionnaire Change Scores and Virtual Therapist Alliance Scale**

Correlations were conducted to evaluate the relationship between VTAS total scores and change in FSQ at postassessment and over follow-up (see Table 2). At postassessment, the VTAS did not correlate significantly with symptom change scores; however, over the follow-up period, the VTAS correlated moderately with change scores.

Neither VTAS factor 1 nor factor 2 sum scores correlated significantly with FSQ change scores pre- to posttreatment. Over follow-up, however, factor 1 moderately correlated with change scores, whereas factor 2 did not and was not significant. Steiger tests did not determine a significant difference of correlations between factor 1 and factor 2 during either change-score time period ($P>.07$ for both). A sensitivity analysis conducted without cross-loaded items identified a similar pattern of results with factor 1 correlating significantly with outcome only over follow-up ($r=-0.338, P=.006$ versus $r=-0.217, P=.08$), and factor 2 not correlating with outcome at either time outcome ($P>.45$ for both).

**Prediction of Virtual Therapist Alliance Scale Scores**

A multiple regression analysis was used that included all predictors of VTAS total scores in a single model (see Table 3). Due to case-wise deletion and missing data across three time periods, a total of 64 out of 70 (91%) participants were included. Of the four covariates, user friendliness, presence, and follow-up FSQ change scores were all significantly associated with the VTAS. Two additional models were included, with each factor as a dependent variable. In the model with factor 1, only presence and follow-up FSQ change scores significantly predicted VTAS factor 1 sum scores; in the model with factor 2, only user friendliness was significant.
Automated VRET treatments using embodied virtual therapists may be a means of increasing access to exposure therapy by supporting patients to conduct treatments on their own; however, little has been known about patient alliance toward the virtual therapist and its relationship to treatment outcome. This study evaluated a novel scale—the VTAS—using data from two samples of spider-fearful patients treated over a single session.

Psychometric evaluation of the VTAS identified a two-factor solution for the scale, with items based on task, goal, and copresence loading primarily on factor 1, and items based on bond and empathy on factor 2. As summarized in Hatcher and Gillaspy [37], a two-factor solution for the WAI scale is not uncommon. Falkenström, Hatcher, and Holmqvist [52] conducted a confirmatory factor analysis of the scale among three large samples in Sweden and the United States and argued that, given the high intercorrelation between task and goal factors, a two-factor solution was more defensible psychometrically. A recently evaluated WAI scale for guided Internet-based treatments had similar task-goal and bond copresence loading primarily on factor 1, and items based on task, goal, and copresence loading on factor 2 [53]. Goal and task factors have been referred to as agreement-confidence in the therapist and affective bond as relationship [54]. While this terminology may not be appropriate for use with a virtual therapist, if such a therapist can be conceived of in terms of a guide motivating the patient toward behavior change, then a suitable terminology could be task-oriented versus relationship-oriented guidance [55].

It should be noted, however, that not all goal and task items loaded on the first factor and vice versa. For example, item 11—“It felt comforting to have the virtual therapist there with me,” which suggests a bond category—loaded quite highly on factor 1 (0.791), and item 3—“I felt that the virtual therapist gave clear instructions,” suggesting a task category—loaded quite highly on factor 2 (0.614). In the context of using a foreign technical application (ie, VRET), a relation between clarity of instruction and development of affective bond could be suggested by this outcome (item 3 in factor 2); also, a relationship between receiving comfort and aid and accomplishing the tasks and goals of therapy (item 11 in factor 1). Alternatively, identification of the factor structure could be based on how items were written. Factor 2 items, for the most part, attributed a human quality to the virtual therapist—“I felt/experienced that the virtual therapist was...” friendly (item 1), warm (item 2), supportive (item 4), trustworthy (item 10), and gave clear instructions (item 3)—whereas factor 1 items were all written as an observation on the nature of the relationship or the benefits accruing from the presence of the virtual therapist. Previous authors of text-based, self-help treatments have argued that alliance is toward the application, as summarized in Heim et al [30]; however, embodied avatars do contain more realistic, human-like qualities and, therefore, the concept of alliance here may be closer to the traditional one. Further research will be needed, such as comparing different forms of embodiment (eg, audio-only instruction versus audio plus physical embodiment), using a rating scale sensitive to this. Preliminary results from this study suggest patients rate factor 2 bond items highly (ie, significantly higher than those of factor 1, P < .001); also, factor 2 items explain a sizeable additional total variance in the scale over five items (38.8% vs 14.0%). It is conceivable that bond is strengthened in interventions with an embodied avatar as compared to text-based, self-help applications [35] or, as suggested by Heim et al [30], bond may occur earlier in treatment. In certain treatments, low bond (ie, trust and faith) may be sufficient, whereas in other treatments, such as exposure therapy, high bond may be needed to motivate treatment completion.

Relational bond between patient and mobile self-help apps was explored recently in a mixed qualitative-quantitative study [33]. Qualitative analysis suggested patients do form a personal bond even with their nonavatar, text-based app, referring to it as a “therapist in their pocket” and a friend in the app they could turn to for reassurance and encouragement. Quantitative analysis using a purpose-built questionnaire for measuring alliance in self-guided programs—the mobile Agnew Relationship Measure (mARM)—evaluated one iteration of their scale that simply exchanged “therapist” for “app” on all items of the Agnew Relationship Measure (ARM). Their findings suggest that while certain item terminology could risk inappropriately anthropomorphizing an app—therefore, making it harder to relate to—where human-like qualities are concerned, participants are more likely to endorse a relationship item that includes a qualifying perception (eg, “I feel the app...”) rather than a statement of fact (eg, “The app seems bored or impatient with me”). The former was done for all items attributing human characteristics to the virtual therapist in this study. Internal

Table 3. Multiple linear regression table of Virtual Therapist Alliance Scale (VTAS) total and factor sum values as dependent variables, with included process measure and outcome difference score covariates.

<table>
<thead>
<tr>
<th>Measure</th>
<th>VTAS total</th>
<th>Factor 1 sum</th>
<th>Factor 2 sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interceptor</td>
<td>14.848 (.10584)</td>
<td>.17</td>
<td>7.248 (.9312)</td>
</tr>
<tr>
<td>SUSa</td>
<td>0.311 (.0.124)</td>
<td>.02</td>
<td>0.203 (.0.109)</td>
</tr>
<tr>
<td>Presence z-score</td>
<td>5.949 (.1.454)</td>
<td>&lt;.001</td>
<td>5.590 (.1.280)</td>
</tr>
<tr>
<td>FSQb pre-post</td>
<td>-0.097 (.0.065)</td>
<td>.14</td>
<td>-0.084 (.0.057)</td>
</tr>
<tr>
<td>FSQ post-follow-up</td>
<td>-0.183 (.0.069)</td>
<td>.01</td>
<td>-0.177 (.0.061)</td>
</tr>
</tbody>
</table>

aSUS: System Usability Scale.  
bFSQ: Fear of Spiders Questionnaire.

Discussion

Relational bond between patient and mobile self-help apps was explored recently in a mixed qualitative-quantitative study [33]. Qualitative analysis suggested patients do form a personal bond even with their nonavatar, text-based app, referring to it as a “therapist in their pocket” and a friend in the app they could turn to for reassurance and encouragement. Quantitative analysis using a purpose-built questionnaire for measuring alliance in self-guided programs—the mobile Agnew Relationship Measure (mARM)—evaluated one iteration of their scale that simply exchanged “therapist” for “app” on all items of the Agnew Relationship Measure (ARM). Their findings suggest that while certain item terminology could risk inappropriately anthropomorphizing an app—therefore, making it harder to relate to—where human-like qualities are concerned, participants are more likely to endorse a relationship item that includes a qualifying perception (eg, “I feel the app...”) rather than a statement of fact (eg, “The app seems bored or impatient with me”). The former was done for all items attributing human characteristics to the virtual therapist in this study. Internal
Convergent validity findings provide additional support for the independence of factors. The demographic variables age and gender did not have a significant relationship with VTAS scores ($P > .43$ for both). Questionnaires capturing the subjective experience of presence in a virtual environment were found to correlate significantly more with factor 1 ($P < .001$), in which all copresence items loaded. Scores of user friendliness correlated moderately with both factor 1 and factor 2 ($P < .01$ for both). However, of the two measures, only presence significantly predicted factor 1 VTAS results in a multiple linear regression model, other than FSQ follow-up scores, and only user friendliness predicted factor 2 VTAS results. It should be noted that user-friendless scores were between good (71.4) and excellent (85.5), according to generic SUS adjective descriptors (mean 82.8) [56]. This is positive, considering that good system usability may be particularly important in automated treatments that are intended to be self-administered [29].

Evidence for the relationship with outcome indicates that perceived alliance toward a virtual therapist had a small, nonsignificant ($r = .213$) correlation with outcome at posttreatment, but a moderate and significant ($r = .310$) correlation at follow-up. Unlike the study by Heim et al [30], which showed a correlation between bond-factor and outcome and is the only other known study to measure alliance to a therapist avatar in an automated treatment format, only factor 1 (ie, task, goal, and copresence) correlated with outcome in this study. The lack of significant relationship with outcome immediately after treatment is not surprising, given the small-to-moderate sample size and limited power to detect a small association: a post hoc power analysis indicated that 70 participants would have 80% power to detect a correlation of above .33. However, the significant relationship at follow-up may suggest that those who had a good alliance with the virtual therapist better understood and interpreted the treatment instructions correctly or received adequate reinforcement to apply them in their daily lives. Further research is needed here, as well as a better understanding of why particular factors correlate with outcome (eg, as compared to Heim et al [30]). A recent narrative review of therapeutic alliance in Internet interventions found no other study that identified a relationship between the bond-factor and outcome, but many with a meaningful and statistically significant relationship between task-goal and outcome [9]. The author suggests that this may be due to a ceiling effect from high scores on the bond dimension in Internet interventions, similar to this study, or possibly the relative lack of importance of bond in treatments with little-to-no face-to-face interaction. Nevertheless, overall results in this study compare favorably to current meta-analytic best evidence for the relationship between alliance and outcome [57]. Across 39 different alliance measures and 306 studies, the alliance correlation with outcome was .278 ($P < .0001$); over 18 Internet-based studies, the alliance correlation with outcome was .275 ($P < .0001$).

Limitations of this research include the relatively small sample size in the two studies included and small differences between the automated treatments, such as language used and whether the treatments were carried out with a technician present. Together, this meant that measurement invariance had to be assumed but could not be formally tested. The use of a single-session treatment format prevented the exploration of cross-lagged and mediation models to predict symptom reduction following a session [58]. This exploration is important, given the limited capacity of alliance research to show an experimentally causal association with treatment outcome [57]. In the Heim et al [30] study, multiple treatment sessions also provided the authors evidence that a human therapist was increasingly missed over time, although this may be due to the therapeutic techniques used by the virtual avatar in later sessions. Finally, this study explored only client-reported ratings of alliance, versus therapist, observer, and friend or family ratings, whereas other studies, such as a recent blended Internet-based CBT treatment for depression, found only therapist-rated alliance results to be significant with outcome [59].

In the future, research on automated treatments may benefit from evaluating different forms of embodiment for virtual therapists and exploring their effect on alliance, as mentioned earlier, and relationship to treatment outcome and treatment adherence. The virtual therapist in this study primarily used voice-based instruction and was noninteractive; however, it is conceivable that a quality implementation of visual presence, behavioral realism, and interactivity may improve outcomes [35]. Heim et al [30] suggest this may be possible through improved credibility and expectancy, which mediation models indicate function in a bidirectional relationship with alliance to improve outcomes [60]. Previous research on embodied graphically generated agents have included SimCoach [61], which used rich visual representations of humans, gestures, and emotions, as well as natural conversational speech to comfort, guide, and motivate armed service members toward psychological health and to solicit anonymous information. As summarized by Lucas et al [62], rapport may be improved by relying on verbal and nonverbal behavior, such as specific verbal patterns, intonation, and choice of language as well as welcoming gestures, open posture, and attentive eye gaze. Disclosure of personal backstories and intimate personal details by an automated therapist has been shown to increase self-disclosure by highly anxious patients [63]. Relational behaviors, such as calling the patient by name, use of humor when appropriate, including information discussed during past interactions, and engaging in a social chat at the beginning of a new interaction, have all been shown to increase how much a patient feels cared for and how useful the information they received felt to them [25]. Adherence to psychoeducation, operationalized as successful task execution, may be improved by attitude toward a virtual agent, such as their level of trust of the agent, its realism, and its amiability [64].

In conclusion, this is the first study evaluating an alliance scale for use with virtual therapists in an automated VRET treatment...
format. Preliminary evidence suggests that this novel VTAS instrument has sound psychometric properties, with one exception being the somewhat low internal consistency of factor 2. Nevertheless, despite this and other limitations, alliance toward a virtual therapist was found to be positively correlated with treatment outcome at follow-up. Further exploration of the predictive abilities of this scale on treatment outcome and adherence is warranted, particularly in conjunction with alternative forms of embodiment, in larger samples of patients, and across different treatment programs and treatment formats.
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Abstract

Background: Use of online clinical health care information has become part of the skill set required by medical teams. Nurses believe that information quality and availability affect nursing care and methods. However, nurses tend not to exploit professional medical databases for evidence-based medical information for their personal needs. This phenomenon has received little research attention.

Objective: This study aimed to address the knowledge gap around nurses’ attitudes towards searching online for medical information for their personal needs (ie, for themselves and their families) by (1) evaluating the level of exposure to medical information and the effect on attitudes towards the use of online search options, (2) assessing the effect of the choice of a primary means of searching for medical information on the attitudes towards the use of online search options, and (3) gauging the influence of sociodemographic data and health status on nurses’ attitudes towards searching online for medical information.

Methods: Nurses employed in general departments in a general hospital (34/210, 16.2%), nursing home (42/200, 21.0%), and geriatric medical center (45/180, 25.0%) in Israel were invited to complete the eHealth Impact Questionnaire (alpha=.95). Questionnaires were distributed by nurses in charge of the general hospitalization wards. The data collection period was February to March 2018. The response rate was 40.3% (121/300).

Results: Nurses tended to search for medical information for personal needs on social media (24/121, 19.8%) and TV (eg, health programs, health news; 23/121, 19.0%). Nurses who chose social media as their primary means of receiving general information had a positive attitude about using the online environment as a source for medical information compared to nurses who found information through other means (t[119]=4.44, P<.001). Nurses exposed to medical information via social media had a positive attitude towards the use of the internet to find medical information compared to nurses who were not exposed to social media (t[119]=3.04, P=.003). The attitudes of nurses towards the utility of online medical information for personal needs increased with better participant health status (F[2,118]=3.63, P=.03). However, the attitudes of participants with a chronic disease did not differ from those of healthy participants.

Conclusions: Nurses in Israel are less likely to use their professional skills and knowledge to search in professional databases for evidence-based medical information for their personal needs. Instead, they prefer medical information that is easy to access and not evidence-based, such as that on social media and TV. However, these search patterns for personal use may affect their clinical role, impair quality of care, and lead to incorrect medical decisions for their patients in the health care system. Therefore, during nursing education, training for searching skills, retrieval skills, and online search techniques for evidence-based medical information is vital for evidence-based practice.

(J Med Internet Res 2020;22(3):e16133) doi:10.2196/16133)
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Introduction

Background

Searching for information using specialized, online professional databases is a required skill for medical teams in the clinical health care sector [1]. For nurses and physicians, the use of these medical databases is a legitimate part of their clinical function [2], improves patient care [3], and facilitates professional development [4] and decision-making for both patients and health care practitioners [5]. Lack of information retrieval skills and training in online search techniques [6] and the required investment in time [4,7,8] and cost [8] constitute major obstacles to searching for clinical information [7,9]. Nurses are required to possess basic knowledge and multiple skills to perform their clinical role: critical and analytical thinking, searching skills, critical reading skills, and critical evaluation of research [10]. However, nurses prefer to receive clinical information from coworkers, which may not constitute evidence-based medicine [6,11,12], with most accessing medical information in their native language [13]. On one hand, nurses acknowledge that the quality and availability of information affect nursing care and methods [9]. On the other hand, they primarily rely on Google searches [6] and mobile instant messaging applications [14], which provide non-evidence-based medical information. Bibliographic medical databases such as PubMed constitute secondary choices [6]. Nurses use online resources in their daily routines for patient care [15-17], patient training [17-19], medical monitoring [20,21], and patient health tracking [7]. In addition, nurses use virtual communities of health professionals to share professional knowledge [22]. Of course, accessing online medical information is not reserved exclusively for health professionals. Patients are active users of online medical information. With greater online accessibility comes significantly greater consumption of health information by patients [23]. Technology facilitates patient involvement and empowerment in the therapeutic process [24], promotes cooperation between patients and therapists [25], allows the medical team to elicit important feedback on patient opinions and experiences [26], and enables patient management of illness and lifestyle modification during treatment [27].

Attitudes of Nurses Towards Searching Online for Medical Information for Personal Health Needs

Little research has focused on the use of online medical information for the personal needs of nurses, although some research has examined nurses’ use of electronic personal health records (ePHR) as health consumers [28] and social media for health needs [29-31]. In a study on factors related to the use of ePHR by nurses to manage their own health, only a third of 664 registered nurses used ePHR. This research did not find differences in demographic information, career characteristics, or healthcare experience between ePHR users and non-users. Nurses who accessed the internet for general needs used ePHR more, and electronic health (eHealth) literacy was not significantly different between ePHR users and non-users. ePHR non-users were more concerned about their privacy than ePHR users. However, a significant correlation was found between nurses who were ePHR users and nurses who had a chronic illness or underwent a drug therapy regimen [28]. Other studies found that most nurses tend not to search for health information or services when they are sick, with self-treatment very common [32] and professional roles becoming blurred with private life [1-5].

An exploratory study examining technology, internet, and social media use among nurses for personal and professional needs identified significant correlations between the likelihood of nurses recommending searching online for medical information to their patients and family members and age, level of education, and experience. An analysis between age groups found that the older group had a higher probability of recommending internet use to patients and family members. Nurses older than 30 years with formal training were less likely to recommend medical websites as an information source, while those older than 30 years without formal training were more likely to recommend internet use. Nurses with advanced nursing degrees were more likely to suggest using the internet than nurses with a bachelor's degree. Experience also had a role. Nurses with ≥31 years of reported experience had a higher chance of recommending medical websites than nurses with ≤30 years of reported experience. Only 15 nurses reported recommending their patients to “only surf” or use Google (or some other general search engine) to find medical information, while only 4 nurses suggested using .gov, .org, or .edu sources. In fact, social media use may impact the health of both individual nurses and their workplaces. Many nurses use social media for both personal and professional reasons [31], although most nurses tend not to search for health information or services when they themselves are sick, while self-treatment is very common [32].

Nurses often use social media to communicate with peers and track health-related milestones [29]. They especially favor using social media for social support and exchange of health experiences [30]. The significance of patient medical information that is available online is readily evident. This is especially the case for nurses engaged in treating patients and sometimes also for themselves and their families.

Objectives

Very few studies have focused on nurses’ habits for personal need–based searching for medical information online. Therefore, this research examined (1) nurses’ exposure to online medical information, (2) the implications of the primary means of searching for medical information, and (3) the influence of sociodemographic data and nurses’ health status on attitudes towards the use of the online environment to search for medical information.

http://www.jmir.org/2020/3/e16133/
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Methods

Design and Setting
This research consisted of an anonymous, self-administered, cross-sectional survey based on the eHealth Impact Questionnaire (eHIQ) [33,34]. Nurses employed in the general departments of a general hospital, a nursing home, and a geriatric medical center in Israel were invited to fill out the questionnaire during the data collection period (February to March 2018). Nurses who did not work in the general department were excluded. In every medical center, 100 questionnaires were distributed by the designated head nurse in the department.

Participants
The research participants were nurses from three general departments in various health institutions: a general hospital (34/210, 16.2%), a nursing home (42/200, 21.0%), and a geriatric medical center (45/180, 25.0%). The respondents could only fill out the questionnaire once. Every head nurse received 100 questionnaires for distribution, for a total of 300 questionnaires. Questionnaires were returned properly by 121 nurses, constituting a response rate of 40.3% (121/300).

Statistical Analysis
Data were analyzed using SPSS Statistics version 25.0 (IBM Corp, Armonk, NY). Descriptive statistics were computed to summarize the data, with means and standard deviations calculated where applicable. The impact of exposure to medical information on the means of accessing the online environment and differences in sociodemographic characteristics were tested using one-tailed t tests for independent samples. Differences based on age were tested using Chi squared tests. Differences between categories of self-reported health status were determined using one-way analysis of variance (ANOVA).

Ethical Considerations
The research data were collected anonymously, without personal information. Answering the questionnaire involved minimal risk. Participation was voluntary. The nurses could refuse to participate in the study and stop filling out the questionnaire at any stage. The purpose of the questionnaire was explained in an introductory segment. Ethics approval was received from the Ethics Committee of Ariel University (ref AU-AZ-20180411) before the study commenced. The head nurses in the hospitals approved the study.

Research Tool
The eHIQ [33,34] is used to measure the effects of online health information on health consumers. The questionnaire was developed by Kelly et al [34] and verified by Kelly et al [33], with internal subscale consistency ranging from .77 to .92 (Table 1).

The questionnaire includes two parts. Part 1 consists of questions on general attitudes towards the online environment for health needs (alpha=.89). Subscale 1 (alpha=.81) measures the participant’s openness to receiving online information, while Subscale 2 (alpha=.88) places emphasis on learning and receiving support from other users online. Part 2 consists of questions on the ease of use of the online environment for health needs (alpha=.93). Subscale 3 (alpha=.92) measures the level of confidence the participant has in discussing health issues with other users and identification of relevant online content. Subscale 4 measures the reliability, clarity, and level of distress felt by the participant because of online information (alpha=.62). Subscale 5 (alpha=.87) measures the ability to understand and learn from online information, along with the motivation to act accordingly (Table 1).

Table 1. Internal consistency of the eHealth Impact Questionnaire in this study and in the verification by Kelly et al [33].

<table>
<thead>
<tr>
<th>Subscale</th>
<th>This study, Cronbach alpha</th>
<th>Verification by Kelly et al, Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General attitudes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Attitudes towards online health information</td>
<td>0.81</td>
<td>0.77</td>
</tr>
<tr>
<td>2. Attitudes towards sharing health experiences online</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>Ease of use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Confidence and identification</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>4. Information and presentation</td>
<td>0.62</td>
<td>0.89</td>
</tr>
<tr>
<td>5. Understanding and motivation</td>
<td>0.87</td>
<td>0.90</td>
</tr>
</tbody>
</table>

We adapted and translated the English version. The questionnaire was translated into Hebrew and then re-translated into English to verify the quality of the translation and to avoid altering the meaning of the questions (alpha=.95). Face validity was tested by fellow faculty members.

For each of the scales, the sum of the answers to each item was converted from 1 to 100 according to the following formula:

\[(\text{sum of scores of each item in a scale} - \text{minimum raw score}) / (\text{maximum raw score} - \text{minimum raw score}) \times 100\]

The total score was calculated as the sum of the scores for each of the scales and the number of sub-scales:

\[\text{total score} = \text{sum of sub-scale scores} / \text{number of subscales}\]

In addition to the eHIQ [34], attitudes of nurses towards the reliability of online medical information and its applications were surveyed using two questions: “In general, to what extent is online health information reliable?” and “In general, to what extent is online health information useful?” These were rated on a Likert scale from 5 (to a very large degree) to 1 (not at all).
Results

The sample consisted of 121 nurses from the three general departments in the various health institutions (nursing home, 42/121, 34.7%; geriatric medical facility, 45/121, 37.2%; and general hospital, 34/121, 28.1%). This convenience sample consisted of participants aged 24-72 years (mean 41.2 years, SD 11.4 years), with the following age distribution: 24-35 years, 45/121, 37.2%; 36-50 years, 53/121, 43.8%; ≥51 years, 23/121, 19.0% (Table 2). Of the participants, 102 nurses (102/121, 84.3%) needed medical information in the previous 2 years. Information was sought for themselves by 46 nurses (46/121, 38.0%), for first-degree relatives by 38 nurses (38/121, 31.4%), and for a second-degree relative by 30 nurses (30/121, 24.8%). Very good health was reported by 38 nurses (38/121, 31.4%), good health by 75 nurses (75/121, 62.0%), and bad or poor health by 8 nurses (8/121, 6.6%). A chronic health problem was reported by 31 nurses (31/121, 25.6%), while 89 nurses (89/121, 73.6%) reported they did not have a chronic health problem.

Figure 1 presents the distribution of age groups across the workplaces. Chi-square analysis showed a significant difference between the workplaces ($\chi^2 = 19.79, P < .001$). Specifically, the general hospital had younger participants, while the nursing home and geriatric nursing center had more nurses aged 36-50 years.
Table 2. Demographic characteristics of the nurse participants (N=121).

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>73 (60.3)</td>
</tr>
<tr>
<td>Male</td>
<td>48 (39.7)</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
</tr>
<tr>
<td>24-35</td>
<td>44 (37.0)</td>
</tr>
<tr>
<td>36-50</td>
<td>52 (43.7)</td>
</tr>
<tr>
<td>≥51</td>
<td>23 (19.3)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married/partner</td>
<td>74 (61.2)</td>
</tr>
<tr>
<td>Divorced</td>
<td>11 (9.1)</td>
</tr>
<tr>
<td>Widowed</td>
<td>4 (3.3)</td>
</tr>
<tr>
<td>Never married</td>
<td>32 (26.5)</td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>69 (57.0)</td>
</tr>
<tr>
<td>Other</td>
<td>52 (43.0)</td>
</tr>
<tr>
<td><strong>Religiosity</strong></td>
<td></td>
</tr>
<tr>
<td>Secular</td>
<td>67 (55.8)</td>
</tr>
<tr>
<td>Traditional</td>
<td>43 (35.8)</td>
</tr>
<tr>
<td>Religious</td>
<td>10 (8.4)</td>
</tr>
<tr>
<td><strong>Religious affiliation</strong></td>
<td></td>
</tr>
<tr>
<td>Jewish</td>
<td>84 (69.4)</td>
</tr>
<tr>
<td>Muslim</td>
<td>29 (24.0)</td>
</tr>
<tr>
<td>Christian</td>
<td>5 (4.1)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>92 (76.0)</td>
</tr>
<tr>
<td>Community/locality</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Village</td>
<td>26 (21.5)</td>
</tr>
<tr>
<td><strong>Professional standing</strong></td>
<td></td>
</tr>
<tr>
<td>Practical nurse</td>
<td>9 (7.5)</td>
</tr>
<tr>
<td>Certified nurse</td>
<td>52 (43.3)</td>
</tr>
<tr>
<td>Academic nurse</td>
<td>59 (49.2)</td>
</tr>
<tr>
<td><strong>Advanced course</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (25.6)</td>
</tr>
<tr>
<td>No</td>
<td>87 (74.4)</td>
</tr>
</tbody>
</table>
Table 3 shows the comparison between the means of searching online for medical information for personal use (self/family) and exposure to medical information online over the previous 2 years. The nurses searched for medical information for their personal needs using 2 major media platforms, namely social media (24/121, 19.8%) and TV (eg, health programs, health news; 23/121, 19.0%). Similarly, exposure to medical information on social media was reported by 19.0% (23/121) of the nurses, and exposure to medical information on TV was reported by 17.4% (21/121) of the nurses. Interestingly, 18.2% (22/121) of the participants searched for medical information by consulting a professional and not through exposure to professional medical opinion. In addition, the search for evidence-based medical information using professional journals was limited (5/121, 4.1%). Unused media included mobile phones, websites of private organizations, radio, and billboards.

Table 3. Comparison between the means of searching online for medical information for personal use (self/family) and exposure to medical information online over the previous 2 years (N=121). Participants could select more than one answer.

<table>
<thead>
<tr>
<th>exposures to</th>
<th>searching online for medical information</th>
<th>exposure to medical information online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social media</td>
<td>47 (19.7)</td>
<td>55 (19.4)</td>
</tr>
<tr>
<td>TV</td>
<td>46 (19.3)</td>
<td>50 (17.7)</td>
</tr>
<tr>
<td>Consulting a professional</td>
<td>43 (18.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>News websites</td>
<td>28 (11.8)</td>
<td>34 (12)</td>
</tr>
<tr>
<td>Government websites</td>
<td>24 (10.1)</td>
<td>39 (13.8)</td>
</tr>
<tr>
<td>Service association websites</td>
<td>14 (5.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Non-governmental organization websites</td>
<td>10 (4.2)</td>
<td>19 (6.7)</td>
</tr>
<tr>
<td>Professional journals</td>
<td>10 (4.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Friends and family</td>
<td>9 (3.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>7 (2.9)</td>
<td>13 (4.6)</td>
</tr>
<tr>
<td>Billboards</td>
<td>0 (0)</td>
<td>4 (1.4)</td>
</tr>
<tr>
<td>Radio</td>
<td>0 (0)</td>
<td>7 (2.5)</td>
</tr>
<tr>
<td>Private organization websites</td>
<td>0 (0)</td>
<td>12 (4.2)</td>
</tr>
<tr>
<td>Not exposed at all</td>
<td>0 (0)</td>
<td>13 (4.6)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>0 (0)</td>
<td>37 (13.1)</td>
</tr>
</tbody>
</table>
No significant differences were found in the means of searching online or online exposure to medical information between the age groups ($\chi^2_{25}=15.00, P=.24$).

Comparisons of the eHIQ score, subscores, and additional attitudes question scores resulted in a significant difference in the Subscale 1 (attitudes towards online health information) score, with nurses who did use social media as the primary means of accessing general information having more positive attitudes than nurses who did not use social media for that purpose ($t_{119}=4.44, P<.001$). Similarly, nurses who were exposed to medical information on social media had significantly more positive attitudes according to Subscale 1 than nurses who were not exposed to medical information on social media ($t_{119}=3.04, P=.003$). Nurses who accessed medical information on mobile phones had significantly more positive attitudes towards the ease of use of the online environment for health needs ($t_{119}=2.66, P=.009$). Nevertheless, it was not possible to accurately determine the mode of exposure on mobile phones that allow access to social media or TV.

Nurses were also asked to select their primary means for accessing general information (one choice). In descending order, they reported using TV programs (46/121, 38.0%), social media (21/121, 17.4%), news websites (11/121, 9.1%), government websites (11/121, 9.1%), non-governmental organization websites (7/121, 5.8%), and professional journals (5/121, 4.1%).

No differences were found between age groups across the media types for accessing general information ($\chi^2_{14}=12.66, P=.12$). Nurses who chose social media as their primary means of accessing general information had a more positive attitude toward accessing medical information online than nurses who accessed general information by other means. Nurses exposed to medical information via social media had a more positive attitude toward using the internet to access medical information than nurses who were not exposed to social media (Table 4). Nurses who were exposed to medical information via a mobile phone had significantly more positive attitudes towards the use of the internet for medical purposes (total eHIQ score; $t_{119}=2.71, P<.001$) and the ease of use of the online environment for health information (eHIQ ease of use subscore; $t_{119}=2.62, P<.001$). Again, it was not possible to determine the exact mode of exposure to information via a mobile phone that allows access to social media, news websites, and professional journals. There were no other differences in the eHIQ scores based on the means to search for medical information online or exposure to medical information online.

**Table 4.** Differences in eHealth Impact Questionnaire (eHIQ) score, eHIQ subscores, and additional attitudes questions based on the use of social media as a primary means to access information online or for online exposure to medical information (N=121).

<table>
<thead>
<tr>
<th>eHIQ general attitudes</th>
<th>Social media as the primary means for accessing general information</th>
<th>Exposure to medical information on social media</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=66), mean (SD)</td>
<td>Yes (n=55), mean (SD)</td>
</tr>
<tr>
<td>Subscale 1. Attitudes towards online health information</td>
<td>46.6 (21.4)</td>
<td>63.5 (19.2)</td>
</tr>
<tr>
<td>Subscale 2. Attitudes towards sharing health experiences online</td>
<td>55.0 (24.0)</td>
<td>64.5 (22.6)</td>
</tr>
<tr>
<td>Total score</td>
<td>50.4 (19.8)</td>
<td>64.0 (18.6)</td>
</tr>
<tr>
<td>eHIQ ease of use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subscale 3. Confidence and identification</td>
<td>47.9 (18.2)</td>
<td>65.4 (16.6)</td>
</tr>
<tr>
<td>Subscale 4. Information and presentation</td>
<td>45.9 (18.9)</td>
<td>63.7 (18.9)</td>
</tr>
<tr>
<td>Subscale 5. Understanding and motivation</td>
<td>49.0 (18.9)</td>
<td>66.8 (18.2)</td>
</tr>
<tr>
<td>Total score</td>
<td>47.6 (17.0)</td>
<td>65.3 (17.0)</td>
</tr>
<tr>
<td>eHIQ total score</td>
<td>48.6 (16.8)</td>
<td>64.8 (16.9)</td>
</tr>
<tr>
<td>Additional attitudes questions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliability of internet information</td>
<td>3.2 (0.9)</td>
<td>3.8 (0.7)</td>
</tr>
<tr>
<td>Usefulness of internet information</td>
<td>3.3 (0.8)</td>
<td>4.0 (0.8)</td>
</tr>
</tbody>
</table>
Regarding the effect of sociodemographic characteristics on nurses’ attitudes, attitudes towards accessing information online were significantly different by place of birth and living area.

Nurses born in Israel had a significantly lower mean eHIQ general attitude score (mean 51.115, SD 20.636) than nurses not born in Israel (mean 62.194, SD 18.317; t117=3.028, P=.003). Nurses born in Israel also had a significantly lower Subscale 1 (attitudes towards online health information) scores (mean 49.114, SD 22.030) than nurses not born in Israel (mean 58.440, SD 21.205; t119=2.342, P=.02). In addition, nurses born in Israel had a significantly lower mean eHIQ Subscale 2 (attitudes towards sharing health experiences online) score (mean 53.116, SD 24.706) than nurses who were not born in Israel (mean 66.500, SD 20.335; t117=3.136, P=.002). There were no statistically significant differences in the eHIQ ease of use score, attitude toward information reliability, or attitude toward information usefulness based on country of birth.

Based on place of residence, nurses living in the center of Israel had a significantly higher mean eHIQ general attitude score (mean 58.422, SD 19.589) than nurses living in the peripheral areas of Israel (mean 48.244, SD 20.973; t117=2.442, P=.02). Nurses living in the center of Israel also had a significantly higher Subscale 1 (attitudes towards online health information) score (mean 55.741, SD 21.836) than nurses living in the peripheral areas of Israel (mean 45.520, SD 21.345; t110=2.260, P=.03). In addition, nurses living in the center of Israel had a significantly higher mean eHIQ Subscale 2 (attitudes towards sharing health experiences online) score (mean 61.477, SD 21.674) than nurses living in the peripheral areas of Israel (mean 50.968, SD 28.030; t117=2.144, P=.03). No significance differences were found based on place of residence in the attitudes towards security and identification (Subscale 3), reliability of online health information, and usefulness of online health information. There were also no differences in nurses’ attitudes towards searching online for personal need–based medical information based on the remaining sociodemographic characteristics.

The attitude towards the usefulness of online health information was more positive with increasing self-reported health (not so good, good, and very good; Table 5). However, the attitude was not different between participants who had a chronic disease and those who did not have a chronic disease.

There was a significant correlation between the attitudes towards the reliability of online information and attitudes towards the usefulness of online information (r=.758, P<.001).

### Table 5. Attitudes towards the usefulness of online information according to self-reported level of health (N=121).

<table>
<thead>
<tr>
<th>Usefulness of online health information</th>
<th>Not so good (n=8), mean (SD)</th>
<th>Good (n=75), mean (SD)</th>
<th>Very good (n=38), mean (SD)</th>
<th>F statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.3 (0.7)</td>
<td>3.4 (0.8)</td>
<td>3.8 (1.0)</td>
<td>F2,118=3.63</td>
<td>.03</td>
</tr>
</tbody>
</table>

### Discussion

**Principal Findings**

Evidence-based medical information is a main resource for medical teams in health care systems. Only a few studies have examined the attitude of nurses towards searching online for personal need–based medical information. This research sheds light on their attitudes, showing that nurses mainly use social media (24/121, 19.8%) and TV (eg, health programs, health news; 23/121, 19.0%) for this purpose. The general attitude of participants who chose/were exposed to social media as the main source of medical information was significantly more positive in comparison to those who did not choose/were not exposed to social media as a source of medical information. Attitudes towards the ease of use of the online environment for health needs were also significantly greater for nurses who accessed health information via mobile phones than for those who did not use mobile phones to access information (t119=2.66, P=.009). Nevertheless, it is not possible to accurately determine the method of accessing information on a mobile phone that allows access to social media and TV.

Some nurses search for medical information by consulting a professional (22/121, 18.2%). However, they express only marginal interest in using professional research sources (5/121, 4.1%) in their personal need–based medical information searching. This is consistent with Wolf et al [31], who found that only 4 nurses recommended to their patients and family members the use of .gov, .org, or .edu sources.

Research would be expected to find that nurses, as professional health care practitioners, look for personal need–based medical information using medical databases such as PubMed. This would align with the most prudent path of decision-making for their health, but the reality is quite different. Other research data on searching for professional health care information by nurses for patient treatment [15-17], patient training [17-19], medical monitoring [20,21], and tracking patient health [7] indicate that nurses prefer to access clinical information from co-workers [6,11,12], information which is not necessarily evidence-based [6].

The results of this study also show that using mobile phones for nurses’ personal need–based medical information was linked to a more positive attitude toward the ease of use of the online environment for health information. However, a mobile phone represents a means of accessing the online environment and does not constitute an information source. In other studies, mobile instant messaging apps [14] were a way for nurses to search for information, track milestones related to their health [29], and, especially, for social support and exchange of health experiences [30]. In this study, nurses’ attitudes towards using the online environment to obtain medical information for their personal needs were significantly different based on place of birth and their residence; there were no differences based on the other sociodemographic characteristics. Self-reported health
status and chronic disease did not affect nurses’ preferences for the source of health information, which differs from the findings of Wolf et al [31] who found that with older age, nurses with no formal training and experienced nurses alike tended to recommend the internet for medical purposes for their patients. This finding is supported by the assumption that a patient with a disease receives orderly medical care, whereas an individual experiencing clear symptoms but has not yet undergone a medical examination will actively search for online medical information. This assumption should be examined in future studies.

Limitations and Future Research
This study contains some methodological limitations. First, the nurses filled out the questionnaires in the workplace where they provided patient treatment. This could subjectively affect the responses as the questionnaire deals with individual attitudes in the use of online medical information for personal needs. At the same time, health status is an issue that has been reviewed by nurses’ personnel reports. The medical conditions of the participants were not verified, and it is unclear whether the severity of a medical condition affected the reported attitudes. In addition, it is difficult to determine the exact mode of participant exposure to information when using a mobile phone, as it enables access to social media, news websites, and professional research. To provide further focus in the results, targeted research is needed, and health reporting based on disease codes from medical files and subjective reports is required.

Conclusion
Nurses in Israel tend not to use their professional skills and knowledge to search for evidence-based medical information using a professional database such as PubMed when looking for medical information for themselves and their families. They prefer non-evidence-based medical information that is easy to access such as that found on social media and TV. These search patterns for information for personal use may affect their clinical role, impair the quality of care, and lead to incorrect medical decisions for their patients in the health care system. Moreover, these patterns might hinder their professional development and establish consumption patterns of erroneous medical information. Therefore, during nursing education, training for searching, retrieval skills, and training in online search techniques for evidence-based medical information is vital for evidence-based practice. A change to information-seeking behaviors that focus on evidence-based information can be tested in a government-issued standardized exam directly following formal training, and 6-monthly seminars on advanced searching skills for medical information can be offered.
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Abstract

Background: Parents often use digital media to search for information related to their children’s health. As the quantity and quality of digital sources meant specifically for parents expand, parents’ digital health literacy is increasingly important to process the information they retrieve. One of the earliest developed and widely used instruments to assess digital health literacy is the self-reported eHealth Literacy Scale (eHEALS). However, the eHEALS has not been psychometrically validated in a sample of parents. Given the inconsistency of the eHEALS underlying factor structure across previous reports, it is particularly important for validation to occur.

Objective: This study aimed to determine the factor structure of the German eHEALS measure in a sample of parents by adopting classic and modern psychometric approaches. In particular, this study sought to identify the eHEALS validity as a unidimensional index as well as the viability for potential subscales.

Methods: A cross-sectional design was used across two purposive sampling frames: online and paper administrations. Responses were collected between January 2018 and May 2018 from 703 Swiss-German parents. In addition to determining the sampling characteristics, we conducted exploratory factor analysis of the eHEALS by considering its ordinal structure using polychoric correlations. This analysis was performed separately for online–based and paper–based responses to examine the general factor strength of the eHEALS as a unidimensional index. Furthermore, item response theory (IRT) analyses were conducted by fitting eHEALS to a bifactor model to further inspect its unidimensionality and subscale viability.

Results: Parents in both samples were predominantly mothers (622/703, 88.5%), highly educated (538/703, 76.9%), of Swiss nationality (489/703, 71.8%), and living with a partner (692/703, 98.4%). Factor analyses of the eHEALS indicated the presence of a strong general factor across both paper and online samples, and the Wilcoxon rank-sum test indicated that the eHEALS total sum score was not significantly different between the paper and online samples (P=.12). Finally, the IRT analyses indicated negligible multidimensionality, insufficient subscale reliability after accounting for the eHEALS general factor, and a reduced subset of items that could serve as a unidimensional index of the eHEALS across the paper and online samples.

Conclusions: The German eHEALS evidenced good psychometric properties in a parent-specific study sample. Factor analyses indicated a strong general factor across purposively distinct sample frames (online and paper). IRT analyses validated the eHEALS as a unidimensional index while failing to find support for subscale usage.
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Introduction

Parents increasingly use digital sources when seeking information on their child’s health [1-3]. Through their accessibility, digital sources offer the opportunity for parents to feel empowered [4] (eg, to verify information received from health professionals), consider alternative treatment options, and develop communal networks with other families and patients with a common disease or condition. However, because the quality and reliability of information from digital sources vary substantially [5], the information can be overwhelming and cause insecurity or anxiety [6-8]. Therefore, eHealth literacy of parents is critical to maximize the potential benefits of digital media for children’s health. eHealth literacy has been defined as “a set of skills required to effectively engage information technology for health” [9].

Research on the eHealth literacy of parents is lacking. A study by Knapp et al [10] in Florida showed that low-income parents of children with special health needs had high levels of internet use for information purposes. However, half of the study participants had difficulties separating high-quality from low-quality information and were not confident using the internet. Similar findings were found in a study of parents whose children had life-threatening illnesses [11]. Both studies used the eHealth Literacy Scale (eHEALS) [9]. Both studies are also older, considering the fast-evolving context of internet acculturation. The eHEALS was developed by Norman and Skinner [12], who defined eHealth literacy as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem.” In this regard, the eHEALS pertains to the critical consumption of extant internet content rather than the creation of new content. The eHEALS is a widely applied instrument that has been validated internationally in diverse languages [13]. Adequate internal consistency has been found [13]. However, van der Vaart et al [14] reported weak correlations between the eHEALS scores and tasks on an eHealth performance test. In contrast, more recent research found significant associations between perceptions and performance [15]. In addition, inconsistent results for the factor structure of the eHEALS have been reported. Norman and Skinner [9] proposed a one-factor structure for the original English eHEALS. For the German eHEALS, Soellner et al [16] determined a two-factor structure using confirmatory factor analysis. For an Italian version of the eHEALS applied in the Italian-speaking area of Switzerland, the researchers [17] recommended using the eHEALS total sum score after applying Rasch (item response theory [IRT]) modeling. However, a study with patients at risk of cardiovascular disease in Australia also applied Rasch modeling and concluded that the eHEALS captures different aspects of eHealth literacy, which may have to be scored separately [18]. Neter et al [19] reported a different two-factor solution for adults in Israel aged at least 21 years than the two-factor solution used by Soellner et al [16]. Moreover, two recent studies developed a three-factor solution for the English eHEALS: awareness, skills, and evaluation [20,21]. A three-factor solution was also reported in an IRT analysis of eHEALS, although the authors noted that substantially high interfactor correlations “support an overarching structure of eHEALS” [22]. Notably, both studies implementing IRT analyses of the eHEALS found measurement properties (item difficulties) reflective of their study samples. That is, Diviani et al [17] found wide variability in item difficulties in a broad sample of people aged 16-71 years, and Stellefson et al [22] found high item difficulties in a sample narrowed to older adults.

The eHEALS was originally constructed for broad usage, as creators Norman and Skinner [9] state, “this article describes the development and psychometric evaluation of a measure of eHealth literacy designed for broad use in supporting consumer eHealth in public health and clinical care” (p2). Subsequent research has reported unstable latent factor structures underlying the eHEALS measure, despite the conventional understanding that “broader constructs are stabilized with broad factors” [23]. Given the inconsistent results for the eHEALS, we aimed to establish the psychometric structure of the eHEALS in parents participating in the Digital Parental Counselors study (in German: Digitale Elternratgeber), which investigated digital media use by parents for their children’s health in the German-speaking area of Switzerland [24]. Specifically, we aimed to explore the factor structure of the German eHEALS and to assess the viability of subscales using IRT and bifactor modeling. We also addressed the methodological issues concerning the handling of Likert scales and the use of factor analysis experienced with previous research of the eHEALS.

Methods

Study Population

The study population consisted of a population-based sample of parents with children aged 1-24 months. The birth registries of Zürich and 5 municipalities in the canton of Zürich, which were selected using convenient sampling, provided randomly selected names and addresses of 2573 mothers who gave birth in the previous 24 months. Urban and rural municipalities were included to represent the urban/rural distribution in the German part of Switzerland (75%/25%). The ethical commission of the Canton of Zürich, based on the Swiss Federal Act on Research involving Human Beings, exempted the study from ethics review (BASEC Req-2017-00817).

Data Collection

The data were collected between January 2018 and May 2018. To increase the response rate, we applied a mixed-mode approach using online and paper versions of the questionnaire. The questionnaire consisted of three main parts: (1) sociodemographic characteristics of the parent and child, (2) digital media use in relation to the child’s health, and (3) health-related variables and eHealth literacy.

Parents received a postal invitation letter with a link to the online questionnaire. After the first postal reminder, parents received a paper questionnaire with the second and last reminder letters.

eHealth Literacy Scale

The eHEALS consists of 8 items (see Table 1). Responses are provided using a 5-point Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree), with total scores ranging from 8 to 40 points. Higher scores reflect higher eHealth literacy. The eHEALS was developed based on the concept that eHealth literacy is composed of core skills grouped into analytical skills such as media literacy and context-specific skills such as health literacy [12]. The eHEALS does not measure these skills directly, but rather “the consumer’s perceived skills and comfort with eHealth” [9]. For this study, we used the German eHEALS version developed by Soellner et al [16], who translated and cross-validated the original English version by Norman and Skinner [9] in a German sample.

Table 1. Example of past studies exploring the latent structure of the eHealth Literacy Scale (eHEALS) measure.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Canadian students</td>
</tr>
<tr>
<td>Sample size</td>
<td>664</td>
</tr>
<tr>
<td>Age (years), range</td>
<td>13-21</td>
</tr>
<tr>
<td>Factor Solution</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>Original</td>
</tr>
<tr>
<td>Structure</td>
<td>1-factor</td>
</tr>
<tr>
<td>Factors</td>
<td></td>
</tr>
</tbody>
</table>
| eHEALS item 1 | I know how to find helpful health resources on the Internet | Ich weiss, wie ich im Internet nützliche Gesundheitsinformationen finde
| eHEALS item 2 | I know how to use the Internet to answer my questions about health | Ich weiss, wie ich das Internet nutzen kann, um Antworten auf meine Fragen rund um das Thema Gesundheit zu bekommen
| eHEALS item 3 | I know what health resources are available on the Internet | Ich weiss, welche Quellen für Gesundheitsinformationen im Internet verfügbar sind
| eHEALS item 4 | I know where to find helpful health resources on the Internet | Ich weiss, wo im Internet nützliche Gesundheitsinformationen finden kann
| eHEALS item 5 | I know how to use the health information I find on the Internet to help me | Ich weiss, wie ich Informationen aus dem Internet so nutzen kann, dass sie mir weiterhelfen
| eHEALS item 6 | I have the skills I need to evaluate the health resources I find on the Internet | Ich bin in der Lage, Informationen, die ich im Internet finde, kritisch zu bewerten
| eHEALS item 7 | I can tell high quality health resources from low quality health resources on the Internet | Ich kann im Internet zuverlässige von Fragwürdigen Informationen unterscheiden
| eHEALS item 8 | I feel confident in using information from the Internet to make health decisions. | Wenn ich gesundheitsbezogene Entscheidungen auf Basis von Informationen aus dem Internet treffe, fühle ich mich dabei sicher

Data Analysis

We performed three different analyses to answer three distinct questions. The first analyses were descriptive and concerned differences in the sample characteristics. The second analyses were based on classical test theory and concerned the general factor strength for each sampling frame (online vs paper). The third analyses involved modern IRT and concerned unidimensionality assumptions and item-level bias across the online and paper administration samples.

Descriptive Analysis

Frequencies of the sociodemographic characteristics of the responding parents and their children were analyzed. Separately for the paper, online, and total samples, the single item and total sum eHEALS scores are reported as the median, skew, and mean. The total sum scores from the online and paper questionnaires were compared using the non-parametric Wilcoxon rank-sum test [25] prior to merging the data. All descriptive analyses were computed with Stata 15.0 (StataCorp LLC, College Station, TX).

Classical Test Theory Analysis

For Likert scales, it is recommended to consider their ordinal structure for factor analysis [26]. As the conventional exploratory factor analysis (EFA) treats variables in a metric manner, polychoric correlations were computed to take into

aInformation seeking.
bInformation appraisal.
account the ordinal structure of the eHEALS items (see Multimedia Appendix 1).

The detailed results of the EFA conducted with the psych package [27] in R (R Foundation for Statistical Computing, Vienna, Austria) are displayed in Multimedia Appendix 1. Furthermore, a series of parallel analyses were conducted to determine the single-factor strength of the eHEALS measure across the sampling frames [28] using SPSS version 25.0 (IBM Corp, Armonk, NY). Finally, the internal consistency of the eHEALS scale was assessed using the McDonald’s omega coefficient [29].

**Item Response Theory Analysis**

Previous findings have indicated unstable latent structures (number of eHEALS factors). In such a situation, the bifactor model helps to determine how useful it is to form subscales and examine if unidimensional IRT models can be fit to such multidimensional data [30]. We therefore inspected the eHEALS using a bifactor model. In a bifactor model, a general factor is generated through all test items. Additionally, group factors are established out of the residual variance shared by subsets of items [31] (see Figure 1). In addition to the bifactor model, further IRT understanding based on the internal psychometric structure of the eHEALS was specifically examined in terms of general factor strength (appropriate unidimensional scores) and substantive multidimensionality (item bias). IRTPRO v 4.2 (Scientific Software International, Skokie, IL) was used to run the IRT analyses, and the unidimensional indices were computed using the Bifactor Indices Calculator [32], including McDonald’s omega [29].

![Figure 1. Graphical representations of the eHealth unidimensional, correlated two-dimensional, and bi-factor two-dimensional models. The solid lines in the bi-factor model indicate unidimensional primacy over the residualized sub-dimensions (hashed arrows). eHealth: electronic health; eHeal: eHealth Literacy.](image)

**Results**

**Descriptive Analysis**

A total of 842 parents or caretakers responded to the survey, and we excluded 73 responses during the data cleaning process for the following reasons: incomplete questionnaire (n=31), missing answers to key questions on parental digital health information seeking (not including the eHEALS items; n=40), non-plausibility of key questions (n=1), and duplicate entry (n=1). This resulted in 769 observations corresponding to a response rate of 30% for the overall study. The online questionnaire was completed by 429 participants (429/769, 56%), and 340 participants (340/769, 44%) completed the paper questionnaire. For the analysis of the eHEALS, 67 additional observations had to be discarded because 52 had missing values for all eHEALS items and 15 had missing values for single eHEALS items.

This led to a final online sample of 388 participants and a final paper sample of 315 participants. Table 2 provides the summary descriptive statistics of the whole sample (N=703). Of the sample, 88.5% (622/703) of the participants were mothers, 76.9% (538/703) reported a university degree or higher vocational education as their highest educational level, and 45.4% (294/703) earned a monthly income >9000 Swiss Francs (US $9080; €8020). The majority (489/703, 71.8%) were Swiss, and almost all study participants (692/703, 98.4%) indicated they lived with a partner.
Table 2. Summary of the sample characteristics, N=703.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parental sex</strong></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>622 (88.5)</td>
</tr>
<tr>
<td>Father</td>
<td>78 (11.1)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>35.7 (4.3)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Lower education</td>
<td>162 (23.1)</td>
</tr>
<tr>
<td>Higher education</td>
<td>538 (76.9)</td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
<td></td>
</tr>
<tr>
<td>Swiss</td>
<td>489 (71.8)</td>
</tr>
<tr>
<td>Other</td>
<td>192 (28.2)</td>
</tr>
<tr>
<td><strong>Living with a partner</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>692 (98.4)</td>
</tr>
<tr>
<td>No</td>
<td>11 (1.6)</td>
</tr>
<tr>
<td><strong>Household net monthly income (CHF)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;4500</td>
<td>27 (4.2)</td>
</tr>
<tr>
<td>4500-6000</td>
<td>94 (14.5)</td>
</tr>
<tr>
<td>6000-9000</td>
<td>233 (36.0)</td>
</tr>
<tr>
<td>&gt;9000</td>
<td>294 (45.4)</td>
</tr>
<tr>
<td><strong>Child’s sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>349 (49.9)</td>
</tr>
<tr>
<td>Male</td>
<td>350 (50.1)</td>
</tr>
<tr>
<td><strong>Child’s age (months)</strong></td>
<td>14.8 (7.1)</td>
</tr>
<tr>
<td><strong>First child</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>353 (51.2)</td>
</tr>
<tr>
<td>No</td>
<td>337 (48.8)</td>
</tr>
<tr>
<td><strong>Digital media use score</strong></td>
<td>7.88 (4.13)</td>
</tr>
<tr>
<td><strong>eHEALS total sum score</strong></td>
<td>29.0 (5.9)</td>
</tr>
</tbody>
</table>

*aMean (SD).*  
*bSum score on how often parents use several digital media for general child health and development (ranging from 0-24).*

Concerning the eHEALS items, there were no differences in the individual item responses between the paper and online modes, except for item 3, where the online sample yielded a lower median. The distributions for all items for both the paper and online samples were slightly negatively skewed. As there was no significant difference in the eHEALS total sum scores between the online and paper samples (P=.12), the analysis was conducted using the total sample (see Table 3).
Table 3. Descriptive statistics of the individual eHealth Literacy Scale (eHEALS) items and total sum score for the online, paper, and total samples.

<table>
<thead>
<tr>
<th>eHEALS item</th>
<th>Online (n=388)</th>
<th>Paper (n=315)</th>
<th>Total sample (n=703)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median Skew</td>
<td>Median Skew</td>
<td>Median Mean (SD)</td>
</tr>
<tr>
<td>Item 1</td>
<td>4 -1.02</td>
<td>4 -0.76</td>
<td>4 3.7 (1.1)</td>
</tr>
<tr>
<td>Item 2</td>
<td>4 -0.91</td>
<td>4 -0.95</td>
<td>4 3.7 (1.0)</td>
</tr>
<tr>
<td>Item 3</td>
<td>3 -0.55</td>
<td>4 -0.55</td>
<td>4 3.4 (1.0)</td>
</tr>
<tr>
<td>Item 4</td>
<td>4 -0.57</td>
<td>4 -0.61</td>
<td>4 3.5 (1.0)</td>
</tr>
<tr>
<td>Item 5</td>
<td>4 -0.87</td>
<td>4 -0.95</td>
<td>4 3.7 (0.9)</td>
</tr>
<tr>
<td>Item 6</td>
<td>4 -1.40</td>
<td>4 -1.23</td>
<td>4 4.2 (0.9)</td>
</tr>
<tr>
<td>Item 7</td>
<td>4 -0.77</td>
<td>4 -0.81</td>
<td>4 3.9 (0.9)</td>
</tr>
<tr>
<td>Item 8</td>
<td>3 -0.24</td>
<td>3 -0.21</td>
<td>3 3.0 (1.1)</td>
</tr>
<tr>
<td>eHEALS total sum score</td>
<td>30 -0.67</td>
<td>29 -0.76</td>
<td>30 28.5 (6.2)</td>
</tr>
</tbody>
</table>

^a^Median test.  
^b^Wilcoxon rank-sum test.

Classical Test Theory Analysis

Given the non-significant difference in the eHEALS total sum scores between theoretically distinct sampling frames (paper and online collection methods), a series of exploratory factor analyses were conducted to examine the strength of the general factor across the samples. As shown in Figure 2, the first eigenvalues indicated the presence of a strong general factor across sampling frames as well as for the total combined sample. Specifically, the first and second eigenvalue ratios across the samples were 4.62 and 1.07 = 4.32 (online), 4.54 and 1.15 = 3.95 (paper), and 4.57 and 1.09 = 4.19 (total). The large eigenvalue ratios suggest negligible multidimensionality across sample frames [33]. This was supported by omega reliability estimates across the samples of 0.90 (online), 0.89 (paper), and 0.89 (total) [29].

When considered collectively with the non-significant difference in eHEALS total scores between sampling frames, we used IRT to test the unidimensionality assumptions with the total eHEALS sample.

Figure 2. Exploratory factor scree plots to examine the strength of the general factors across the online, paper, and total samples.
Item Response Theory Analysis

Separate bifactor models with two group factors and three group factors were computed. A direct model comparison between the bifactors indicated the two-group factor model exhibited significantly greater fit than the three-group factor model ($\chi^2_{1}=58.4, P<.001$).

Furthermore, the item loadings between the unidimensional and bifactor models were compared to determine the impact on the bias from ignoring suspected multidimensionality (literally, comparing across models with and without additional dimensions). Table 4 lists the loadings across the eHEALS unidimensional and bifactor models.

The average relative parameter bias (0.09; Table 5) value indicates that the impact of ignoring the multidimensionality of eHEALS by using unidimensional scores was negligible [34].

Table 4. Item response theory electronic health item loadings, N=703.

<table>
<thead>
<tr>
<th>Item</th>
<th>Unidimensional model</th>
<th>Bifactor model with two group factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General Factor</td>
<td>Factor 1</td>
</tr>
<tr>
<td>1</td>
<td>0.81</td>
<td>0.87</td>
</tr>
<tr>
<td>2</td>
<td>0.88</td>
<td>0.94</td>
</tr>
<tr>
<td>3</td>
<td>0.89</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0.91</td>
<td>0.82</td>
</tr>
<tr>
<td>5</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td>6</td>
<td>0.57</td>
<td>0.49</td>
</tr>
<tr>
<td>7</td>
<td>0.68</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>0.66</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 5. Item response theory electronic health unidimensionality indices, N=703.

<table>
<thead>
<tr>
<th>Unidimensionality index</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECV$^a$</td>
<td>0.76</td>
</tr>
<tr>
<td>Omega reliability</td>
<td>0.99</td>
</tr>
<tr>
<td>Hierarchical omega</td>
<td>0.92</td>
</tr>
<tr>
<td>H replicability</td>
<td>0.95</td>
</tr>
<tr>
<td>Factor determinacy</td>
<td>0.99</td>
</tr>
<tr>
<td>ARPB$^b$</td>
<td>0.09</td>
</tr>
<tr>
<td>IECV$^c$ (number of items &gt;0.80)</td>
<td>5</td>
</tr>
</tbody>
</table>

$^a$ECV: estimated common variance.

$^b$ARPB: average relative parameter bias.

$^c$IECV: item estimated common variance.

To verify this inference, first, we examined the correlation between the eHEALS and a meaningful substantive variable from the survey with the parents (sum score on how often parents use several digital media for general child health and development), which was significant in the expected direction ($r=0.29, P<.01$). Second, we examined the difference in this correlation between the unidimensional and bifactor scores of the eHEALS and digital media use for general child health and development. The results indicated observably small changes in the correlation ($r_\Delta=0.02$), which was tested and was not significant ($r_{11}=0.37, P=.71$) for the eHEALS total sum score correlation with this substantive variable.

Discussion

The findings of this study support the usefulness of the eHEALS measure as a unidimensional index for further studies. Specifically, we found a strong general factor of the eHEALS across distinct sampling frames as well as adequate reliability. Furthermore, the IRT analyses indicated minimal distortion of the primary factor from ignoring potential multidimensionality, and subscale reliabilities were inadequate to recommend further usage.

With respect to the EFA, this study used a different methodology to add to the current discussion of the eHEALS factor structure. Norman and Skinner [9] and other researchers factorizing the eHEALS [17,35-37] used principal component analysis for data reduction, while we implemented factor analysis to identify underlying latent constructs [38]. Another issue with previous
analyses of the eHEALS is that the Likert scales were treated as continuous variables. In our analyses, we considered the ordinal structure of the eHEALS items using a polychoric correlation matrix when performing the EFA. Our results show the predominance of a single factor across both paper and online samples. Importantly, we also found no significant difference in the eHEALS total sum scores between the paper and online sampling frames. Unidimensionality assumptions were further tested using IRT analyses.

Given the construction and theorized application of eHEALS as a broad construct, our IRT analyses included a bifactor model. Consistent with previous IRT analyses, our findings indicated unidimensionality of the eHEALS [9,17,39]. Our findings also agree with the sampling-measurement interrelationship, such that our difficulty parameters were lower in our relatively young sample than the average. Further evidence from the comparison of the bifactor modeling of the primary factor suggested that the distortion from ignoring the potential multidimensionality in our multimodal sample was negligible. Furthermore, the empirical reliability after accounting for the general factor was inadequate to support future subscale use. Our results are not directly comparable to those from the original study by Soellner et al [16] in a German sample, since their results were not based on the IRT methodology. There is some agreement between the findings, given that two group factors were a better fit for the bifactor model than three group factors. These findings suggest two future applications for the German eHEALS. First, researchers may wish to pilot new items to expand subscales to achieve sufficient reliability. Second, researchers may wish to use a subset of items for purely unidimensional purposes. In the latter case, we refer readers to a potential core subset that could be comprised of the 5 items in Table 4 with item estimated common variances > .80. These are reported in Multimedia Appendix 2 with a preliminary differential item functioning analysis that indicated no bias of the items across paper and online samples.

In summary, the results support the broad but unidimensional factor structure of the German eHEALS. Our ordinal factor analysis supports the presence of a strong general factor. Furthermore, the item response theory analysis using bifactor models with one general factor and two or three group factors showed that the model with two group factors fitted better than the one with three factors. Comparing this bifactor model with two group factors with the unidimensional loadings did not suggest a substantial difference in primary loadings. Finally, we found no support for using eHEALS subscales.

The use of subscales in previous research [16,20,40] may underpin the recommendation to have 3 to 5 items per common factor. Although an advantage of the eHEALS might be its short length (only 8 items) from a methodological viewpoint, the factors may be underdetermined if the items were split into subscales [38]. Still, the benefit of different subdimensions of eHealth literacy would lie in the ability to identify possible areas of intervention. Conceptual models on general health literacy include the components of understanding, appraising, and applying health information [41]. For example, item 8 of the eHEALS “I feel confident in using information from the internet to make health decisions” could reflect the dimension of applying health information. As others have already indicated [22], to add further items to help discriminate components of eHealth literacy, we require a better understanding of the concepts study participants associate with particular eHEALS items. However, given that past findings have indicated a mixed number of factors underlying the eHEALS, researchers should carefully consider the overspecification value relative to the general stability. In this study, the unidimensional bifactor model of the eHEALS was stable across the two distinct samples (online and paper modes).

Limitations

This study has some limitations. Although the parents were asked about their own eHealth literacy, it is likely that the questions on child health prompted the parents to answer the eHEALS items from the perspective of child health. This would explain the parents’ reluctance to make decisions based on internet-based health information (item 8 of the eHEALS). Therefore, in comparison with studies on adult eHealth literacy, parental eHealth literacy might be lower. However, the high information needs of parents, especially right after birth, might have increased eHealth literacy simply through practice and experience. Regarding the sample characteristics, the generalizability of our findings might be limited by the fairly low response rate (769/842, 30%) and the uniquely high socioeconomic status.

Another limitation is that measurement invariance was not assessed in terms of the participants’ individual characteristics. For example, future studies could focus specifically on the generalizability by gender of our proposed unidimensional eHEALS. This was not the focus of the current study and will be addressed in further analyses. It is important, furthermore, for future researchers to consider the relevance of their samples when studying eHEALS measurement properties. This study aimed to extend the application of the eHEALS among new parents.

Conclusions

This study suggests that the German eHEALS possesses a broad, unidimensional factor structure among Swiss-German parents. Although the two samples differed with respect to participant characteristics such as age, education, and income, we failed to find a significant difference in the eHEALS total sum scores. The underrepresentation of participants of lower socioeconomic status, not only in our study but also in many other studies on digital health, warrants future studies to over-sample this population. We found similar factor structures and item properties irrespective of application mode. That is, the EFAs suggested a strong general factor. Finally, bifactor modeling did not outperform the unidimensional model, and subscales were unsupported because of low reliability. While using the total sum score is appropriate to assess eHealth literacy, further development and refinement of the eHEALS are proposed to address specific sub-domains of eHealth literacy. For any sample, practitioners should use only the eHEALS total score, and future research aiming to utilize subscales should expand the eHEALS item pool for empirical testing.
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Abstract

Background: Quality referrals to specialist care are key for prompt, optimal decisions about the management of patients with brain tumors.

Objective: This study aimed to determine the impact of introducing a Web-based, electronic referral (eReferral) system to a specialized neuro-oncology center, using a service-developed proforma, in terms of waiting times and information completeness.

Methods: We carried out a retrospective cohort study based on the review of medical records of referred adult patients, excluding follow-ups. Primary outcome measures were durations of three key phases within the referral pathway and completion rates of six referral fields.

Results: A total of 248 patients were referred to the specialist center during the study period. Median (IQR) diagnostic imaging to referral intervals were 3 (1-5) days with eReferrals, and 9 (4-19), 19 (14-49), and 8 (4-23) days with paper proforma, paper letter, and internal referrals, respectively (P<.001). Median (IQR) referral to multidisciplinary team decision intervals were 3 (2-7), 2 (1-3), 8 (2-24), and 3 (2-6) days respectively (P=.01). For patients having surgery, median (IQR) diagnostic imaging to surgery intervals were 28 (21-41), 34 (27-51), 104 (69-143), and 32 (15-89) days, respectively (P<.001). Proportions of complete fields differed significantly by referral type in all study fields (all with Ps <.001) except for details of presentation, which were present in all referrals. All study fields were always present in eReferrals, as these are compulsory for referral submission. Depending on the data field, level of completeness in the remaining referral types ranged within 69% (65/94) to 87% (82/94), 15% (3/20) to 65% (13/20), and 22% (8/41) to 63% (26/41) in paper proforma, paper letter, and internal referrals, respectively.

Conclusions: An electronic, Web-based, service-developed specific proforma for neuro-oncology referrals performs significantly better, with shorter waiting times and greater completeness of information than other referral types. A wider application of eReferrals is an important first step to streamlining specialist care pathways and providing excellent care.

International Registered Report Identifier (IRRID): RR2-10.2196/10.2196/15002

(J Med Internet Res 2020;22(3):e15002) doi:10.2196/15002
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Introduction

Background
Patients with suspected malignancies of the central nervous system (CNS) should be referred promptly to specialized neurosurgery centers following their initial diagnosis for deciding subsequent management [1]. The limitations of traditional referral methods, including verbal communications and referral letters, can potentially decrease the safety and efficiency of the referral process. Verbal communications can lead to low information retention by the receiver, and hand-written referral letters can be limited by illegibility, unreliable transmission, missing documentation, or incomplete information required to make appropriate decisions [2-4]. Although there are well-established referral pathways for elective and emergency referrals, there are less defined routes for nonelective referrals, especially when these arise from the emergency setting, which is the case for the majority of brain tumor presentations [5]. Moreover, patients with brain tumors and their carers often perceive that their referrals were delayed or they were not seen by the appropriate specialist in the first place [6,7].

Among the most effective proposed strategies to overcome the limitations of traditional referral methods are structured referral sheets or proformas [3,4]. Web-based integrated specialty electronic referrals (eReferrals) are a digital version of a referral system [8], through which referrals are sent securely in real time through the internet, making them instantly available to authorized users. These systems can make the process faster, safer, and easier to follow up, regardless of the health care organization or location of the referrer and receiver. This is particularly relevant in the context of referrals from emergency settings, where there is a high staff turnover and limited time available for nonemergency patient management.

Objectives
Since April 2016, the neurosurgery unit of 1 of the 16 regional neuroscience centers in England introduced an eReferral system for the referral of its neuro-oncology surgery adult patients for multidisciplinary team (MDT) discussion, as part of a digital quality improvement (QI) project. The aim of this study was to determine the impact of introducing this eReferral system, in terms of reduction of waiting times, that is, improvement of time efficiency, and completeness of the information provided within the referrals.

Methods

Neuro-Oncology Referrals and Setting
The study center provides neuro-oncology surgery specialist services for a core population of 3 million plus an extended catchment area of 2.6 million. Patients referred to the study center are adult patients aged 16 years and older, who have a suspected CNS tumor that could benefit from surgery, excluding skull base and spinal tumors (normally managed by a different MDT). Each referral is discussed during weekly MDT meetings, and surgically eligible patients are seen by the neuro-oncology surgery team in the next available clinic. The number of adult patients discussed during MDT meetings ranges within 80 to 120 per month, and approximately 10 to 25 are operated on monthly.

Before 2016, the standard route for nonelective, scheduled referrals to the MDT was fax, email, or post using unstructured letters or structured pro formas (jointly referred to as paper referrals). Since April 2016, an eReferral system was introduced to replace paper referrals. The eReferral form was developed with iterative multidisciplinary input, based on its preceding paper proforma and in line with national guidelines [1,9]. The form includes mainly mandatory closed fields and is hosted at the Outcome Registry Intervention and Operation Network (ORION), a secure, Web-based platform, for managing health care data in multiple institutions (Multimedia Appendices 1 and 2; Obex Technologies Ltd, Cambridge). Some fields include a predefined list of possible answers and others are contingent on answers to previous fields. eReferrals can only be submitted when all mandatory fields are completed, and after submission, they are automatically updated in the system and made available to the MDT office in real time. This feature helps to easily determine referral urgency in a timely manner and suitability for the neuro-oncology surgery MDT. Contact details of the referring teams are easily accessible in the eReferrals, making it straightforward to communicate about any outstanding investigations required before the MDT. Internal referrals within the study neuroscience center are mostly done using the electronic hospital records (EHRs) system directly.

Therefore, there were four referral types included in this study: eReferrals via ORION, paper-based referrals using the proforma or a free-text letter, and direct referrals through the EHR. The study period selected included 2 separate months, April and September, to account for seasonal variation of 2 consecutive years, 2016, when the QI project started, and 2017, when the QI project had been in place for over 1 year.

Study Design and Data Collection
This was a retrospective, cohort study based on the review of different types of medical records. All new adult patients discussed at all weekly MDT meetings during the study period were eligible. New patients included those who were seen for a new condition or a change in a previous pathology. Follow-up cases were excluded, as the discussion for these was usually arranged through internal processes rather than as a new referral.

Patients were identified from the MDT list and their National Health Service (NHS) or hospital numbers were used to link data from different data sources: ORION, EHR, and a national Picture Archiving and Communication System (PACS; Multimedia Appendix 3). ORION data were downloaded automatically from the platform. EHR and PACS data were manually extracted by 2 auditors using a prespecified data collection form. Data quality checks were performed by a
different auditor by rechecking data gathered against the original records.

The number and nature of calls or emails sent by referrers to the ORION software team about issues related to the use of the referral portal were obtained from application support logs provided by the software support team.

Data and Variables Definitions

Data collected included demographics and clinical data including performance status (PS) on referral, initial diagnosis at MDT, and eventual diagnosis following surgery or further investigations (if available); whether key data fields were included in the referral; and key dates within the referral pathway.

PS was based on the Eastern Cooperative Oncology Group/World Health Organization (WHO) PS levels [10]. Diagnoses were grouped depending on the type of tumor, gliomas being grouped into high-grade gliomas (HGGs; WHO grade III-IV) and low-grade gliomas (LGGs; WHO grade I-II). The six fields analyzed for completion rates were agreed by the service MDT as fields that should be included in an ideal referral form or letter based on national guidelines, and included PS, details of presentation, symptom duration, steroid treatment, previous malignancy, and staging computerized tomography (CT) [1]. Key dates extracted included date of earliest diagnostic imaging, defined as the date of the earliest CT or magnetic resonance imaging (MRI) scan available within the 6 months preceding the referral, referral date, and date of MDT decision, defined as the last MDT discussion. Durations of three key phases within the referral pathway were calculated using those dates: earliest diagnostic imaging to referral interval, referral to decision interval, and decision to surgery interval (if applicable).

Analyses

Data were summarized using relevant descriptive statistics. Continuous variables were compared by referral type, including subanalyses by diagnostic group, using the Kruskal-Wallis equality-of-populations rank test. Pearson chi-squared or Fisher exact test, as appropriate, were used for the comparison of proportions by referral type. Statistical significance was set at the 5% level.

Referral Epidemiology

The incidence of average monthly referrals was calculated using population estimates for mid-2016 from the Office for National Statistics [11]. A line chart was used to represent the evolution of the number of referrals per referral type over time. A colored map was created to depict differences in the average incidence of monthly referrals by subregion.

Referral Efficiency and Completeness

Durations of the three key phases of interest within the referral pathway and completion rates of each of the six key data fields under investigation were compared by referral type using the relevant statistical test.

Missing Data and Outliers

Entry errors were corrected during the data entry quality checks. Missing data were explored for possible trends but not imputed. Outliers were explored in depth, including potential data entry error identification.

This was a nonresearch, digital service QI project, registered as a service improvement program with the Institutional Clinical Audit Department, with project number PRN7723.

Results

Sample

There were 248 patients referred during the 4 months of the study period, with monthly numbers of patients discussed at each MDT meeting ranging from 53 to 72. Median (IQR) age was 66.4 (51.3-73.7) years, and the female-to-male ratio was 5:4. Most patients with reported PS had good WHO-PS levels of 0 (94/176, 53.4%) or 1 (48/176, 27.3%; Table 1). Most common MDT diagnostic groups were meningioma (49/245, 20.0%), metastasis (48/245, 19.6%), and HGG (47/245, 19.2%). In 14.3% (35/245) patients, the diagnosis given at the MDT meeting was lesion or mass. Eventual diagnosis was available for 32.7% (80/245) patients, of which 95% (75/79) followed a surgical or biopsy procedure. The distribution of these eventual diagnostic groups differed from that of initial MDT diagnostic groups (Table 1), and for some patients, eventual diagnosis differed from their initial MDT diagnosis (Table 2). Differences between the four referral systems in demographic and clinical data were not statistically significant (Table 1). Twelve percent (29/248) patients required one or more MDT rediscussions, with no statistically significant differences by referral source ($P=.53$). The main reasons for rediscussion were a request for further investigations locally (25, 86%).
Table 1. Characteristics of patients referred to the study neuroscience centers by referral type excluding unknown and unusual referral pathways.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Referral type</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electronic</td>
<td>Paper proforma</td>
</tr>
<tr>
<td>Patients, n</td>
<td>83</td>
<td>94</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>70 (56-76)</td>
<td>64 (52-72)</td>
</tr>
<tr>
<td>Female: male ratio</td>
<td>2:2</td>
<td>3:2</td>
</tr>
<tr>
<td>WHO&lt;sup&gt;c&lt;/sup&gt; PS&lt;sup&gt;d&lt;/sup&gt; on referral, n (%)&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS-0</td>
<td>42 (51)</td>
<td>42 (45)</td>
</tr>
<tr>
<td>PS-1</td>
<td>24 (29)</td>
<td>18 (19)</td>
</tr>
<tr>
<td>PS-2</td>
<td>8 (10)</td>
<td>9 (10)</td>
</tr>
<tr>
<td>PS-3</td>
<td>5 (6)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>PS-4</td>
<td>4 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not stated</td>
<td>0 (0)</td>
<td>19 (20)</td>
</tr>
</tbody>
</table>

Multidisciplinary team meeting diagnosis, n (%)<sup>f</sup>  

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Referral type</th>
<th>P value&lt;sup&gt;.09&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>16 (19)</td>
<td>19 (20)</td>
</tr>
<tr>
<td>HGG&lt;sup&gt;g&lt;/sup&gt; (WHO III-IV)</td>
<td>23 (28)</td>
<td>16 (17)</td>
</tr>
<tr>
<td>Metastasis</td>
<td>10 (12)</td>
<td>20 (21)</td>
</tr>
<tr>
<td>Lesion or mass&lt;sup&gt;h&lt;/sup&gt;</td>
<td>14 (17)</td>
<td>14 (15)</td>
</tr>
<tr>
<td>Other CNS&lt;sup&gt;i&lt;/sup&gt; tumor&lt;sup&gt;i&lt;/sup&gt;</td>
<td>5 (6)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Other nontumor lesion&lt;sup&gt;k&lt;/sup&gt;</td>
<td>6 (7)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>LGG (WHO I-II)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>1 (1)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>4 (5)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Spinal tumor</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Unknown or unclear</td>
<td>1 (1)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Missing/not stated</td>
<td>2 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neuro-oncology surgery</td>
<td>34 (41)</td>
<td>37 (39)</td>
</tr>
</tbody>
</table>

Eventual diagnosis after surgery or further investigations, n (%)<sup>.33</sup>  

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Referral type</th>
<th>P value&lt;sup&gt;.33&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGG (WHO III-IV)</td>
<td>14 (41)</td>
<td>13 (35)</td>
</tr>
<tr>
<td>Meningioma</td>
<td>2 (6)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>LGG (WHO I-II)</td>
<td>4 (12)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Metastasis</td>
<td>1 (3)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Other CNS tumor</td>
<td>2 (6)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Non-CNS tumor</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown or unclear</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Missing or not stated</td>
<td>10 (29)</td>
<td>8 (22)</td>
</tr>
</tbody>
</table>

<sup>a</sup>7 referrals initially done as emergency neurosurgery referrals and 3 cases with unknown referral source were excluded.

<sup>b</sup>Excluding cases with unknown or missing values.

<sup>c</sup>WHO: World Health Organization.

<sup>d</sup>PS: performance status.

<sup>e</sup>Eastern Cooperative Oncology Group/WHO performance status levels.

<sup>f</sup>Multidisciplinary team diagnosis: initial/suspected diagnosis following multidisciplinary team meeting discussion.

<sup>g</sup>HGG: high-grade glioma.

<sup>h</sup>Diagnoses included lesion/s or mass, with or without location mentioned.
CNS: central nervous system.

Diagnoses included tumor, neoplasm, glioma, ependymoma, dermoid, craniopharyngioma, medulloblastoma, or schwannoma.

Diagnoses included cyst, demyelination, bleed, infarct, abscess, inflammatory, fungal, and herpes.

LGG: low-grade glioma.

Table 2. Distribution (number and percentage) of eventual diagnostic groups after surgery in each initial multidisciplinary team meeting diagnostic group among patients who had surgery.

<table>
<thead>
<tr>
<th>Eventual diagnosis, n (%)</th>
<th>Initial multidisciplinary team diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High-grade glioma</strong></td>
<td>20 (65)</td>
</tr>
<tr>
<td>Low-grade glioma</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Lymph</td>
<td>3 (75)</td>
</tr>
<tr>
<td>Meningioma</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Metastasis</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other central nervous system tumor</td>
<td>3 (43)</td>
</tr>
<tr>
<td>Other nontumor lesion</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Lesion or mass</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Unknown or unclear</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Italicized figures represent cases whose final diagnosis was the same as the initial MDT suspected diagnosis.

Referral Epidemiology

During the study period, the use of eReferrals increased since their introduction from 6 (10%) to 29 (55%) referrals per month, whereas monthly paper referrals, with or without proforma, decreased from 47 (77%) to 9 (17%). Internal referrals remained constantly lower than eReferrals, with monthly referrals ranging from 7 (12%) to 15 (21%; Figure 1). In addition, 7 patients had nonstandard referrals (initially referred to as neurosurgical emergencies and usually followed by an appropriate electronic neuro-oncology referral), and 3 patients had an unknown referral source. Most referring centers were district general hospitals (193, 77.8%), followed by referrals within the study neuroscience center (38, 15.3%) and general practice (GP) and private centers (17, 6.9%). These percentages were very similar over time (P=.87; Figure 1).

Most referrals (222, 89.5%) were of patients residing within the catchment area of the study center. Within this catchment area, the average incidence of monthly referrals ranged from 0.3 (from North Essex) to 0.6 (from Cambridgeshire) referrals per 100,000 person-months (Figure 2).

![Figure 1](https://www.jmir.org/2020/3/e15002/figure1.png)  
**Figure 1.** Number of monthly referrals per referral type (top line chart) and distribution of monthly referrals by referrer (bottom table) overtime, in April and September of 2016 and 2017. Patients with nonstandard (initially done as emergency neurosurgery referrals) or unknown referral source are not plotted (n=10). Internal refers to intrahospital referrals within the study center using the hospital’s electronic records system. CH: community hospital; A&E: accidents and emergencies department of the study center; GP: general practice.
Date of diagnostic imaging was missing in 36 (15%) patients, from all referral types, and for 4 (2%) patients the only available imaging occurred between referral and MDT discussion. Pre-MDT diagnostic imaging types included CT scan (125, 61.0%), MRI (72, 35.1%), or both CT and MRI scans on the same day (8, 3.9%). By referral type, MRI scans (with or without CT on the same day) were more common in paper letter referrals (12, 67%) than in the remaining referral types, including eReferrals (24, 34%), paper proforma (32, 42%), and internal referrals (12, 30%; \( P = .05 \)).

**Referral Quality**

**Referral Efficiency**

eReferrals had the shortest diagnostic imaging to-referral intervals and were, on average, 6, 16, and 5 days quicker than paper proforma, paper letter, and internal referrals, respectively (Figure 3). There was a wide variability in these intervals in all referral types with the exception of eReferrals, which were more consistent (Figure 3). In 2 patients (1 with eReferral and 1 with paper proforma referral) the interval was over 6 months, so they were considered as cases whose first diagnostic scan was missing. In all, 11 patients, from all referral types, had unexpectedly large imaging to referral intervals of 2 to 6 months. MDT diagnoses for these were mostly meningiomas (n=6, 54%) or lesion or mass (n=2, 18%), and there was 1 patient with HGG. The latter was a patient referred with a paper letter whose earliest imaging was followed by a second scan about 2 months later.

Referral to decision intervals were similar among eReferrals, paper proforma, and internal referrals, with median intervals of 2 to 3 days (Figure 3), whereas paper letter referrals were 5 to 6 days slower on average. Furthermore, 7 patients had unexpectedly large referral-to-decision intervals of over 1 month. Most of these had been referred with a paper letter (4/7, 57%) but also with paper proforma or eReferral. Diagnoses for these patients were mainly lesion or mass (3/7, 43%) or unknown, unclear, or missing (2/7, 29%), none were HGG or metastasis and most were cases that required further information or investigations followed by a rediscussion (5/7, 71%).

Among the 97 patients who would eventually have surgery, decision to surgery intervals did not differ significantly by referral type (Figure 3). In all, 5 patients, from all referral types, had unexpectedly large decision to surgery intervals of more than 3 months. Most of these had a diagnosis of meningioma (3, 60%), and none of them had HGG or metastasis.

A graphical representation of the sum of the median intervals at each referral pathway phase is provided in Figure 4.

Including all phases, diagnostic imaging to surgery intervals (where applicable) had median (IQR) values of 28 (21-41), 34 (27-51), 104 (69-143), and 32 (15-89) days among eReferrals, paper proforma, paper letter, and internal referrals, respectively (\( P < .001 \)). In patients with HGGs, those values were 30 (21-41), 28 (21-33), and 37 (33-40) days in eReferrals, paper proforma, and paper letter referrals, respectively, and 85 days in the only internal referral of HGG (\( P = .32 \)). There was no unexpectedly large diagnostic imaging to surgery interval of more than 6 months.

Subanalyses by diagnostic group (when methodologically plausible) showed that differences in diagnostic imaging to referral time remained statistically significant in all groups except meningiomas. Referral to decision time differences remained statistically significant among patients with HGGs. Subanalyses by group of month and year of MDT discussion, in each of the referral types, showed that there was no time trend in any of the time intervals of interest, which did not differ significantly by month-year group.
Figure 3. Duration of each phase of the referral pathway, during the 4 months of the study period (April and September of 2016 and 2017). Time from imaging to referral excludes 36 patients with missing date of diagnostic imaging, 4 patients with their imaging carried out after their referral, and 2 patients whose available imaging was older than 6 months before the referral. Values outside the whiskers (more than 1.5 times the IQR from the upper and lower quartiles, respectively) are not plotted. Patients with nonstandard (initially done as emergency neurosurgery referrals) or unknown referral source are not plotted (n=10). Internal refers to intrahospital referrals within the study center using the hospital’s electronic records system.

<table>
<thead>
<tr>
<th>Phase</th>
<th>N</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>From imaging to referral</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic</td>
<td>68</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td>Paper proforma</td>
<td>76</td>
<td>9 (4-19)</td>
</tr>
<tr>
<td>Paper letter</td>
<td>15</td>
<td>19 (14-49)</td>
</tr>
<tr>
<td>Internal</td>
<td>40</td>
<td>8 (4-23)</td>
</tr>
<tr>
<td>From referral to decision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic</td>
<td>83</td>
<td>3 (2-7)</td>
</tr>
<tr>
<td>Paper proforma</td>
<td>94</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>Paper letter</td>
<td>20</td>
<td>8 (2-24)</td>
</tr>
<tr>
<td>Internal</td>
<td>41</td>
<td>3 (2-6)</td>
</tr>
<tr>
<td>From decision to surgery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic</td>
<td>34</td>
<td>21 (14-32)</td>
</tr>
<tr>
<td>Paper proforma</td>
<td>37</td>
<td>22 (15-32)</td>
</tr>
<tr>
<td>Paper letter</td>
<td>9</td>
<td>55 (25-78)</td>
</tr>
<tr>
<td>Internal</td>
<td>13</td>
<td>19 (7-33)</td>
</tr>
</tbody>
</table>

P<.001  
P=.01  
P=.11
**Figure 4.** Median interval times of each referral phase, by referral type, during the 4 months of the study period (April and September of 2016 and 2017). Patients with nonstandard (initially done as emergency neurosurgery referrals) or unknown referral source are not plotted (n=10). (A) Including all patients; (B) including only patients with high-grade glioma, World Health Organization grading III-IV. WHO: World Health Organization.

**Referral Completeness**

The proportion of complete fields differed significantly by referral type in all fields of interest (all with \(P < .001\)) except for details of presentation, which were included in all referrals, regardless of the referral source (Table 3). As expected, eReferrals had all the study fields of interest completed for 100% (n=83) of the referrals, as these were compulsory for submission. In paper proforma referrals, the percentages of complete fields ranged within 69% (65/94) to 87% (82/94), depending on the field. In the remaining referral types, these percentages showed a broader variation, ranging from between 15% (3/20) and 22% (9/41) in the staging CT field to between 63% (26/41) and 65% (13/20) in the symptom duration field (Table 3).

When looking at each diagnostic group separately, the difference in the proportion of referrals reporting each field remained statistically significant for most fields (with a few exceptions): PS in all diagnostic groups except lymphoma; symptom duration in meningiomas, metastasis, and *other CNS tumors*; previous malignancy in metastasis and *other CNS tumors*; and in LGGs, the only field with differing reporting proportions by referral type was symptom duration.

For the 10 patients with unusual or unknown referral pathways, the median (IQR) diagnostic imaging to referral, referral to decision, and decision to surgery intervals were 4 (0-12), 2 (1-2), and 5 (3-15) days, respectively. The level of referral completeness in this group varied by the specific field considered, ranging from 20% referrals with the staging CT recorded to 100% referrals with details of presentation reported.
In 2017, for a total of 675 neuro-oncology surgery eReferrals carried out in the study neuroscience center, the ORION software support team received 27 calls or emails from referrers about any issues related to the use of the software, representing a maximum of 4.1% referrals requiring some type of software support. The majority of them were resolved within less than 5 min (77%) or 5 to 10 min (17%), and the nature of these calls varied, the most common ones being issues with making a new or reactivating an existing account (40%) and user errors in data entering (27%).

**Electronic Referral Software Issues**

In 2017, for a total of 675 neuro-oncology surgery eReferrals as compared with paper letter referrals, which are more specific than CT scans, were actually used more often in paper referrals than in the other types of referral. Similarly, Chen et al found that their eReferral system to different types of specialties halved the average waiting time for an initial consultative visit within 1 year, resulting in a safer and more time-efficient service [8]. A national report from Denmark found eReferrals to be faster to make and process, resulting in 15% to 30% cost savings [14].

As a form of paper referral, paper proforma referrals were also slower than eReferrals. Nonetheless, they were considerably faster than paper letter referrals, showing the usefulness of proformas to not only improve referral completeness but also to speed up the referral process.

The slower referral pathway of intra-hospital internal referrals as compared with eReferrals could be explained by cases being initially admitted under neurosurgery and subsequently referred to the MDT.

Some of the differences in the referral intervals may have been affected by more patients having more urgent diagnoses among eReferrals and internal referrals. Although not statistically significant, the proportions of patients with HGG and metastasis were higher among eReferrals and internal referrals, respectively, and the only 4 patients with WHO-PS of 4 were referred with the eReferral system.

The time interval from diagnostic scan to a referral being received by the MDT team was 16 days shorter, on average, with eReferrals than with paper letters. This may reflect the larger and number of steps usually involved in the latter [14], whereas eReferrals in our study may just involve 2 to 4 steps, including opening ORION’s platform, creating a referrer ID (first users only), and completing and submitting the Web-based referral form. Moreover, in 2017, only about 4% of the eReferrals required some type of software support by referrers, indicating that the system was easy to use for the majority of users. In addition, the eReferral form in our study has mainly closed fields that can be answered with a single click (Multimedia Appendix 2), making its completion quicker and more straight forward than free-text letters. Furthermore, the type of diagnostic scan triggering the referral should have not affected these differences, as MRI scans, which are more specific than CT scans, were actually used more often in paper referrals than in the other types of referral. Similarly, Chen et al found that their eReferral system to different types of specialties halved the average waiting time for an initial consultative visit within 1 year, resulting in a safer and more time-efficient service [8]. A national report from Denmark found eReferrals to be faster to make and process, resulting in 15% to 30% cost savings [14].

As a form of paper referral, paper proforma referrals were also slower than eReferrals. Nonetheless, they were considerably faster than paper letter referrals, showing the usefulness of proformas to not only improve referral completeness but also to speed up the referral process.

The slower referral pathway of intra-hospital internal referrals compared with eReferrals could be explained by cases being initially admitted under neurosurgery and subsequently referred to the MDT.

Some of the differences in the referral intervals may have been affected by more patients having more urgent diagnoses among eReferrals and internal referrals. Although not statistically significant, the proportions of patients with HGG and metastasis were higher among eReferrals and internal referrals, respectively, and the only 4 patients with WHO-PS of 4 were referred with the eReferral system.

Referral to decision intervals were also significantly longer among paper referrals, followed by eReferrals and internal referrals. This may be related to the lower completion rates in paper letter referrals, which could have made decisions more difficult.

In patients who had surgery, overall diagnostic imaging to surgery intervals were similar in all referral types, except for paper letters, where these intervals were about 3 to 4 times higher. In patients with HGGs who had surgery, paper letters were still the most inefficient, with median diagnostic imaging to surgery intervals being 7 to 9 days longer with this method. These differences identified can be a great concern in terms of
the effectiveness and safety of the surgical management, especially of patients with the most aggressive and fast-growing CNS tumors. For patients with glioblastoma multiforme, the commonest HGG, tumor growth rates have been estimated at median values of 1.4% per day between the first diagnostic scan and the presurgical scan [15]. This means that, while patients with glioblastoma wait to be operated, their lesion could increase about 10% to 13% more if they are referred with traditional paper letters than if they are referred with the other referral types. Conversely, once a final MDT decision was made, the decision to surgery interval did not differ significantly by referral type, including patients with HGGs where decision to surgery intervals were 19 to 22 days in all referral types (Figure 4). This indicates that once a suspected diagnosis and potential management plan are proposed, the referral type would have not affected waiting times, and therefore, it is the intervals before referral and MDT meeting that can be affected by the referral route.

The 7 patients who had a nonstandard route of referral were usually patients who were transferred as neurosurgical emergencies before an MDT meeting. This may explain the similar diagnostic imaging to referral and referral to decision intervals, but shorter decision to surgery intervals on average. Outlying and unexpectedly large referral intervals occurred in all referral types, which may indicate that they were not necessarily caused by the referral type only, but probably by a number of other factors. In diagnostic imaging to referral and decision to surgery intervals, these occurred mainly in patients with meningioma, in proportions that were much higher than in the overall sample, which may reflect the often-benign character and lower urgency of these cases [16,17]. In referral to decision intervals, most unexpectedly large intervals were of diagnostically inconclusive cases (ie, the diagnosis was lesion or mass or unknown or missing), which required further information or investigations followed by a rediscussion. In addition, they had been mostly referred with paper letters, which could indicate that their lower completeness found in this study made it less straightforward to make a decision.

The eReferral system also had a positive impact in making the preparation for the MDT shorter and easier. Triaging patients, or contacting referrers about outstanding investigations, became faster and simpler, as all information necessary for this was accessible electronically from the eReferral list. The real-time nature of the electronic system allowed the inclusion of patients referred up to 2 hours before the MDT, thus potentially accommodating last-minute additions that would have had to wait for a further week before discussion. Moreover, the electronic patient list generated for the MDT removed the need to prepare this manually. This means that eReferrals led to a decrease in the time and number of tasks needed for MDT preparation, which gave nurse specialists, and other professionals, more time to spend with other clinical tasks, while preserving an optimal MDT preparation process.

**Referral Completeness**

It is paramount to have all necessary imaging before the MDT discussion to allow for appropriate decisions and avoid delays in treatment of brain tumors [1]. The use of structured referral sheets can improve the quality of referrals by ensuring that necessary prereferral examinations and investigations are completed before a referral [3]. Implementing such proformas electronically allowed the team to designate compulsory and fixed-option fields with appropriate validation, therefore, improving referral completeness and accuracy. In addition, the electronic format helped reducing the risks of illegibility or repeated information [2,3]. Paper proforma referrals in our study also performed well, with each field being present in 69% to 100% referrals, depending on the field, thus confirming the positive impact of using proformas, even in paper format. Conversely, key fields in unstructured paper letters were present in 35% cases or less. Such level of incompleteness in referral letters can lead to poorer decisions by referrers but also to longer referral pathways, as suggested by our findings that paper letter referrals had significantly longer referral to decision intervals, possibly because of specialists needing more time to gather all necessary information.

Similar findings have been reported in emergency neurosurgery referrals, where information in paper referrals was often missing, whereas Web-based referrals were 100% complete [2]. eReferrals have also been found to perform better in dermatology at recording identifiers and medication prescribed, although they were more incomplete than paper referrals in a number of key clinical fields [18], highlighting the value of structured eReferrals with mandatory fields.

Details of presentation was the only study-prespecified key data field that was present in all referrals, regardless of the referral type, which was not surprising as this is an essential piece of information in any medical referral.

Intrahospital internal referrals also performed poorly in terms of their level of completeness. These referrals do not have a customized proforma, and, as patients are already in the hospitals’ EHR, referrers may make shorter or more incomplete referrals, maybe assuming that all the necessary information is already in the system and can be found if needed. This reinforces the need for customizing form fields to the specific referral process.

We also found that almost 90% of referrals were directly followed by a final management decision at the MDT, without the need for rediscussions, with this proportion being similar in all referral types. This figure is higher than those reported in a large US study, where the percentage of referrals immediately scheduled without any back and forth between specialist and requesting providers was 58.4% for oncology referrals and 57.7% for neurosurgery referrals [19]. This could be related to the involvement in the study center of an MDT of professionals with diverse clinical backgrounds and the virtual participation of specialists from referring hospitals, which can avoid a great proportion of rediscussions at a different MDT meeting.

**Uptake of Electronic Referrals**

Since their introduction, the use of eReferrals to the study center rose steadily, and in the last month of the study period, eReferrals represented more than half of all referrals. These proportions of referrals done electronically are similar or higher than those found in similar projects in other health care settings.
[12,14,20], indicating the welcoming of our project by community hospitals and GPs. In addition, the distribution of referrer types remained very similar over time, indicating a low risk of provider characteristics having affected the eReferral uptake. A positive attitude of GPs toward eReferrals and health information technology systems have been shown in previous large surveys and interviews [21-23]. This has been found to be driven by referrers’ realization that eReferral systems can improve access to specialty care, and there is better appointment tracking and improved communication between referrer and specialty care providers [23,24]. In addition, eReferrals in our project keep referrers informed about the outcome of the referral and MDT discussion, the lack of which has been identified as a limitation of other eReferral systems [23].

Conversely, paper referrals were still used in our study, even a year after introduction of the eReferral system. This could be related to the fact that brain tumor patients are often diagnosed as emergencies by nonspecialist clinicians who may not be familiar with the electronic referral process. Furthermore, paper proformas remain the method of referral to the neuro-oncology MDT for the majority of UK neuroscience centers, which most referrers will be familiar with. Nonetheless, this study was carried out over the course of 18 months and the possibility that the system may not have yet achieved a steady state where it is operating at full potential cannot be discarded. There is evidence that resistance may arise among referrers on the use of eReferrals [13], often related to lack of developed skills or motivation around the use of technology, and unawareness of the benefits of the technology [25]. It is important that the project design involves both referrers and accepting specialty centers and it reflects the local context and addresses local barriers [3,25,26]. The electronic system for eReferrals must be disease specific and purposively developed and tailored to the needs and context of the health care setting [27]. In our study, the eReferral system implemented was designed and implemented following evidence- and experience-based recommendations for the effectiveness improvement of electronic referral communications [28]. This includes the system-collaborative development by and for the professionals who benefit directly from the system, the use of a proforma with both structured and free-text fields, the inclusion of compulsory fields such as the referral reason, and the system capabilities of being used as electronic consultation and of providing referral status tracking and feedback to referrers [27,28]. In addition, regular feedback is gathered from users by the developers, to adapt and improve the software solution based on this, which is key for a successful integration of the system too [3,26,28].

The regional variation identified in our study within the East of England was characterized by a lower monthly incidence of referrals coming from the three most southern regions. These regions are closer to London, which may have led to some cases being referred to other specialist neuroscience centers in London.

Methodological Considerations

A number of meningiomas in our study center are not discussed as new cases but only considered as follow-ups later on, and therefore, these are underrepresented in our sample. Consequently, the distribution of diagnostic groups in our study do not reflect their reported epidemiology at the population level in similar countries [29-31].

The lower subsample size of paper letter referrals could have affected the magnitude of the differences identified. Given this, and the great variability in the study intervals identified, a future study involving a larger sample, with at least 5 patients per diagnostic group per referral type is warranted if the aim is to examine differences by tumor type.

Conclusions

Referrals to a specialist neuroscience center, using a service-developed specific proforma, perform significantly better, in terms of time from diagnosis to referral and specialist decision, and completeness of the information provided, than free-text letters. Electronic proformas perform even better than paper proformas, through an easily accessible and structured Web form including mandatory and fixed-option fields. Complete referrals ensure that specialists receive essential information for them to be able to make optimal informed decisions about a referral and are associated with faster decisions after referrals. Faster referrals mean that time to treatment is notably shorter, thus reducing the risk of disease progression. A wider application of eReferrals within cancer services and beyond is an important first step to streamlining specialist care pathways and providing excellent care.
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Abstract

Background: When users of electronic medical records (EMRs) are presented with large numbers of irrelevant computerized alerts, they experience alert fatigue, begin to ignore alert information, and override alerts without processing or heeding alert recommendations. Anecdotally, doctors at our study site were dissatisfied with the medication-related alerts being generated, both in terms of volume being experienced and clinical relevance.

Objective: This study aimed to involve end users in the redesign of medication-related alerts in a hospital EMR, 4 years post implementation.

Methods: This work was undertaken at a private not-for-profit teaching hospital in Sydney, Australia. Since EMR implementation in 2015, the organization elected to implement all medication-related alert types available in the system for prescribers: allergy and intolerance alerts, therapeutic duplication alerts, pregnancy alerts, and drug-drug interaction alerts. The EMR included no medication administration alerts for nurses. To obtain feedback on current alerts and suggestions for redesign, a Web-based survey was distributed to all doctors and nurses at the site via hospital mailing lists.

Results: Despite a general dissatisfaction with alerts, very few end users completed the survey. In total, only 3.37% (36/1066) of doctors and 14.5% (60/411) of nurses took part. Approximately 90% (30/33) of doctors who responded held the view that too many alerts were triggered in the EMR. Doctors suggested that most alerts be removed and that alerts be more specific and less sensitive. In contrast, 97% (58/60) of the nurse respondents indicated that they would like to receive medication administration alerts in the EMR. Most nurses indicated that they would like to receive all the alert types available at all severity levels.

Conclusions: Attempting to engage with end users several years post implementation was challenging. Involving users so late in the implementation process may lead to clinicians viewing the provision of feedback to be futile. Seeking user feedback on usefulness, volume, and design of alerts is extremely valuable; however, we suggest this is undertaken early, preferably before system implementation.

(J Med Internet Res 2020;22(3):e14855) doi:10.2196/14855
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Introduction

Many studies have shown that medication-related computerized alerts embedded in hospital electronic medical records (EMRs) can result in significant changes to prescriber behavior [1]. For example, introduction of dosing alerts for psychotropic medications in a US tertiary hospital led to an increase in the prescription of recommended daily doses from 19% to 29% and...
a reduction in the incidence of tenfold dosing errors from 5% to 3% [2]. However, studies have also shown that computerized alerts can have no impact or a negative impact on prescribing [1]. One of the main factors hampering alert effectiveness is alert overload. When users are presented with large numbers of irrelevant alerts, they experience alert fatigue [3], begin to ignore alert information [4], and override alerts (ie, click past the alert window) without processing or heeding alert recommendations [5].

Despite international efforts to improve medication-related alerts, alert override rates remain as high as they were over a decade ago [6]. Alert fatigue appears to be a widespread problem for users of EMRs, but there is limited evidence available on what constitutes a tolerable volume of irrelevant alerts for prescribers [7,8]. How many is too many before alert fatigue sets in? With no answer to this question, many hospitals have chosen to enable the main decision support alerts available in their EMR, including drug-drug interaction, allergy, and dose range alerts, with some also implementing pregnancy and therapeutic duplication warnings [9]. Our site was one such hospital, implementing all available medication-related alert types for prescribers.

In this study, we describe an attempt that was made to involve end users in the redesign of medication-related alerts several years post implementation. Anecdotally, via informal discussions with doctors, we learned that doctors were dissatisfied with the alerts being generated, both in terms of volume being experienced and clinical relevance. We administered a Web-based survey to doctors and nurses to more systematically capture their views of medication-related alerts embedded in the hospital EMR and their suggestions for redesign.

**Methods**

**Context**
This work was undertaken at a private not-for-profit teaching hospital, with approximately 150 beds, in Sydney, Australia. In 2015, the hospital implemented a single EMR in all wards and areas of the hospital. Before EMR implementation, a suite of fragmented clinical information systems was in place (an intensive care unit system, a general ward system, a medication management system, and a patient administration system). The single EMR was introduced to better support integration of care and to ensure efficient and effective delivery of health services. With respect to medication management, the system allowed prescribing, pharmacy review, and medication administration.

**Implementation of Medication-Related Alerts**
A core group of clinicians and administrative staff (information technology and billing) were consulted before EMR implementation, which included mainly heads of departments and units. Since EMR implementation, the organization elected to implement all medication-related alert types available in the system for prescribers: allergy and intolerance alerts, therapeutic duplication alerts, pregnancy alerts, and drug-drug interaction alerts. Not long after implementation, the alert configuration was changed so that only alerts classified as severe were displayed to doctors. All alerts were interruptive, appearing in an alert window that prevented prescribers from continuing with their orders until alerts were acknowledged. This could be done by selecting an override reason from a drop-down menu that appeared at the top of the alert screen (see Figure 1). The EMR included no medication administration alerts for nurses.

**Figure 1.** An example showing two alerts that have been triggered simultaneously, an allergy alert and a drug-drug interaction alert.

**User Engagement: Web-Based Survey**
A Web-based survey was distributed to all doctors (n=1066) and nurses (n=411) at the site via hospital mailing lists (see Multimedia Appendix 1). Participation in the survey was voluntary, and no reimbursement was provided for participation. The survey was codeveloped with key stakeholders (researchers, doctors, nurses, pharmacists, and implementation staff) and comprised some basic demographic questions, questions on the current alerts in the system (for prescribers), and questions on preferences for changes to the system (for prescribers and nurses)—see Multimedia Appendices 2 and 3. Following distribution of the survey, a single reminder was sent out after 2 weeks. The survey was closed after 1 month.

**Data Analysis**
Descriptive statistics were used for analysis of quantitative data. A general inductive approach was used for analysis of qualitative responses. Responses to free-text questions were reviewed independently by 2 researchers (WZ and BD) who came together...
to reach a consensus on key themes related to current alerts and redesign recommendations.

Ethics approval was obtained from the hospital’s human research ethics committee (reference number 5201833414318).

**Results**

**Survey Respondents and Response Rate**

In total, 36 doctors and 60 nurses responded to the survey, representing a response rate of 3.37% (36/1066) and 14.5% (60/411), respectively (see Table 1).

<p>| Table 1. Characteristics of 36 doctors and 60 nurses that responded to the survey. (Not all participants responded to all questions). |</p>
<table>
<thead>
<tr>
<th>Respondents</th>
<th>Respondents who responded to the question, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prescribers</strong></td>
<td></td>
</tr>
<tr>
<td>Roles</td>
<td></td>
</tr>
<tr>
<td>Accredited practitioner—anesthetics</td>
<td>23 (64)</td>
</tr>
<tr>
<td>Accredited practitioner—medical</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Accredited practitioner—surgical</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Registrar</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Intern</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Days per week working at hospital</td>
<td></td>
</tr>
<tr>
<td>Less than 2</td>
<td>23 (64)</td>
</tr>
<tr>
<td>2-3</td>
<td>7 (19)</td>
</tr>
<tr>
<td>4-5</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Setting of EMR&lt;sup&gt;a&lt;/sup&gt; use</td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Outpatient</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Frequency with which they prescribe in EMR</td>
<td></td>
</tr>
<tr>
<td>Multiple times a day</td>
<td>27 (75)</td>
</tr>
<tr>
<td>Once in the day</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Only on some days</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Rarely</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Experience using other EMR systems</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (55)</td>
</tr>
<tr>
<td>No</td>
<td>15 (45)</td>
</tr>
<tr>
<td><strong>Nurses</strong></td>
<td></td>
</tr>
<tr>
<td>Roles</td>
<td></td>
</tr>
<tr>
<td>Registered nurse</td>
<td>57 (95)</td>
</tr>
<tr>
<td>Endorsed enrolled nurse</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Days per week working at hospital</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>5 (8)</td>
</tr>
<tr>
<td>3-4</td>
<td>23 (38)</td>
</tr>
<tr>
<td>5-6</td>
<td>32 (53)</td>
</tr>
<tr>
<td>Experience using other EMR systems</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (41)</td>
</tr>
<tr>
<td>No</td>
<td>35 (59)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMR: electronic medical record.
Some respondents indicated that they were pleased the evaluation was being done:

> Thank you for doing something to fix this. Please involve clinicians. [#02]

However, on the whole, most doctors appeared highly dissatisfied with the EMR in general and made sarcastic or sweeping comments about the system in the free-text boxes of the survey. For example, a doctor said:

> The whole system is user unfriendly, please do not give it another band-aid. [#21]

### Findings Related to the Volume of Alerts Being Triggered in the Electronic Medical Record for Doctors

As shown in Table 2, approximately 90% (30/33) of doctors who responded held the view that too many alerts were triggered in the EMR, and only 9% (3/33) doctors indicated that the number of alerts was right.

When asked to indicate how frequently they read the alerts, responses were mixed, as shown in Table 3. The free-text responses received in response to the question “I only read the alerts in the EMR when...” reflected this variability. Examples from doctors included:

> Severe alert fatigue—I now disregard all XX (EMR) alerts and check my own prescribing as I would have done when medication charts were on paper. [#16]

> I scan them very quickly, but don’t read them fully. It’s almost impossible to prescribe in XX (the EMR) without creating alerts—so they don’t really “alert” me. [#13]

> I always read them. [#11]

<table>
<thead>
<tr>
<th>Table 2. Doctors’ views on the current alert burden in the electronic medical record (N=33 responses).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response option</td>
</tr>
<tr>
<td>Far too many alerts, most need to be removed</td>
</tr>
<tr>
<td>Too many alerts, some need to be removed</td>
</tr>
<tr>
<td>About the right number of alerts</td>
</tr>
<tr>
<td>Too few alerts, some need to be added</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Frequency with which doctors reported that they read alerts in the electronic medical record.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response option</td>
</tr>
<tr>
<td>Never</td>
</tr>
<tr>
<td>Rarely</td>
</tr>
<tr>
<td>Sometimes</td>
</tr>
<tr>
<td>Often</td>
</tr>
<tr>
<td>Always</td>
</tr>
</tbody>
</table>

### Findings Related to the Usefulness of Each Alert Type for Doctors

When asked to rate each alert type on a Likert scale of usefulness, allergy and intolerances alerts were rated most positively. As shown in Table 4, these alerts were viewed to be sometimes useful by approximately half of the doctors in the survey. The other alert types were rated as never or rarely useful by the majority of doctors. When asked to indicate which alert type was the most useful, 60% (20/33) doctors selected allergy and intolerances alerts, and 24% (8/33) indicated that none of the alerts were useful.

Interestingly, when asked which of the alert types they would remove from the EMR (with more than one option possible), approximately half of the doctors (17/36, 47%) indicated that they would remove therapeutic duplication alerts, pregnancy alerts, and drug interaction alerts. In addition, 19% (7/36) also indicated that they would remove allergy and intolerance alerts.

<table>
<thead>
<tr>
<th>Table 4. Doctors’ views on alert usefulness.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response option</td>
</tr>
<tr>
<td>Allergy and intolerances alert</td>
</tr>
<tr>
<td>Therapeutic duplication alert</td>
</tr>
<tr>
<td>Pregnancy alert</td>
</tr>
<tr>
<td>Generic drug interaction alert</td>
</tr>
</tbody>
</table>
Doctors’ and Nurses’ Preferences for Changes to the Alerting System

Nurses did not receive medication administration alerts in the EMR; however, 97% (58/60) of the nurse respondents indicated that they should. When asked what types of alerts nurses should receive, most nurses selected all the alert types available to the doctors. Other suggested alert types included alerts for stat orders, overdue medications, blood thinning medications, dose alerts, and alerts warning when a nursing intervention was required (eg, digoxin).

When asked to indicate what alert severity level or levels should be included in the EMR, nurses and doctors expressed very different views. As shown in Table 5, nurses were more open to receiving alerts of all severities.

<table>
<thead>
<tr>
<th>Response option</th>
<th>Frequency of doctors who responded to the question, n (%</th>
<th>Frequency of nurses who responded to the question, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only severe alerts</td>
<td>12 (36)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Severe and moderate alerts</td>
<td>20 (61)</td>
<td>19 (33)</td>
</tr>
<tr>
<td>All alerts, including minor alerts</td>
<td>1 (3)</td>
<td>38 (66)</td>
</tr>
</tbody>
</table>

In response to a request for suggested changes to the alerts in the EMR, the most frequent response from doctors was to reduce alert numbers primarily by making the alerts more relevant. For example, doctors said:

Too many for too many trivial issues. [#41]
Real ones need to be more prominent. All the silly ones need to go. [#02]
Many of the alerts are theoretical and are ignored in our everyday practice. [#17]
Hard to tell which ones are useful and which ones are not...You are more likely to miss important alerts if you are bombarded with too many insignificant alerts. [#24]

Other common suggestions from doctor respondents were related to alert design. Current alerts were described as not user friendly, and doctors suggested using color coding to highlight the type or severity of alerts and suggested making alert content more concise:

Perhaps they could be color coded e.g. the severe ones and e.g. multiple opioid prescribing alert be large and red, moderate orange, minor orange and smaller. The blue color is very neutral. [#20]

This was consistent with what nurses viewed to be characteristic of a well-designed alert:

Brief but adequate information, highlighted (font and color). [#11]
As simple as it can be. [#28]

Some nurses also described what they believed to be the ideal content to be included in an alert screen. For example:

Alert specifies the issue clearly. Specifies the action required. The alert can be dismissed easily where appropriate. Contains the problem: e.g. duplicate drug. [#5]

An alert that states: “ALERT,” not wordy but precise description of alert. An alert that is easy to understand. [#41]

Discussion

Summary of Key Findings From the Survey

With respect to the current alerts in the EMR, prescribers reported that too many alerts were being triggered and that most alerts were not clinically relevant. As a consequence, alerts were not always being read, and many doctors reported experiencing alert fatigue. These findings confirm what had been suspected by the organization and are in line with many studies exploring user views of alerts [10,11]. Allergy alerts were perceived to be the most useful among the alert types, a finding also consistent with previous research [4,12]. With respect to recommended changes to the alerts, prescribers suggested that most alerts be removed and that alerts be more specific and less sensitive. Prescribers also recommended that alert interfaces be redesigned so that alert text is more concise, and color coding is used to signal alert type and severity of alerts. These suggestions were consistent with nurses’ preferences for alert content and display and reflect good human factors design [13,14].

Lessons Learned From Our Attempt to Engage Users

Our survey highlighted some important lessons for the site and more broadly for other hospitals with plans to implement medication-related alerts in their EMR. Seeking user feedback on usefulness, volume, and design of alerts, even with this small-scale survey, proved to be extremely valuable; however, we suggest consulting users early and regularly. Our low response rate could in part reflect staff not checking emails or not having enough time to action emails. However, based on the free-text responses we received, it more likely reflected a workforce feeling disengaged and dissatisfied with the alerting system and associated implementation process. Early consultation would have allowed user views to be captured before negative mindsets were established and may have minimized any perception that the provision of feedback was futile. Continuous consultation with users is needed to ensure alert volume remains manageable and alert content remains relevant.

We recommend that organizations involve end users in the decision-making processes surrounding alert selection before
EMR rollout as well as in implementation and ongoing evaluation. Involving users in EMR implementation more broadly has been shown to facilitate a sense of ownership of the system among users and to result in an EMR that aligns well with the needs of end users rather than the needs of the information technology department or leadership staff [15]. Consistent with previous research [16], our findings confirm that user engagement is particularly important for medication-related alerts. Engaging end users in the selection and implementation processes for alerts will also increase user awareness of the challenges associated with alert optimization (eg, vendor restrictions and complexity associated with identifying a set of high priority alerts).

One of the interesting findings that emerged from our survey was that in contrast to doctors, nurses showed a strong preference for enabling all alert types of all severities for nurses in the EMR. This could reflect their limited experience with alerts, as a common misconception held by clinicians who do not experience alerts themselves is the more alerts, the better.

To allow end users to make informed decisions about alert selection, we recommend providing current users and prospective users with data on alert rates (eg, 50% of your orders/administrations/reviews will trigger an alert) to facilitate an understanding of the potential impact of alerts on their work and educating staff on the well-known risks associated with alert overload.

Conclusions
Our attempt to engage users in the redesign of medication-related alerts in an EMR was largely unsuccessful, with only a small number of doctors and nurses partaking in our survey. This likely reflects the delay between implementation and seeking feedback from end users. However, the feedback we received from survey respondents on usefulness, volume, and design of alerts proved to be extremely valuable. We recommend hospitals adopt a less-is-more approach and work closely with all end user groups before EMR implementation to determine the types, design, and content of alerts and implement these in their systems.
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Abstract

Background: Wearable activity trackers and social media have been identified as having the potential to increase physical activity among adolescents, yet little is known about the perceived ease of use and perceived usefulness of the technology by adolescents.

Objective: The aim of this study was to use the technology acceptance model to explore adolescents’ acceptance of wearable activity trackers used in combination with social media within a physical activity intervention.

Methods: The Raising Awareness of Physical Activity study was a 12-week physical activity intervention that combined a wearable activity tracker (Fitbit Flex) with supporting digital materials that were delivered using social media (Facebook). A total of 124 adolescents aged 13 to 14 years randomized to the intervention group (9 schools) participated in focus groups immediately post intervention. Focus groups explored adolescents’ perspectives of the intervention and were analyzed using pen profiles using a coding framework based on the technology acceptance model.

Results: Adolescents reported that Fitbit Flex was useful as it motivated them to be active and provided feedback about their physical activity levels. However, adolescents typically reported that Fitbit Flex required effort to use, which negatively impacted on their perceived ease of use. Similarly, Facebook was considered to be a useful platform for delivering intervention content. However, adolescents generally noted preferences for using alternative social media websites, which may have impacted on negative perceptions concerning Facebook’s ease of use. Perceptions of technological risks included damage to or loss of the device, integrity of data, and challenges with both Fitbit and Facebook being compatible with daily life.

Conclusions: Wearable activity trackers and social media have the potential to impact adolescents’ physical activity levels. The findings from this study suggest that although the adolescents recognized the potential usefulness of the wearable activity trackers and the social media platform, the effort required to use these technologies, as well as the issues concerning risks and compatibility, may have influenced overall engagement and technology acceptance. As wearable activity trackers and social media platforms can change rapidly, future research is needed to examine the factors that may influence the acceptance of specific forms of technology by using the technology acceptance model.

Trial Registration: Australian and New Zealand Clinical Trials Registry ACTRN12616000899448; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=370716

(J Med Internet Res 2020;22(3):e15552) doi:10.2196/15552
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Introduction

Background

Engaging in regular physical activity is critical for adolescent health. Higher physical activity levels support weight management, musculoskeletal development, fitness, cardiovascular health [1], and mental health through enhanced self-concept and reduced anxiety and depression [2]. For adolescents (aged 12-17 years), the Australian Government recommends 60 min of at least moderate-intensity physical activity daily [3], yet only 18% of adolescents meet these guidelines [4]. With physical inactivity being recognized as a global pandemic [5] and an estimated 80% of the global adolescent population classified as inactive [6], strategies are needed to increase levels of physical activity.

To date, many physical activity interventions have either been reported to be ineffective within inactive populations or unscalable because of cultural, geographic, social, or economic contexts [7]. It is further posited that adolescents perceive many interventions negatively as individuals tend not to self-select into such interventions; rather such interventions are imposed on them by others [8]. Opportunities exist to utilize novel approaches to encourage adolescents to participate in physical activity. Given the increasing popularity of wearable activity trackers, a potential strategy for increasing youth physical activity levels is to examine how such devices might be used to encourage physical activity among adolescents. Wearable activity trackers are electronic devices that use sensors to track movement and collect biometric data [9] and enable constant self-monitoring through the provision of feedback via a visual display and/or accompanying app [10]. As such, these devices allow individuals to have an enhanced awareness of self, and these devices have the potential to generate internal motivation for physical activity.

Past research indicates that interventions that use wearable activity tracking devices may be acceptable to adolescent populations; therefore, wearable activity trackers have the potential to increase adolescents’ levels of physical activity [9,11,12]. More recently, studies have explored how wearable activity trackers and forms of social media can be combined in interventions targeting adolescent inactivity [13-15]. Social media (eg, Facebook and Instagram) has emerged as a popular communication medium, offering expedited connectivity and engagement [16-18]; therefore, it can be used to provide additional support for physical activity. However, little is known about how adolescents engage with such technology within a physical activity intervention [9], and few studies have explored an individual’s engagement within intervention components using theoretical models that may help to provide insights into such use [12]. For example, a potentially important feature of wearable activity trackers is the ability to share data to and receive peer support via social media [19]. Such engagement and support from others may lead to an increase in motivation and reinforcement to participate in physical activity [20]. The strategic use of social media to engage adolescents could result in stronger bonds that lead to increased feelings of relatedness and increased engagement in physical activity [21], and may provide a source of motivation to participate in physical activity [13,22]. Existing physical activity studies in adolescents and young people have found that frequently engaging with social media is associated with increased physical activity [14,19], although the challenge is identifying the strategies to engage adolescents, particularly as some research suggests that social media engagement is often passive [13,15]. However, little research has examined the individual’s perceptions and experiences of using social media platforms, such as Facebook, when combined with physical activity interventions using wearable activity trackers. Such information could help to inform strategies to achieve optimum intervention impact and engagement among adolescents.

Technology Acceptance Model

A framework that enables researchers to examine technology use is the technology acceptance model [23]. This model provides a framework for evaluating how different factors may influence an individual’s use and acceptance of specific forms of technology, such as wearable activity trackers or social media [23]. In addition, more recent advances in the technology acceptance model have included the perceived risks associated with using specific forms of technology and the degree of compatibility that such technology has with an individual’s values and needs [24,25]. Overall, the focus of the model is not on whether the technology results in increased levels of physical activity but on how the different technology used in a physical activity intervention is accepted by a target group. Whether a target group is willing to accept and use the specific forms of technology relied upon in a physical activity intervention is important to understand, given it is unlikely that an intervention will lead to increased levels of physical activity among a target group if that group does not accept or is unwilling to use the chosen forms of technology.

To date, few studies have used the technology acceptance model to examine factors that may influence the acceptance of specific forms of technology, such as wearable activity trackers and social media, when combined within a physical activity intervention. In studies that have used the technology acceptance model, the focus has been on adults rather than adolescents. For example, Lunney et al [26] found that perceived usefulness significantly influenced adults’ acceptance of wearable activity trackers, whereas perceived ease of use was a direct determinant of their behavior (use of activity trackers). Similarly, Chuah et al [27] found that perceived usefulness can assist in determining adults’ attitudes toward wearable activity trackers, but it did not predict their adoption intention (intention to use the device). Opportunities exist to extend the understanding of technology acceptance from adults to adolescents.

Objective

The aim of this study was to use the technology acceptance model to explore adolescents’ acceptance of wearable activity
trackers and social media when used in combination within a physical activity intervention.

**Methods**

**Study Design and Participants**

The design and methods of the study have been reported in detail elsewhere [28]. In brief, the Raising Awareness of Physical Activity (RAW-PA) study was a 12-week multi-component study that combined a wearable activity tracker and digital behavior change resources delivered via social media, which aimed to increase inactive adolescents’ physical activity levels. Schools located in areas that had a Socio-Economic Indexes for Areas [29] in the lowest 50% and were within approximately 60 km of Deakin University’s Burwood Campus were eligible to participate. A total of 18 schools (42% response rate) were recruited (Figure 1). Participants were adolescents in Year 8 (aged 13 to 14 years) who self-reported that they did not engage in regular physical activity/sport, did not meet current physical activity guidelines, had not previously owned or used a wearable activity tracker, had (or were willing to create) a Facebook account, and had access to the internet outside of school (age: mean 13.8 years, SD 0.4 years; 142/275, 51.6% female). Ethics approval for this study was obtained from the Deakin University Human Research Ethics Committee and the Victorian Department of Education and Training. Informed consent to participate in the study was obtained from all schools and parents, with written assent provided by adolescents. The study is registered with the Australian and New Zealand Clinical Trials Registry (ACTRN12616000899448).

**Figure 1.** Flow of participants throughout the study. This study focused on the data collected at post-intervention.
**Intervention**

Adolescents (n=144) attending schools that were randomized to the intervention group (n=9) received a wrist-worn Fitbit Flex and an accompanying app, as well as access to the interactive weekly individual or team “missions” and behavior change resources via a private, researcher-moderated Facebook group [28]. Facebook was chosen as the form of social media as, at the time of the study, it was the most popular social media platform [30]. The aim of the Facebook group was to provide adolescents with a platform to ask questions, interact with other participants, and engage with posted content that related to the weekly missions. Alerts for new content were also sent to the adolescents through email and/or text messages (approximately 2-3 times per week) [28]. The intervention components and structure were developed using participatory research principles, and the combination of technologies aimed to target low-cost forms of physical activity (eg, walking) and guide adolescents through the behavior change process in a way that was accessible, flexible, and interactive [28].

At the start of the intervention, the research team provided initial assistance in setting up Fitbit Flex, which included creating a Fitbit account for each participant and providing information on how to sync and charge the device and how to use the app to view data. No other information was provided at this time about the use of Fitbit Flex. Adolescents were informed that new content would be posted regularly to the Facebook group, though no guidance was provided about the frequency with which to access content.

**Theoretical Framework**

This study utilized the technology acceptance model [23] to examine adolescents’ perspectives on combining wearable activity trackers and social media within a physical activity intervention (Figure 2). The technology acceptance model identifies 2 variables that are key to technology acceptance and use: (1) perceived ease of use (is using the technology free from effort?) and (2) perceived usefulness (will the use of the technology enhance performance?). According to the technology acceptance model, perceived ease of use and perceived usefulness, either alone or in combination, predict behavioral intention (intention to use technology), which in turn predicts subsequent behavior (actual use of technology) [23]. Specifically, this model is being used to examine whether the different technologies used in a physical activity intervention can be easily used by the target group and whether such technology offers valued benefits to the target group [23].

**Measures**

To address the research questions in this study, only data collected from the student focus groups were used. At the end of the 12-week intervention period, all adolescents attending intervention schools were invited to participate in focus groups that explored their thoughts and perspectives on RAW-PA and the different components within the intervention. In total, 124 students (63 males and 61 females; 124/144, 86.1% of the intervention group) participated in 15 focus groups that took place at each school (n=9). Focus groups contained both males and females and ranged from 6 to 13 participants (average of 8 participants). This enabled the adolescents to provide unique insights into their experiences of RAW-PA and their acceptance of the technologies used in this study, thus enabling us to respect their expert knowledge and lived experience [31]. The focus groups followed a semistructured format that was designed to identify potential enablers and barriers to using different components of RAW-PA, which included a discussion of the key forms of technology used—Fitbit Flex and Facebook. Example questions included “What did you like/not like about the Fitbit and accompanying app?,” “What did you like/not like about the Facebook group?,” “Did you experience any issues using aspects of the program (eg, Fitbit or Facebook)?,” and “Did anything help you to use the different features (eg, Fitbit or Facebook)?.” Focus groups (mean duration 26 min) were digitally recorded and transcribed verbatim, producing 256 pages (Times New Roman, Font 12) of data for analysis.

**Data Analyses**

**Focus Group Data**

Qualitative data were analyzed using pen profiles, an increasingly used technique for presenting findings to researchers with qualitative and quantitative backgrounds [31-33]. Pen profiles present key themes identified during data analysis through the combination of verbatim quotes taken directly from the transcripts to provide context with frequency data [31,34]. The numbers reported against each theme indicate the number of times the theme was cited in focus groups, as individuals in focus groups were not identified. Data were initially analyzed using a deductive process in which the technology acceptance model [23] was used to develop a coding framework and inform the coding of the concepts of perceived usefulness, perceived ease of use, perceived risk, and compatibility in relation to the key technological components of this intervention: (1) the wearable activity tracking device, Fitbit Flex, and (2) the social media platform, Facebook. Perceived ease of use was defined as “the degree to which a
person believes that using a technology will be free from effort” [35]. Perceived usefulness was defined as “the extent to which a person believes that using particular technology will enhance their performance” [35]. An inductive coding process was then used to identify the key themes that emerged from the data [31,36].

As recommended by Burnard [37], a researcher (MD) who was independent of the project delivery team initially read and analyzed the transcripts. Following the development of the pen profiles, the findings were then presented to 2 independent researchers with expertise in the use of technology for activity promotion and qualitative data analyses (KR and MN). Data from the pen profiles to the transcripts were cross-examined, which enabled alternative interpretations and data interrogation until an overall consensus was achieved. The pen profiles were then presented to 2 project delivery team members (NR and SL) who further critically challenged the interpretation of the data. Credibility and transferability were demonstrated through the triangular consensus procedure and verbatim transcription of collected data [33,34].

Results

Findings

Data concerning the perceived ease of use and perceived usefulness of Fitbit Flex and Facebook are presented initially.

Fitbit: Perceived Ease of Use

With respect to the perceived ease of use of the device (Figure 3), although some focus group participants indicated that the device was easy to use, many adolescents reported that it was not free from effort. For example, they explained that the device was hard to put on; they needed to take it off for some activities (ie, swimming and playing a sport); they often forgot to wear, charge, and sync the device; or they had technical issues while charging or syncing the device. Several Fitbit functions were also perceived negatively, with the primary concerns being maintenance requirements, including the life of the battery (need to charge it frequently), and the need to sync the data regularly, all of which required a concerted effort to address. In addition, the integrity of the data was challenged at times, with adolescents unsure as to how the device captured their data, whether it was capturing data at all times, and if the data were accurate. A few adolescents reported that they perceived the device negatively because Fitbit Flex did not have a screen display, which detracted from their ease of using the device to track their activity levels.

Fitbit: Perceived Usefulness

From the perspective of perceived usefulness, adolescents reported that Fitbit Flex’s specific functions and its ability to motivate them to participate in physical activity were positive aspects of the device (Figure 4). Other reported benefits included the device providing adolescents with a greater awareness of their physical activity patterns and a greater level of motivation to engage in physical activity in response to such knowledge. Participants also noted that Fitbit Flex was useful for setting goals and evaluating whether these had been achieved. These features were perceived as being useful to a number of adolescent participants. However, it was also frequently mentioned that Fitbit Flex may be more useful and motivating if additional gamification offerings were provided, such as the recognition of achievement via the device or app. In addition, some concerns were raised in relation to whether the data captured were meaningful and, therefore, useful. Specifically, concerns were raised regarding the potential for differences to exist between actual and recorded activity levels. This made the adolescents question the usefulness of the device for the purposes of monitoring activity levels. Moreover, the lack of a display also impacted perceived usefulness, especially as adolescents reported little engagement with the app to obtain information about their activity levels, meaning that feedback from the device was often limited or perceived to be insufficient for their needs. Adolescents also recognized that there was a diminishing return on using Fitbit Flex because of an initial novelty factor of wearing the device, which existed when they commenced the program but diminished over time, again impacting perceived usefulness.
Facebook: Perceived Ease of Use

Adolescents’ perceptions in relation to the perceived ease of use of Facebook within the intervention are summarized in Figure 5. Overall, negative perceptions regarding perceived ease of use were most commonly expressed. These reflections included that the design of and perceived effort to use Facebook diminished its ease of use, that the platform design comprised several independent elements that were not well connected, and that adolescents who were irregular users of Facebook had to intentionally log in to engage with RAW-PA content. Others identified that they did not want to use their mobile phone data allocation for accessing intervention content on Facebook; therefore, access became an issue. Adolescents also recognized that if they were not actively seeking to engage with RAW-PA content on Facebook (i.e., intentionally looking for it), the intervention materials would not appear in their news feed because of the algorithms Facebook uses. Interestingly, several adolescents noted that they would get distracted by other content, which meant reductions in the frequency of the introduction of RAW-PA into the feed because of Facebook’s algorithm. Only 2 positive comments relating to the perceived ease of use of Facebook were reported, namely, previous exposure to the platform and the relative ease of use in comparison with other platforms.

Figure 5. Perceived ease of use of Facebook in adolescents. Note: n=number of times theme was mentioned by adolescents.

Facebook: Perceived Usefulness

Adolescents’ perspectives on Facebook’s perceived usefulness are shown in Figure 6. Adolescents spoke positively about how useful Facebook was for delivering content in relation to the RAW-PA intervention. In particular, many adolescents stated that the RAW-PA messages provided through Facebook were useful in motivating them to engage in additional physical activity. Some adolescents considered Facebook a useful communication platform, albeit with the research team rather than their peers. The most commonly discussed limitation in relation to using Facebook was its lack of acceptance as a social media platform, thus decreasing its perceived usefulness. Adolescents highlighted their preference for having “private” groups that would be inaccessible to other members of the Facebook group to reduce the risk of their comments and messages being shared with the wider intervention group. Although Facebook had some initial value at the start of the program, as this novelty wore off, adolescents reported that their interest; use; and, ultimately, the usefulness of the platform diminished. Adolescents indicated a preference for alternative platforms, including stand-alone apps and websites, image and video platforms (i.e., Snapchat and Instagram), or direct communication tools (i.e., Skype).
Perceived Risk and Compatibility

Several risks of using these technologies were perceived by the adolescents (Figure 7). When discussing Facebook, the commonly reported perceived risk was exposure to others within the intervention. Further related to Facebook, the lack of compatibility with the adolescents’ lifestyle was commonly alluded to. Facebook was considered a platform that adults used and was out of touch with the needs of adolescents. The risks surrounding the use of Fitbit Flex included the integrity of the data as well as the potential to damage or lose the device while using it. Adolescents also stated that the effort required to use the device (eg, regularly charging and syncing the device) was incompatible with their lifestyle.

Discussion

Principal Findings

The aim of this study was to utilize the technology acceptance model to explore adolescents’ acceptance of wearable activity trackers (Fitbit Flex) and social media (Facebook) when combined within a physical activity promotion intervention. Overall, adolescents generally reported that they perceived Fitbit Flex to be useful for tracking physical activity and motivating them to participate in physical activity, but perceptions concerning the perceived ease of use were often negative. Issues concerning the device’s ease of use, need for regular charging and syncing, and functionality were discussed as factors that required effort to either address or understand. Similarly, Facebook had more positive responses concerning its perceived usefulness, particularly as a vehicle to deliver motivating content in relation to Fitbit Flex, although it was no longer the preferred social media platform for adolescents in this study. However, perceived ease of use was low because of the design of the platform and the effort required to use it. Concerns were also raised about the compatibility of the technologies with current lifestyles and risks associated with using the technologies. In general, the findings suggest that the adolescents recognized...
the potential usefulness of the wearable activity trackers and social media platform in a physical activity intervention, but the effort required to use the technologies, as well as issues concerning risks and compatibility, may have led to lower technology acceptance.

Comparison With Previous Work
To date, few studies have utilized the technology acceptance model [23] to examine the acceptance of technology within a physical activity intervention. In relation to wearable activity trackers, this study found that the functionality offered and the motivation generated by Fitbit Flex were important factors in the perceived usefulness of the device. Previous research has shown that the functionality of wearable activity trackers is important to the wearer, particularly in relation to self-tracking activity levels throughout the day [11,38]. Moreover, others have identified that wearable activity trackers can increase the wearer’s awareness and understanding of their own physical activity levels, which in turn provide motivation to engage in physical activity [14,20]. Indeed, Schafer et al [38] clearly identified that lack of motivation was a barrier to engagement and subsequent adoption, therefore support was required to continue engagement of adolescents.

The perceived usefulness of the device was potentially negatively impacted by diminished novelty over time. This is consistent with previous research, which has noted that novelty effects reduce the device’s perceived usefulness and therefore the probability that a wearer will continue to use the device after progressing past the intention to use it [9,20,38-40]. Interestingly, little research has examined whether personal preferences for specific wearable activity trackers may affect the perceptions of usefulness, with most studies providing one specific device for use. Future studies could consider providing different wearable activity tracker options to see if this helps sustain use over time. Of note, adolescents commented that incorporating specific digital game elements (i.e., gamification) could benefit the perceived usefulness of wearable activity trackers, such as Fitbit Flex, within a physical activity intervention. Wider research [41,42] supports this finding, identifying positive outcomes because of gamified approaches and reductions in physical inactivity post intervention. Notably, gamified elements, such as competition and digital recognition for efforts, were incorporated into RAW-PA; although given the negative feedback provided concerning the usefulness of Facebook to deliver such elements, it is possible that this may have been missed by participants. As such, future studies should consider incorporating gamified elements [41] such as leaderboards, competitions, and tangible rewards into a physical activity intervention to enhance the usefulness of wearable activity trackers and engagement with the device. Although this has the potential to increase engagement and motivation [13,26], whether or not this will address concerns of novelty effects requires further investigation.

In this study, perceptions of Fitbit Flex’s ease of use were typically negative. For example, the device needed to be charged and synced regularly for it to operate and collect data, which adolescents indicated took more effort than warranted. It was commonly reported that adolescents forgot to wear the device after it had been removed, which is consistent with previous research [20,40]. Some concerns were raised about the wearability of the device, which also impacted its ease of use. Specifically, adolescents reported that the device was uncomfortable, it took effort to tolerate wearing it, and the device’s clasp was problematic. Rupp et al [43] noted similar issues with adolescents having difficulty while putting on the device, whereas others have highlighted how the comfort and design of the device can be a barrier to adolescents’ use of the technology [12,20,38]. In contrast, some adolescents perceived that the design of Fitbit Flex meant that it was considered to have good wearability. Interestingly, there was general agreement on the fact that Fitbit Flex was comparatively simple to use, and little instruction was required, which is consistent with previous studies [11,12]. Overall, these findings suggest that a wearable activity tracker’s perceived ease of use is a critical component of a technology-based intervention, and future studies should identify potential strategies to overcome perceived barriers to ease of use among adolescents.

In recent years, there has been an increase in the number of studies using Facebook to deliver physical activity interventions in different populations [13-15,19,21,44]. As is the case in this study, Facebook has often been chosen based on its popularity [21] and the opportunity it offers to provide information and social support to the user [13]. There was some indication that Facebook was perceived to be useful for receiving intervention content, communicating with the research team, and providing some motivation through social support. This is consistent with the findings of Pumper et al [13] who suggested that using Facebook in physical activity interventions directed at adolescents may be motivating and increase engagement, although it was noted that active rather than passive engagement of adolescents may be required to provide a source of extrinsic motivation [15]. Interestingly, research has suggested that Facebook provides motivation for engagement through individuals likening themselves to others (perceived role models and peers) and receiving gratification through the approval of others [21], as well as updates and messages using inspirational imagery, which promote higher levels of engagement [22]. However, adolescents need to engage with it for it to be effective, which was perceived to require effort.

Identifying the strategies to encourage social support and approval of others may be important for future interventions. Although Facebook was the dominant social media platform for adolescents and informed the intervention design at the time of study development, it was evident that it was no longer the preferred social media platform for adolescents during this study [12]. Furthermore, some adolescents did not like sharing information with others they did not know from other schools. Pumper et al [13] supported this, noting that although passive engagement (viewing content) was common among adolescents, active engagement (contributing content) was uncommon. Although this study used a private group, adolescents appeared to perceive contributing and participating in the group forum as a risk, which likely reduced their engagement. Divine et al [21] supported this, noting that through social comparison, Facebook has the potential to encourage or discourage engagement. The challenge for future physical activity
It may be that the interventions may need to be available on a number of different platforms, although this may be challenging given the ever-changing nature of social media. Further research should consider the dynamic nature of social media and implications for use during interventions. This further speaks to the need for communities to be organically developed and not forced into existence [13].

The perceived ease of use of Facebook in this group of adolescents was generally low. Of concern, some noted that the algorithms used by Facebook were perceived to be detrimental to engagement, as the intervention content was either lost among other content or did not appear in their news feed. Edney et al [22] recently identified that social media algorithms impacted news items in an adolescent’s feed, suggesting that participants would have to actively seek items as a part of the intervention. Interestingly, several adolescents in this study mentioned that Facebook’s accessibility also impacted its perceived ease of use, as they did not want to use their allocation of mobile phone data to access the platform; this finding is consistent with previous studies [12,45]. This meant that adolescents would have to seek internet access from alternative sources of data (eg, library, public Wi-Fi, and school computers) to access Facebook, which took additional effort.

The strengths of this study included the use of qualitative methods to explore adolescents’ thoughts and experiences in depth after engaging in a 12-week physical activity intervention and utilizing the technology acceptance model as a framework. However, there are several limitations that should be noted. First, although adolescents reported that they had not used a wearable activity tracker previously, it is unknown whether their expectations of the device may have impacted their subsequent experiences of using the device. Second, the lack of adolescents’ engagement with and willingness to share through social media, as well as the impact this would have on intervention implementation, was not anticipated. Third, although majority of the intervention students participated in focus groups, it is unknown as to whether their perspectives differed from those who did not participate. Fourth, data were collected at the end of the 12-week intervention. How the perceived usefulness and ease of use of Fitbit Flex and Facebook may have changed over time is also unknown. This information is valuable in developing future interventions and understanding the needs of adolescents in such interventions. Further research could consider assessing how adolescents’ attitudes toward such technology evolve throughout a study. Fifth, the qualitative data in each of the pen profiles represent the number of times the theme is mentioned and not the number of individuals who agree with the viewpoint. Although this is a common approach with pen profile analyses [33], it is possible that the data do not represent the views of all those who participated in the focus group and only represent the views of those who responded to the questions. However, it is possible that others may agree with certain points, and they may have felt that the point was made and chose not to reiterate. Finally, as not all participants were involved in the focus groups, we were unable to determine whether those participating in the focus groups had more favorable perspectives (for example) than those who did not participate.

Conclusions

There is potential for both wearable activity trackers and social media to positively impact physical activity interventions among adolescents. However, this study highlighted the importance of perceived usefulness, perceived ease of use, perceived risk, and compatibility for understanding how adolescents engage with such technologies. Although both the wearable activity tracker and social media platform were considered useful, concerns about their ease of use, perceived risks associated with such use, and compatibility issues appeared to be critical and led to a low level of acceptance of and engagement with the technology. Technology advances rapidly, and interventions that use technology to engage with adolescents should continue to monitor and evaluate how technologies are used and accepted within physical activity interventions. The technology acceptance model can provide a useful framework to examine how technology is accepted among target groups, such as adolescents.
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Abstract

Background: Self-regulation for weight loss requires regular self-monitoring of weight, but the frequency of weight tracking commonly declines over time.

Objective: This study aimed to investigate whether it is a decline in weight loss or a drop in motivation to lose weight (using physical activity tracking as a proxy) that may be prompting a stop in weight monitoring.

Methods: We analyzed weight and physical activity data from 1605 Withings Health Mate app users, who had set a weight loss goal and stopped tracking their weight for at least six weeks after a minimum of 16 weeks of continuous tracking. Mixed effects models compared weight change, average daily steps, and physical activity tracking frequency between a 4-week period of continuous tracking and a 4-week period preceding the stop in weight tracking. Additional mixed effects models investigated subsequent changes in physical activity data during 4 weeks of the 6-week long stop in weight tracking.

Results: People lost weight during continuous tracking (mean $−0.47$ kg, SD 1.73) but gained weight preceding the stop in weight tracking (mean $0.25$ kg, SD 1.62; difference $0.71$ kg; 95% CI 0.60 to 0.81). Average daily steps (beta=$−220$ daily steps per time period; 95% CI $−320$ to $−120$) and physical activity tracking frequency (beta=$−3.4$ days per time period; 95% CI $−3.8$ to $−3.1$) significantly declined from the continuous tracking to the pre-stop period. From pre-stop to post-stop, physical activity tracking frequency further decreased (beta=$−6.6$ days per time period; 95% CI $−7.12$ to $−6.16$), whereas daily step count on the day’s activity was measured increased (beta=$110$ daily steps per time period; 95% CI 50 to 170).

Conclusions: In the weeks before people stop tracking their weight, their physical activity and physical activity monitoring frequency decline. At the same time, weight increases, suggesting that declining motivation for weight control and difficulties with making use of negative weight feedback might explain why people stop tracking their weight. The increase in daily steps but decrease in physical activity tracking frequency post-stop might result from selective measurement of more active days.

Introduction

Background

The repeated measurement and tracking of weight over time, also referred to as self-monitoring, is a common component of weight loss interventions and is consistently associated with greater weight loss [1]. The effectiveness of this self-monitoring strategy is attributed to a self-regulation process [2,3], which posits that people who monitor their weight use the information to reflect on the effectiveness of previous actions and plan further weight loss behaviors, thus engaging in self-experimentation. Furthermore, any discrepancies between desired and actual weight loss progress identified through self-monitoring are hypothesized to trigger corrective action [4].
The frequency of self-weighing seems to play a crucial role, as many studies have revealed significant positive associations between the frequency of self-monitoring and weight outcomes [1,5-7]. One study investigating patterns in self-weighing frequency and body weight measures found that periods of daily self-weighing were associated with weight loss, whereas breaks in weighing were linked to weight gain [8].

Self-monitoring weight has become considerably easier with mobile phone tracking apps and smart scales. These digital tracking devices increase adherence, that is, sticking to a regular frequency of monitoring, and improve weight loss outcomes [9,10], possibly because seeing progress increases motivation and keeps users on track with their goals [11]. However, data suggest that many people do not manage to continue weight tracking long term. In a weight loss trial, the percentage of participants adherent to self-weighing dropped from roughly 70% in the first week to 20% after 70 weeks [12]. Another study found that 25.0% (37/148) of the participants who were asked to weigh daily reduced their monitoring frequency significantly across the study, and approximately 8.8% (13/148) of the participants stopped weighing themselves altogether after 33 weeks [13]. Steinberg et al [14] observed that the average frequency of self-weighing of the participants in the daily weighing intervention group decreased from 6.1 to 4 days per week within 6 months, and 13% (6/47) of the participants stopped weighing themselves completely after the sixth month. Similarly, the frequency of physical activity tracking also declines over time. An observational study showed that, on average, people stop using their physical activity tracking devices after 129 days [15]. In another study, 80% (39/49) of the participants were no longer using their tracking device after 2 months, and 45% (22/49) of the participants did not intend to use it again in the future [16]. Considering that these rates of decline were found in a population of highly motivated individuals (ie, participants in a study), it seems plausible that long-term adherence to tracking may also be low in nonresearch contexts.

Research investigating why people stop using self-monitoring devices suggests that cost, concerns surrounding data sharing, flaws in the design and user experience of technology, as well as issues with data accuracy deter use of self-monitoring technologies [16-20]. Other user-internal reasons for abandonment have also been identified, including users experiencing a mismatch between their expectations and needs and the devices’ capabilities, the users feeling that they have reached data saturation and can no longer learn from their data, and the users having reached their goals [16,20]. However, these data were collected from questionnaires and interviews occurring after abandonment and may suffer from participants retrospectively justifying their abandonment. Here, we use a prospective observational design to examine patterns preceding a stop in self-monitoring using actual tracking data from the Withings Health Mate app (Withings SA, France).

### Objectives

Our first research question (RQ1) considered whether the pattern of weight and physical activity measurements and physical activity tracking frequency changes before people who are trying to lose weight cease weight monitoring. Approximately 80% of people approach weight loss by increasing their physical activity [21-23], so we considered physical activity measurements as a proxy for the engagement in weight loss behaviors and the motivation to lose weight. We tested two competing hypotheses against each other. First, that in the weeks preceding a stop in weight tracking, motivation to lose weight and track behavior would remain high (ie, stable levels of physical activity and physical activity tracking), but the user would receive weight readings that show unsatisfying weight loss progress (such as stable weight or weight gain), leading to frustration and perceived lack of ability to take control of the weight loss progress, making the user stop tracking his or her weight. The alternative hypothesis was that declining motivation for weight loss would manifest in declining weight loss efforts (as measured through decreasing physical activity). This would lead to unsatisfactory feedback, such as weight stability or gain, and to ceasing self-monitoring, potentially because of negative emotions such as shame.

Our second RQ examined physical activity data after users stopped tracking their weight. Our hypothesis was that ceasing self-monitoring of weight would undermine the motivation to engage in weight loss behaviors. We, therefore, expected to see a decrease in physical activity and physical activity tracking frequency after the stop in weight monitoring.

### Methods

#### Dataset

The data provided by Withings comprised weight and physical activity records from 438,688 Withings Health Mate app users from January 1, 2014, to January 19, 2018. Withings Health Mate app users consented to the use of their data for research purposes by accepting the terms and conditions of Withings [24].

The dataset consisted of users who (1) were overweight when they started using the app (BMI ≥25 kg/m²), (2) had set themselves a weight loss goal in the app, (3) used both the weight and the physical activity tracking features of the app, and (4) synchronized their weight data from Withings smart scales (as previous research indicates that users may underreport unfavorable weight measurements if done manually [25]).

Withings smart scales synchronize weight data to the app via Wi-Fi or Bluetooth. Smart scale owners can set up accounts for up to eight users, and the scale differentiates between users automatically during weighing. Weight measurements are synchronized to the app separately for each user. Physical activity is operationalized as daily step counts in the Health Mate app. The data can be synchronized via Bluetooth from Withings physical activity trackers and Apple watches or via linking to the Google Fit or Samsung Health app. The dataset included demographic information about each user, including gender, age, location, self-reported height, initial BMI, and target BMI.
Study Design and Data Screening

Only users who stopped tracking their weight for at least six weeks at some point between 2014 and 2018 were included in the analysis. We chose a period of 6 weeks to signify a stop to ensure that the lack of measurements was unlikely to be because of travel. To be eligible, participants also had to have a preceding 16-week phase of consistent weight and physical activity tracking (≥3 measurements per week), to ensure that only users who monitored their weight and physical activity regularly before the stop were included. A case-crossover design [26] was employed for both RQs. For RQ1, 4 weeks of data preceding the minimum 6-week long stop in weight tracking were compared with 4 weeks of data from the same user from the phase of consistent weight and physical activity tracking. We analyzed a 4-week period as we expected that the frequency of weight tracking would change gradually. For the 4 weeks preceding the stop in weight monitoring, there were no minimum requirements for monitoring frequency. Only users starting both analysis time periods with a BMI of 25 kg/m² or above were included. For RQ2, the analysis further included a third 4-week period, taken from the 6-week long break in weight monitoring, that is, post-stop. Where users had several 26-week periods that fulfilled the abovementioned criteria, the first period was analyzed. Previous research has shown that when individuals have set themselves an ambitious goal, they are more likely to be dissatisfied with their weight loss progress [27], probably because these goal weights are harder to achieve. Hence, if people are far away from their weight loss goal and receive frustrating weight measurements, they might also be more likely to disengage from their weight loss attempt. Here, users may have had significant changes in their weight between the two time periods analyzed, thus leading to different distance to goal weight scores. To ensure that these differences and their potential impact do not affect our analyses, we decided to control for the distance to goal weight.

Analysis

All analyses were conducted in R (version 3.4.1. R Development Core Team 2017, University of Auckland, New Zealand). A statistical analysis plan was published on Open Science Framework preceding the analyses [28].

Variables

The independent variables in the analyses were called time period and distance to goal weight. Time period was a factor with 2 or 3 levels (continuous tracking; pre-stop; and, in RQ2, post-stop) and defined which time period the dependent variable in question originated from. The continuous tracking period was located within the 16-week period of consistent tracking during which users recorded at least three weight and physical activity measurements per week. The pre-stop period was located immediately before the stop in weight tracking. The post-stop tracking period (RQ2 only) was located within the 6-week break in weight tracking. Which weeks the time periods encompassed differed slightly by analysis and is described for each analysis separately below. The distance to goal weight variable was calculated as a difference score between the weight measurement closest to the last date of the time period analyzed and goal weight.

To set up the analyses as within subject, we added the variable user ID as a random factor to all analyses. In RQ2 only, we also included the date of measurement as an independent variable to identify when the dependent variable analyzed was measured.

There were three dependent variables. The first was weight change, calculated as the difference between the first and the last measurement of each time period. The second was daily steps. For RQ1, this variable was calculated as the average daily step count across all days of a time period. For RQ2, the individual daily step measurements were used. In both cases, the daily steps variable was divided by 1000 to aid interpretation of the coefficients. The third dependent variable was physical activity tracking frequency, which was calculated as a sum score for the number of days for which physical activity measurements were available in each time period. As physical activity was treated as a proxy measure for motivation to lose weight, increases in daily step counts were interpreted as a strengthened weight loss effort and increased motivation to lose weight. Physical activity tracking frequency was interpreted as motivation to self-monitor weight loss efforts.

Research Question 1

For RQ1, we assessed whether average daily steps, weight change, and frequency of physical activity tracking differed between the two time periods: continuous tracking (weeks −14 to −10) and pre-stop (weeks −4 to 0, 29 days each). Figure 1 depicts an overview of the design. Descriptive analysis examined the demographic characteristics of the analyzed sample and unadjusted differences between the two time periods on the dependent variables. Linear mixed effects models, matched by user ID, predicted the dependent variables, including weight change, average daily steps, and frequency of physical activity tracking, based on the binary variable time period. All analyses were adjusted for the distance to goal weight. We ran models twice, once using distance to goal weight as a random factor and another time as a fixed factor. Where a comparative analysis of variance (ANOVA) revealed a significant difference between the models, the model with the lower Akaike Information Criterion (AIC) was determined to be the best-fitting model. Where no significant difference was found in the ANOVA, the model with the lower degrees of freedom was chosen. Only the best-fitting models are reported here. To assess the sensitivity of our findings to the normality assumption in the random effects model, we compared the outputs with equivalent models fitted using generalized estimating equation (GEE; results presented in Multimedia Appendix 1).
Our first hypothesis was that motivation to lose weight and track activity would remain high, but frustrating weight measurements would drive the user to stop weight tracking. Consequently, it follows that there would be no association between the binary time period variable and average daily steps and physical activity tracking frequency. However, time period would significantly predict weight change, as weight loss would be expected to lessen in the pre-stop period.

Our second hypothesis stated that users would lose motivation for weight loss behaviors, and the resulting unsatisfactory weight feedback would lead to a stop in weight tracking. Consequently, it follows that the binary time period variable would significantly predict physical activity levels, such that there would be a decline in average daily steps from the continuous to pre-stop periods. Time period would also significantly predict weight change, as users would be expected to have less satisfactory weight measurements after reducing their weight loss efforts in the pre-stop period. There were no specific predictions about the pattern of physical activity tracking frequency in this hypothesis.

To identify any temporal sequences of the abovementioned hypothesized effects, we ran post hoc analyses splitting the pre-stop period (weeks −4 to 0) into two 2-week periods (−4 to −2 and −2 to 0). We reran the analysis mentioned above, this time comparing three time periods with each other, namely, weeks −12 to −10 (period 1: continuous tracking) as a baseline, weeks −4 to −2 (period 2: pre-stop 1), and weeks −2 to 0 (period 3: pre-stop 2), each 15 days long. Time period was entered as a factor in the analysis. All analyses were run twice and adjusted for the distance to goal weight, once set as a random factor and once as a fixed factor. We report the better fitting models. Tukey-adjusted post hoc comparisons investigated pairwise comparisons of the three time periods. Again, the GEE models were run to assess the sensitivity of our findings to the normality assumption (results presented in Multimedia Appendix 1). The design of this analysis is depicted in Figure 2.

Figure 1. Case-crossover study design to establish linear mixed effects models for research question 1.
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Figure 2. Design of the post hoc analysis, aiming to investigate temporal sequence of effects.
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**Research Question 2**

For our second RQ, we ran analyses to compare daily steps and physical activity tracking frequency before and after the stop in weight tracking. Time period 1 (continuous tracking) for this analysis stemmed from weeks −10 to −6 of the continuous tracking phase, which ensured that users had at least three physical activity measurements per week. This time period was treated as the baseline. Time period 2 (pre-stop) comprised the 4 weeks preceding the stop in weight tracking (weeks −4 to 0). Period 3 (post-stop) comprised weeks 2 to 6 of the break in weight tracking (see Figure 3). The analyses were run separately for daily steps and frequency of physical activity tracking using linear mixed effects models. The analyses were adjusted for the distance to goal weight at the end of the three analysis time periods. Tukey-adjusted post hoc comparisons investigated pairwise comparisons of the three time periods.

**Figure 3.** Case-crossover study design to establish linear mixed effects models for research question 2.

Descriptive statistics explored unadjusted differences in daily steps between the three time periods. Linear mixed effects models predicted the dependent variable daily steps from the variables time period and date of measurement. A sequential testing approach was used:

1. Random effect: user ID; fixed effect: time period
2. Random effect: user ID; fixed effects: time period, date of measurement, and interaction time period × date of measurement
3. Random effect: user ID; fixed effects: time period, date of measurement, and interaction time period × date of measurement; adjusting for distance to goal weight.

The generalized variance inflation factor (GVIF\(^{(1/(2\,df))}\)) was calculated at stage 2 of sequential testing to check for multicollinearity of the predictors time period and date of measurement. The third model was run twice, once entering distance to goal weight as a random factor and once as fixed factor, and only the best-fitting model is reported.

For our hypothesis to be correct, we expected to find significant decreases in tracking frequency across the three time periods, as this would indicate that the stop in weight tracking signals a stop in wanting to monitor weight loss efforts.

The hypothesis predicted a significant main effect for time period, such that daily steps would significantly decrease across all three time periods. We also expected a significant interaction term for time period and date of measurement, as the date of measurement should only be a significant negative predictor in the second and third time periods. These findings would support the hypothesis that ceasing weight tracking leads to a decline in weight loss efforts.

The frequency of physical activity tracking was computed for the same three time periods, that is, weeks −10 to −6 (continuous tracking), −4 to 0 (pre-stop), and +2 to +6 (post-stop, 29 days each). Descriptive statistics explored unadjusted differences in physical activity tracking frequency between the three time periods. A linear mixed effects model predicted physical activity tracking frequency, with user ID as a random effect and time period as a fixed effect. The analysis was adjusted for the distance to goal weight at the end of each time period. Again, distance to goal weight was entered once as a random factor and once as fixed factor, and only the best-fitting model is reported.

**Results**

**Sample**

The final sample consisted of 1318 male and 287 female users, the average age was 49.0 years (SD 12.5), and the average BMI at week −14 was 30.2 kg/m\(^2\) (SD 4.7). The reasons for exclusion are shown in Figure 4. The final dataset covered 221,173 weight and 113,162 physical activity measurements. Nearly half (778/1605, 48.47%) of the users included in the analysis were based in Europe, 36.39% (584/1605) in North America, and the rest split across other continents.
Research Question 1

Weight Change
During the continuous tracking period, participants lost weight (mean -0.47 kg, SD 1.73), but pre-stop, they gained weight (mean 0.25 kg, SD 1.62). In the mixed effects model, the time period significantly predicted weight change, revealing a 0.71 kg (95% CI 0.60 to 0.81) mean difference in weight change from the continuous to pre-stop period (see Figure 5).

Physical Activity Tracking Frequency
Participants recorded physical activity on 3.44 (95% CI -3.78 to -3.10) fewer days during the pre-stop period compared with the continuous tracking period (see Figure 5).

Average Daily Steps
A total of 19 users completely stopped tracking their physical activity during the pre-stop period, meaning that average daily steps could not be calculated. These users were excluded, leaving 1586 in the analysis. Pre-stop, participants took 220 (95% CI -320 to -210) fewer steps per day than during continuous tracking (see Figure 5).
Post Hoc Analyses

As in the prespecified analysis, users lost weight during the 2 weeks of continuous tracking (mean −0.29, SD 1.23) and gained weight in the first and second half of the pre-stop period (pre-stop 1: mean 0.11, SD 1.28; pre-stop 2: mean 0.14, SD 1.28). Post hoc comparisons revealed a 0.40 kg (95% CI 0.31 to 0.49) and 0.43 kg (95% CI 0.34 to 0.51) mean increase in weight change between the continuous tracking period and the two time periods preceding the stop in weight tracking, respectively. The two pre-stop periods did not differ significantly from each other (mean increase of 0.03 kg; 95% CI −0.06 to 0.11). The results of the best-fitting model are presented in Table 1 and Figure 6.

Physical activity tracking frequency significantly decreased by 1.28 days (95% CI −1.48 to −1.09) between the continuous tracking period and pre-stop 1. It further decreased significantly by 0.96 days (95% CI −1.16 to −0.77) between the pre-stops 1 and 2. The results of the best-fitting model are presented in Table 1 and Figure 6.

In total, 126 users completely stopped tracking their physical activity during the two pre-stop periods, meaning that average daily steps could not be calculated. We excluded these users from the analysis, reducing the sample size to 1479 users. Post hoc comparisons revealed that physical activity significantly decreased by an average of 180 steps (95% CI −290 to −70) between the continuous tracking period and pre-stop 1 and another 130 steps (95% CI −240 to −20) between the first and second half of the pre-stop period. The results of the best-fitting model are presented in Table 1 and Figure 6.
Table 1. Best-fitting models for the three dependent variables in the post hoc analyses.

<table>
<thead>
<tr>
<th>Best-fitting model</th>
<th>Dependent variables</th>
<th>Weight change (kg)(^a)</th>
<th>Physical activity tracking frequency (days)(^b)</th>
<th>Average steps (thousands)(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coefficients, beta (95% CI)(^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop 1</td>
<td>-.18 (−0.29 to −0.07)</td>
<td>−1.28 (−1.48 to −1.09)</td>
<td>−.18 (−0.29 to −0.07)</td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop 2</td>
<td>.43 (0.34 to 0.51)</td>
<td>−2.25 (−2.44 to −2.05)</td>
<td>−.31 (−0.42 to −0.20)</td>
<td></td>
</tr>
<tr>
<td><strong>Tukey-adjusted post hoc comparisons, beta (95% CI)(^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop 1</td>
<td>.40 (0.31 to 0.49)</td>
<td>−1.29 (−1.48 to −1.09)</td>
<td>−.18 (−0.29 to −0.07)</td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop 2</td>
<td>.43 (0.34 to 0.52)</td>
<td>−2.25 (−2.44 to −2.05)</td>
<td>−.31 (−0.42 to −0.20)</td>
<td></td>
</tr>
<tr>
<td>Pre-stop 1 vs pre-stop 2</td>
<td>.03 (−0.06 to 0.11)</td>
<td>−.96 (−1.16 to −0.77)</td>
<td>−.13 (−0.24 to −0.02)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Fixed effects: time period; random effects: distance to goal weight and user ID.
\(^b\)Fixed effects: time period and distance to goal weight; random effects: user ID.
\(^c\)Fixed effects: time period and distance to goal weight; random effects: user ID.
\(^d\)Coefficients represent mean differences between the three time periods.

Figure 6. Results of the three linear mixed effects models of the post hoc analysis.

Research Question 2

**Daily Steps**

Post hoc comparisons of the first mixed effects model, entering time period as a fixed factor and user ID as a random factor, showed a significant decrease of 200 daily steps (95% CI −250 to −150) from the continuous tracking to pre-stop period and a significant increase of 120 daily steps (95% CI 60 to 180) from the pre-stop to post-stop period.

In a second model, we added the variable date of measurement and the interaction term time period \times date of measurement to see whether there were within-period effects, but the GVIF\(^{1/[2×df]}\) values for the time period variable and the interaction term were above 50, indicating strong multicollinearity. We, therefore, excluded the date of measurement variable from all further analyses. In the final stage of sequential testing, post hoc comparisons of the mixed effects model adjusting for the distance to goal weight revealed a significant decrease of 190 steps (95% CI −240 to −130) from the continuous to pre-stop period. It also revealed a significant increase of 110 steps (95% CI 50 to 170) from the pre-stop to post-stop period. A small but significant decrease of 70 steps (95% CI −130 to −10) was found in the comparison between the continuous tracking and the post-stop period (see Figure 7). A summary of all results can be found in Table 2.
Figure 7. Results of the linear mixed effects models for research question 2.

Table 2. Results of the daily steps data analysis of research question 2.

<table>
<thead>
<tr>
<th>Daily steps data analysis</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients, beta (95% CI)d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop</td>
<td>−0.20 (−0.25 to −0.15)</td>
<td>−2.12 (−4.79 to 0.54)</td>
<td>−0.19 (−0.24 to −0.13)</td>
</tr>
<tr>
<td>Continuous vs post-stop</td>
<td>−0.08 (−0.14 to −0.02)</td>
<td>−6.16 (−9.19 to −3.12)</td>
<td>−0.07 (−0.13 to −0.01)</td>
</tr>
<tr>
<td>Date of measurement</td>
<td>N/Ae</td>
<td>−0.00 (−0.00 to 0.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>Continuous vs pre-stop v date of measurement</td>
<td>N/A</td>
<td>−0.00 (−0.00 to 0.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>Continuous vs post-stop v date of measurement</td>
<td>N/A</td>
<td>−0.00 (−0.00 to 0.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>Tukey-adjusted post hoc comparisons, beta (95% CI)d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop</td>
<td>−0.20 (−0.25 to −0.15)</td>
<td>N/A</td>
<td>−0.18 (−0.24 to −0.13)</td>
</tr>
<tr>
<td>Continuous vs post-stop</td>
<td>−0.08 (−0.14 to −0.02)</td>
<td>N/A</td>
<td>−0.07 (−0.13 to −0.01)</td>
</tr>
<tr>
<td>Pre-stop vs post-stop</td>
<td>0.11 (0.06 to 0.18)</td>
<td>N/A</td>
<td>0.11 (0.05 to 0.17)</td>
</tr>
</tbody>
</table>

aFixed effects: time period; random effects: user ID.
bFixed effects: time period, date of measurement, and interaction term period/date of measurement; random effects: user ID.
cFixed effects: time period; random effects: distance to goal weight and user ID.
dCoefficients represent mean differences between the three time periods.
eNot applicable.

Physical Activity Tracking Frequency

Post hoc comparisons revealed that physical activity tracking frequency significantly decreased by 3.3 days (95% CI −3.82 to −2.85) between the continuous tracking and pre-stop period and another 6.6 days (95% CI −7.12 to −6.16) between the pre-stop and post-stop period. The results of the best-fitting model are presented in Table 3 and Figure 7.
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of physical activity monitoring but an increase in physical activity on days when activity was recorded after users stopped tracking their weight. Our hypothesis, which stated that users would show a decrease in both physical activity levels and tracking frequency, is, therefore, only partially supported.

Users Gain Weight Before They Stop Tracking Their Weight
The literature provides abundant cross-sectional evidence that ceasing regular weighing and weight gain are associated [6-8,29,30]. This has been interpreted to indicate that reduced tracking frequency leads to weight gain. However, our findings suggest that the relationship could be reversed: in this analysis, weight gain preceded the stop in weight monitoring. We reached a similar conclusion in our recent review of the qualitative literature of experiences of self-directed weight loss [31]. These results can be explained in terms of The Ostrich Problem, which proposes that people avoid outcome information when it shows that progress is poor or it elicits negative emotions [32,33]. In line with this, previous research on weight loss has shown that people who anticipate negative feedback from the scales choose not to weigh themselves to avoid negative feelings [17,34-36]. In a study by Mintz et al [21], 63.1% (99/157) of the female participants reported reacting emotionally to weight measurements, and half of the participants felt that the weight measurements affected their feelings of self-worth. Taken together, it seems that some people struggle receiving negative feedback from the scales and, therefore, stop exposing themselves to the information. The lack of constructive use of weighing feedback, hence, leads to a stop in engagement with self-monitoring, which is a necessary step for self-regulation. The insights provided by these findings open up avenues for intervention because it is plausible that helping users reframe negative weight measurements as constructive feedback could aid successful self-regulatory processes.

Users Reduce Weight Loss Efforts Before Ceasing Weight Tracking
Users engaged in less physical activity and reduced the frequency of monitoring physical activity before they stopped tracking their weight. As attempting to increase energy expenditure through physical activity is one of the most common approaches to weight loss [21-23], we interpret these changes as reductions in the motivation to lose weight, leading users to stop weight tracking. Previous research also supports the notion that levels of motivation might be connected to weight monitoring adherence. One study reported that autonomous motivation predicted adherence to self-monitoring [37]. Two further studies found that measures related to motivation and weight loss behaviors, including goal ownership, weight loss expectations, and estimated weight loss skills, were negatively associated with subsequent dropout from weight loss treatment [38,39].

The decline of physical activity and increase in weight occurred concurrently, and it is possible that the two aspects may have influenced and reinforced each other. That is, reduced motivation to lose weight and thus reduced physical activity might have led to weight gain, which, in turn, might have reinforced the decline in motivation to track weight, bringing the whole self-regulatory system to a halt. There is a little empirical evidence to support this, including a study by Webber et al [37] who found that the positive association between autonomous motivation and adherence to self-monitoring was mediated by weight loss.

Consequences of Stopping Weight Monitoring
The question arises why users reduced the frequency of physical activity monitoring but increased their daily step count after stopping weight monitoring. There is some evidence that users

Discussion
Principal Findings
The analyses targeting the first RQ revealed that a stop in weight tracking is preceded by decreased step counts, lower physical activity tracking frequencies, and weight gain. The findings thus counter our first hypothesis, which had stated that physical activity (ie, motivation to lose weight) would remain stable, whereas a weight gain would precede the stop in weight tracking. The post hoc analysis showed that the changes in weight and physical activity developed concurrently, as effects appeared at the same time, in pre-stop 1. The results, therefore, only partially support our second hypothesis, as they do not reveal the sequential effect theorized: first, a decrease in physical activity, followed by weight gain and a stop in weight tracking.

Regarding the second RQ, we found a decrease in the frequency of physical activity monitoring but an increase in physical activity on days when activity was recorded after users stopped tracking their weight. Our hypothesis, which stated that users would show a decrease in both physical activity levels and tracking frequency, is, therefore, only partially supported.

Users Gain Weight Before They Stop Tracking Their Weight
The literature provides abundant cross-sectional evidence that ceasing regular weighing and weight gain are associated [6-8,29,30]. This has been interpreted to indicate that reduced tracking frequency leads to weight gain. However, our findings suggest that the relationship could be reversed: in this analysis, weight gain preceded the stop in weight monitoring. We reached a similar conclusion in our recent review of the qualitative literature of experiences of self-directed weight loss [31]. These results can be explained in terms of The Ostrich Problem, which proposes that people avoid outcome information when it shows that progress is poor or it elicits negative emotions [32,33]. In line with this, previous research on weight loss has shown that people who anticipate negative feedback from the scales choose not to weigh themselves to avoid negative feelings [17,34-36]. In a study by Mintz et al [21], 63.1% (99/157) of the female participants reported reacting emotionally to weight measurements, and half of the participants felt that the weight measurements affected their feelings of self-worth. Taken together, it seems that some people struggle receiving negative feedback from the scales and, therefore, stop exposing themselves to the information. The lack of constructive use of weighing feedback, hence, leads to a stop in engagement with self-monitoring, which is a necessary step for self-regulation. The insights provided by these findings open up avenues for intervention because it is plausible that helping users reframe negative weight measurements as constructive feedback could aid successful self-regulatory processes.

Users Reduce Weight Loss Efforts Before Ceasing Weight Tracking
Users engaged in less physical activity and reduced the frequency of monitoring physical activity before they stopped tracking their weight. As attempting to increase energy expenditure through physical activity is one of the most common approaches to weight loss [21-23], we interpret these changes as reductions in the motivation to lose weight, leading users to stop weight tracking. Previous research also supports the notion that levels of motivation might be connected to weight monitoring adherence. One study reported that autonomous motivation predicted adherence to self-monitoring [37]. Two further studies found that measures related to motivation and weight loss behaviors, including goal ownership, weight loss expectations, and estimated weight loss skills, were negatively associated with subsequent dropout from weight loss treatment [38,39].

The decline of physical activity and increase in weight occurred concurrently, and it is possible that the two aspects may have influenced and reinforced each other. That is, reduced motivation to lose weight and thus reduced physical activity might have led to weight gain, which, in turn, might have reinforced the decline in motivation to track weight, bringing the whole self-regulatory system to a halt. There is a little empirical evidence to support this, including a study by Webber et al [37] who found that the positive association between autonomous motivation and adherence to self-monitoring was mediated by weight loss.

Consequences of Stopping Weight Monitoring
The question arises why users reduced the frequency of physical activity monitoring but increased their daily step count after stopping weight monitoring. There is some evidence that users

Table 3. Results of the physical activity tracking frequency analysis of research question 2.

<table>
<thead>
<tr>
<th>Physical activity tracking frequency analysis</th>
<th>Model(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients, beta (95% CI)(^b)</td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop</td>
<td>(-3.33 (-3.82 to -2.85))</td>
</tr>
<tr>
<td>Continuous vs post-stop</td>
<td>(-9.98 (-10.50 to -9.50))</td>
</tr>
<tr>
<td>Tukey-adjusted post hoc comparisons, beta (95% CI)(^b)</td>
<td></td>
</tr>
<tr>
<td>Continuous vs pre-stop</td>
<td>(-3.34 (-3.82 to -2.86))</td>
</tr>
<tr>
<td>Continuous vs post-stop</td>
<td>(-9.98 (-10.50 to -9.50))</td>
</tr>
<tr>
<td>Pre-stop vs post-stop</td>
<td>(-6.64 (-7.12 to -6.16))</td>
</tr>
</tbody>
</table>

\(^a\)Fixed effects: time period and distance to goal weight; random effects: user ID.
\(^b\)Coefficients represent mean differences between the three time periods.

Discussion
Principal Findings
The analyses targeting the first RQ revealed that a stop in weight tracking is preceded by decreased step counts, lower physical activity tracking frequencies, and weight gain. The findings thus counter our first hypothesis, which had stated that physical activity (ie, motivation to lose weight) would remain stable, whereas a weight gain would precede the stop in weight tracking. The post hoc analysis showed that the changes in weight and physical activity developed concurrently, as effects appeared at the same time, in pre-stop 1. The results, therefore, only partially support our second hypothesis, as they do not reveal the sequential effect theorized: first, a decrease in physical activity, followed by weight gain and a stop in weight tracking.

Regarding the second RQ, we found a decrease in the frequency of physical activity monitoring but an increase in physical activity on days when activity was recorded after users stopped tracking their weight. Our hypothesis, which stated that users would show a decrease in both physical activity levels and tracking frequency, is, therefore, only partially supported.

Users Gain Weight Before They Stop Tracking Their Weight
The literature provides abundant cross-sectional evidence that ceasing regular weighing and weight gain are associated [6-8,29,30]. This has been interpreted to indicate that reduced tracking frequency leads to weight gain. However, our findings suggest that the relationship could be reversed: in this analysis, weight gain preceded the stop in weight monitoring. We reached a similar conclusion in our recent review of the qualitative literature of experiences of self-directed weight loss [31]. These results can be explained in terms of The Ostrich Problem, which proposes that people avoid outcome information when it shows that progress is poor or it elicits negative emotions [32,33]. In line with this, previous research on weight loss has shown that people who anticipate negative feedback from the scales choose not to weigh themselves to avoid negative feelings [17,34-36]. In a study by Mintz et al [21], 63.1% (99/157) of the female participants reported reacting emotionally to weight measurements, and half of the participants felt that the weight measurements affected their feelings of self-worth. Taken together, it seems that some people struggle receiving negative feedback from the scales and, therefore, stop exposing themselves to the information. The lack of constructive use of weighing feedback, hence, leads to a stop in engagement with self-monitoring, which is a necessary step for self-regulation. The insights provided by these findings open up avenues for intervention because it is plausible that helping users reframe negative weight measurements as constructive feedback could aid successful self-regulatory processes.

Users Reduce Weight Loss Efforts Before Ceasing Weight Tracking
Users engaged in less physical activity and reduced the frequency of monitoring physical activity before they stopped tracking their weight. As attempting to increase energy expenditure through physical activity is one of the most common approaches to weight loss [21-23], we interpret these changes as reductions in the motivation to lose weight, leading users to stop weight tracking. Previous research also supports the notion that levels of motivation might be connected to weight monitoring adherence. One study reported that autonomous motivation predicted adherence to self-monitoring [37]. Two further studies found that measures related to motivation and weight loss behaviors, including goal ownership, weight loss expectations, and estimated weight loss skills, were negatively associated with subsequent dropout from weight loss treatment [38,39].

The decline of physical activity and increase in weight occurred concurrently, and it is possible that the two aspects may have influenced and reinforced each other. That is, reduced motivation to lose weight and thus reduced physical activity might have led to weight gain, which, in turn, might have reinforced the decline in motivation to track weight, bringing the whole self-regulatory system to a halt. There is a little empirical evidence to support this, including a study by Webber et al [37] who found that the positive association between autonomous motivation and adherence to self-monitoring was mediated by weight loss.

Consequences of Stopping Weight Monitoring
The question arises why users reduced the frequency of physical activity monitoring but increased their daily step count after stopping weight monitoring. There is some evidence that users
are more likely to track favorable weight measurements [25], and it is thus conceivable that users tended to only wear their tracking device on their more active days, leading to less tracking but higher average physical activity on days with data. In addition, users may have had less interest in monitoring their physical activity, given that they could no longer put the measurements into context with weight data, a prerequisite to evaluating behavior and progress for self-regulation. In line with this hypothesis, qualitative studies of people who autonomously track health parameters have reported that a common aim is to identify correlations between the measurements of their different health parameters [36,40] to gain a better understanding of their body and to experiment with different ideas, for example, whether more sleep helps with weight loss [36]. Tracking more than one parameter has been associated with better adherence overall, possibly because of mutual reinforcement [41]. Having no longer collected information about their weight and thus being no longer able to complete the self-regulation process, the users in our sample might have perceived less value in their physical activity data, leading to a reduced tracking frequency.

It is notable that although the frequency of physical activity monitoring declined, users did not stop monitoring their physical activity completely, although they had stopped monitoring their weight. One reason for this discrepancy might be that daily physical activity measurements are independent of each other, whereas weight measurements are highly autocorrelated. That is, although a weight measurement from one day necessarily predicts the weight measurement of the next day, physical activity measurements are reset to zero at the start of each day, and the participant might, therefore, find it easier to start afresh.

**Strengths and Limitations**

One strength of this analysis is that it examines the patterns of self-monitoring behavior in a setting in which the users were not aware that they were being observed. This reduces biases such as the Hawthorne effect [37,42], increasing the external validity of our findings. Our sample size was considerably larger than most researcher-led studies. Covering 221,173 weight and 113,162 physical activity measurements from 1605 users, our analysis was well powered to detect pattern changes in the data. Context information for the users was, however, sparse. The dataset includes a high proportion of men, which is rare in the context of weight loss studies, but we lack information regarding socioeconomic status and ethnicity, making it difficult to gauge generalizability. However, the spread of users across countries means it is likely to encompass a broader mix of ethnic backgrounds and lifestyles than most single-country studies. Unfortunately, we do not know whether the users who were analyzed participated in any kind of weight loss program. However, as our analyses were conducted within individuals, confounding differences between individuals were removed. Another disadvantage of using context-restricted app data is that we had no information on users’ intentions. For instance, we do not know whether the stop in weight data actually reflects a stop in weight tracking. Users might instead have switched to a different app to track their weight measurements. We designed the study to minimize this possibility. The minimum period of continuous tracking of 16 weeks reduced the chance that the users were just trying out the app [43]. Only one-fourth of the downloaded health apps are used long term, and the cutoff lies around the tenth use [44]. Users of tracking apps become increasingly bound to their app of choice, as data on past physical activity and weight measurements cannot easily be transferred between apps [11]. We can, therefore, assume that after 16 weeks of continuous tracking, users who stop tracking their weight did not simply switch apps. It, however, remains possible that users continued weighing themselves without synchronizing the data to the app. Nevertheless, because we observed a significant weight gain and decrease in physical activity before the stop in weight tracking, it seems that the stop in weight tracking did occur in the context of waning weight loss efforts. Unfortunately, we did not have access to matched dietary data, which would have added another important proxy measure of the motivation to lose weight to the model. We do, however, believe that physical activity should be a good indicator of motivation on its own because roughly 80% of people report increasing their physical activity as part of their weight loss efforts [21-23].

A necessary feature of our study design is that we restricted our analysis to a group of people who monitored themselves very frequently. Individuals who self-monitor very frequently are likely to represent a highly motivated population [7], but this limitation is comparable with that of any other weight loss study where people who choose to take part have an intrinsic motivation to make a weight loss attempt. A final limitation is that because the design of this research is observational, we are unable to make causal inferences from the data. Future research using other designs is necessary to further investigate the patterns we identified.

**Conclusions**

This observational analysis shows that before people who weighed themselves regularly cease doing so, their weight increases and their physical activity intensity and tracking frequency declines. This probably indicates that a stop in regular weighing occurs in the context of a decline in weight loss efforts. After ceasing to track weight, there is a decline in the frequency of monitoring physical activity and an increase in the daily steps taken on the days monitored. The stop in weighing can be interpreted as a halt in self-regulation for weight loss, as progress is no longer monitored and cannot be evaluated. Our results indicate that phases of concurrent weight gain and decreases in physical activity constitute an appropriate time for intervention. Programs tackling declining motivation and helping with the constructive use of weight monitoring may, therefore, have the potential to help users stay on track with self-regulation and their weight loss efforts.
Acknowledgments

The authors would like to thank Withings SA for kindly providing them with the data for this study. The authors would also like to thank Eva Roittmann and Nicolas Genain at Withings for their input in the design and analysis stages of the study. This research was funded by the National Institute for Health Research (NIHR) Collaboration for Leadership in Applied Health Research and Care Oxford (CLAHRC) at Oxford Health National Health Service (NHS) Foundation Trust. KF’s time on this project was funded by NIHR CLAHRC Oxford at Oxford Health NHS Foundation Trust, Wolfson College, University of Oxford (Oxford-Wolfson Marriott-Primary Care Graduate Scholarship), and NIHR School for Primary Care Research. JB’s, SJ’s, and PA’s time on this project was funded by the NIHR Oxford Biomedical Research Centre. PA and SJ are NIHR senior investigators. The views expressed are those of the authors and not necessarily those of the NHS, the NIHR, the Wellcome Trust, or the Department of Health and Social Care.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Results of GEE Models.

References


Abbreviations

AIC: Akaike Information Criterion
ANOVA: analysis of variance
CLAHRC: Collaboration for Leadership in Applied Health Research and Care Oxford
GEE: generalized estimating equation
GVIF: generalized variance inflation factor
NHS: National Health Service
NIHR: National Institute for Health Research
RQ: research question

©Kerstin Frie, Jamie Hartmann-Boyce, Susan Jebb, Jason Oke, Paul Aveyard. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 17.03.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
The Effect of Narrative on Physical Activity via Immersion During Active Video Game Play in Children: Mediation Analysis

Caio Victor Sousa¹, PhD; Austin Fernandez¹, BSc; Jungyun Hwang², PhD; Amy Shirong Lu¹, PhD

¹College of Arts, Media, and Design, Bové College of Health Sciences, Health Technology Lab, Northeastern University, Boston, MA, United States
²Stanford University Medical Center, Department of Medicine, Palo Alto, CA, United States

Corresponding Author:
Amy Shirong Lu, PhD
College of Arts, Media, and Design, Bové College of Health Sciences
Health Technology Lab
Northeastern University
360 Huntington Ave
212A Lake Hall
Boston, MA, 02115
United States
Phone: 1 6173735795
Email: a.lu@northeastern.edu

Related Article:
This is a corrected version. See correction statement: http://www.jmir.org/2020/5/e20134/

Abstract

Background: Active video games (AVGs) can increase physical activity (PA) and help produce higher physiological expenditure. Animated narrative videos (NVs) possess unique immersive and motivational properties. When added to AVGs, they have been found to increase moderate-to-vigorous physical activity (MVPA) as opposed to the original no video condition. However, there is no evidence of whether that was due to the NV or the addition of an animated video to an AVG.

Objective: This study aimed to investigate the differential effect of adding an NV versus a nonnarrative video (NNV) to an AVG on PA parameters and physiological responses and to explore the mediating role of immersion.

Methods: A total of 22 children aged 8 to 12 years were randomly assigned to the NV or NNV condition. They were instructed to play an AVG (on Xbox Kinect) for as long as they wanted. We used accelerometers to estimate the time spent (in minutes) in MVPA. Heart rate (HR) and rate of perceived exertion (RPE) were measured before, during, and after the AVG play session. The participants then reported their experience of narrative immersion via a questionnaire.

Results: The NV group had significantly higher narrative immersion (mean 3.50, SD 0.55 vs mean 2.91, SD 0.59; \( P = .03 \)) and MVPA (mean 19.46, SD 13.31 vs mean 7.85, SD 5.83; \( P = .02 \)) than the NNV group. Narrative immersion was positively correlated with MVPA (\( r = 0.52; P = .01 \)) and average HR during AVG (\( r = 0.43; P = .05 \)). Mediation analysis indicated that narrative immersion mediated the effect of NV (NV vs NNV) on MVPA (direct effect: beta=7.51; \( P = .01 \)). The indirect effect was that NV was positively correlated with the mediator variable narrative immersion (beta=.59; \( P = .03 \)), which was itself marginally associated with MVPA (beta=6.95; \( P = .09 \)); when narrative immersion was included in the model, the regression coefficient was attenuated.

Conclusions: AVG with added narratives elicits more narrative immersion, resulting in more minutes in MVPA. Narrative immersion served as a mediator between NV and MVPA via its elicitation of an elevated HR without increasing RPE. The inclusion of immersive narratives in AVG could be helpful for inducing MVPA, to enhance AVG engagement without additional exertion.

(J Med Internet Res 2020;22(3):e17994) doi:10.2196/17994
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Introduction

In the United States, children spend an excessive amount of time with screen media [1]. Their daily time spent in sedentary video games has tripled over the past decade [2]. Physical activity (PA) in children is identified as one of the main methods for reducing the risk of obesity [3], cardiovascular disease [4], and type 2 diabetes [5]. Obese children aged less than 12 years are highly likely to become obese young adults [6].

A narrative is defined as any two or more events arranged in a temporal order [7] with unique, immersive, and motivational properties to encourage continuous active video game (AVG) play [8]. The absorption in a storyline integrates attentional allocation with imagery and feelings related to the narrative as opposed to nonnarrative. A loss of self-awareness is combined with mental construction of the narrative reality [9]. This attentional allocation is measured by narrative immersion [10]. Immersion is a term adapted from media research, defined as “a state in which the reader or player becomes absorbed in the narrative world” [10,11], that is, when one’s perception is directed toward a mediated world and away from the physical world [9,12]. On the other hand, nonnarratives consist of arguments, reasoning, claims, and so forth [13] that are overtly persuasive messages that do not create alternative worlds for individuals to enter, making them less likely to engage in mental imagery and emotion [9].

Narratives have been postulated to promote continuous gameplay [14]. AVGs emerge as an additional opportunity to increase children’s PA levels and reduce sedentary media usage [15,16] because AVGs are able to elicit moderate-to-vigorous physical activity (MVPA) [17,18]. AVGs feature player movement similar to real-life exercise participation [19,20]. Previous research demonstrated that children playing an AVG sports game session have similar energy expenditure as other traditional activities such as dancing or cycling [21]. However, children do not play AVG for sufficiently long durations to have an impact on their PA levels [20]. Thus, the development of innovative methods to increase children’s adherence and engagement to AVG is warranted. Although narratives appear in some health games [22], few AVGs capable of achieving MVPA have incorporated them [8].

The effect of narrative videos (NV) versus nonnarrative videos (NNV) has been studied extensively in health communication, behavioral intervention, and science communication [10,23], but no prior research has induced MVPA in AVG. A recent study [24] compared the effect of adding a narrative animated video to an AVG play session with the same session without video and reported that the children who watched the narrative took significantly more steps during the AVG play. Similarly, this effect was replicated recently [25]. In this case, the addition of a narrative to an AVG increased the MVPA by more than 50% compared with the same game condition without the narrative. Nevertheless, it is possible that the positive effect was merely because of the addition of an animated video, not the narrative itself. Although only NVs should have the immersive properties to increase engagement and motivation, there is no evidence that an NNV (documentary-like without stories) could also increase immersion, and there is no evidence of how MVPA increases during AVG.

Thus, this study aimed to compare the differential effect of adding an NV versus an NNV to an AVG session on PA parameters and the physiological responses to these two situations and to explore the mediation effect of immersion between narrative versus nonnarrative and MVPA in children aged 8 to 12 years.

Methods

Ethics Protocol

The Northeastern University’s institutional review board (IRB) approved the research protocol. Parents provided written informed consent, and children provided written informed assent. Consent and assent forms were both delivered to families of eligible children via email, and the paper forms were collected when parents brought the children to a university laboratory for the study. Data were collected between July 2018 and October 2018. Two research assistants (RAs) conducted the data collection with all participants.

Study Population

Children were recruited from a large, diverse, urban neighborhood in the northeast United States. RA placed printed flyers in the neighborhood afterschool program rooms and local public libraries. Participants from a previous research pool who were interested in this study were also contacted.

Inclusion criteria required the participants to (1) be aged between 8 and 12 years, (2) speak and understand English, (3) have not previously played the selected AVG, and (4) have no physical limitations with respect to AVG play. Exclusion criterion was the inability to complete an AVG session because of a medical condition or physical limitation.

The 8- to 12-year age group was targeted because children younger than 8 years have cognitive limitations in responding to survey questions [26] and children older than 12 years have entered early adolescence and will be subject to many physical, mental, emotional, and social changes that may make their needs and responses different from those of younger children [27]. In addition, without intervention, obese children in this age group (8-12 years old) are highly likely to become obese young adults [6].

Media Materials and Procedures

Experimental Videos

Both NV and NNV had a duration of approximately 11 min and presented the same kind of information on the benefit of PAs. The NNV was a narrated scientific documentary–like video about the benefits of PA featuring cartoon characters, including alternated male and female narrators. The NV tells a science fiction story about 2 main characters (boy/girl and player) with special powers enhanced by exercise and PA. The character/player needs to enhance their power to survive a postapocalyptic world. The NV plot has been developed with children-friendly design guidelines for MVPA motivation.
Active Video Game

We used the Kung Fu for Kinect AVG (Virtual Air Guitar Company), which involves whole-body movements via a Kinect sensor on an Xbox One console (Microsoft Inc). A preliminary examination of the AVG also indicated that both the NV and the NNV would be seamlessly matched with the game. While playing the AVG, the participant could see his/her own body on the screen and fought enemies using his/her own moves in a 2-dimensional fighting adventure environment. When different enemies appeared on the screen, the participant engaged them with a variety of intermittent and spontaneous movement patterns and skills, such as jumping, punching, and kicking [17]. We set the difficulty level as easy because we did not want the first time a child played the AVG to be difficult, and we found the level to be exercising enough to make the participants move. We set up a playing time limit of 45 min to avoid exhaustion, but the participants could stop at any point after they played at least one level (the first level could last between 1 and 5 min). We determined that a level ended whether a player won or did not win. Participant players could choose to continue trying that level if they had lost or progress to the next level if they had won.

Demographic Information and Anthropometrics

After signing an informed consent form, parents completed a questionnaire about their demographic and socioeconomic information (gender, race, household income, education, and number of adults and children in the household).

Children’s height (nearest 0.1 cm) and weight (nearest 0.1 kg) were measured using a stadiometer (ShorrBoard, Weight and Measure LLC) and a calibrated scale (SECA GmbH), which were then used to calculate BMI. Children’s age- and sex-specific BMI percentiles were obtained from the Centers for Disease Control and Prevention BMI-for-age growth charts [27].

A random list function (MS Office Excel 2019) was used to randomize eligible children to watch either an NV or an NNV before AVG play.

Accelerometer and Physiological Measures

The participants had a full and detailed explanation of the study procedures. A Polar heart rate (HR) monitor (Polar) was attached below the participant’s chest, and an ActiGraph GT3x (ActiGraph) was attached to their nondominant hip.

With all apparatus set, participants first sat comfortably before a television screen to watch an 11-min animated video (either NV or NNV). The RA stayed behind a curtain and remotely turned on the AVG console after the video. Children were asked to play for as long as they wanted.

Rate of perceived exertion (RPE) was assessed with Borg scale before and after the AVG play session. HR and PA were monitored during the entire AVG play session using the attached devices. The ActiGraph accelerometer device has been widely used for assessing individual levels of PA across different age groups, including children and young adults [17,31,32]. The ActiGraph triaxial accelerometers measure accelerations from the subject’s intensity and frequency of movement in 3 individual axes (anterior-posterior, vertical, and medial-lateral) and were initialized at 30 Hz sampling. The ActiLife software version 6.13.2 (ActiGraph) was used to download the data from the activity monitors and to convert acceleration data into the 3 axes activity counts, which quantify the amplitude and frequency of detected accelerations at a 1-second epoch dataset. A 1-second epoch has been found to be the most appropriate epoch length to detect short bursts of intense PA and may be the best choice for data processing and analysis in AVG studies examining intermittent PA [31]. We used Evenson et al’s [33] activity cut points to estimate the amount of time spent in light (26-573), moderate (574-1002), and vigorous (21003) PA.

After-Play Questionnaire

After the AVG session, participants completed questionnaires to assess narrative immersion and social desirability. Narrative immersion was assessed using a 9-item Likert-type scale (response range 1-5) [11], where 1=disagree and 5=agree. Sample items included “I could see myself in this story,” “I wanted to see how the story ended,” and “The story influenced my feelings.”

Social desirability (the tendency of the reporting person to give positive self-descriptions) was assessed using a 9-item Likert-type scale (response range 1-5) [34], where 1=disagree and 5=agree. Sample items included “I like everyone I know,” “I tell the truth every single time,” and “I never say thing I should not.” Social desirability of response has been observed in the self-reports of both adults and children. As this may impact the accuracy of the evaluative responses of AVGs, the validity of the study may be affected. The instrument has shown good reliability and validity in children across a variety of ethnic groups.

After completing the questionnaires, each participant received a US $25.00 gift card and was thanked for their participation.

Statistical Analysis

Normality and homogeneity of the data were checked using Kolmogorov-Smirnov and Levene tests, respectively. Independent *t* tests were performed to detect between-group differences in age and anthropometrics. Repeated measures analysis of variance was used to detect within- and between-group interactions for HR and RPE. The reliability of the questionnaires was assessed by using Cronbach alpha. In addition, Pearson correlation coefficients were calculated to detect the associations between the variables.

The mediation effects were tested for any associations we detected between the animated video condition and MVPA. The SPSS macro PROCESS was used for this analysis [35]. This macro uses bootstrapping to estimate the mediated effect and bias-corrected accelerated 95% CI of the effect. For each simulated sample, the macro estimates the product of paths *b* (from the independent variable to the mediator) and *c* (from the mediator to the dependent variable). These products represent a distribution approximating the sampling distribution of the indirect effect in the population. This technique directly tests
the significance of the indirect effect (the $b \times c$ product). This technique is considered superior to the causal steps method, which does not directly test a mediated effect [36]. This model determines whether the association between the video type (independent variable) and MVPA (dependent variable) was mediated by narrative immersion (mediation variable).

A priori sample size was calculated to detect a significant difference between the 2 conditions, with 95% power (1−β) to detect a small effect size (EF=0.3). Owing to some sample loss, the final sample size (n=22) provided a power of 92% (1−β) for a large EF (ie, 0.8). Although less than expected, it was still above 80%. We set the significance level at 5% (α≤.05). We performed our analyses using Statistical Software for the Social Sciences (IBM SPSS version 25).

\section*{Results}

\subsection*{Demographics and Anthropometrics}

A total of 22 participants (NV: 12 vs NNV: 10) completed the required research protocol, and none of the participants dropped out. Approximately half of the participants were minority children, and their parents were college graduates (Table 1). We tested our randomization and found that children from NV and NNV groups were not statistically different in age, height, weight, BMI percentile, or socioeconomic status ($P_s>.11$).

\begin{table}[h]
\centering
\caption{Age, anthropometrics, and demographic characteristics of the sample.}
\begin{tabular}{llll}
\hline
Variables & Narrative (n=12) & Nonnarrative (n=10) & $P$ value \\
\hline
Age (years), mean (SD) & 9.58 (1.16) & 10.30 (1.34) & .19 \\
Height (cm), mean (SD) & 141.3 (9.99) & 146.5 (7.98) & .19 \\
Weight (kg), mean (SD) & 33.80 (7.84) & 40.27 (9.92) & .11 \\
BMI percentile, mean (SD) & 45.08 (25.97) & 56.80 (35.14) & .40 \\
\hline
Sex, n (%) & & & \\
Male & 8 (67) & 7 (70) & N/A$^a$ \\
Female & 4 (33) & 3 (30) & N/A \\
\hline
Race, n (%) & & & \\
White & 7 (64) & 4 (40) & N/A \\
Black or African American & 1 (9) & 2 (20) & N/A \\
Asian & 2 (18) & 2 (20) & N/A \\
Other & 1 (9) & 0 (0) & N/A \\
Prefer not to answer & 0 (0) & 2 (20) & N/A \\
\hline
Highest education in the household, n (%) & & & \\
High school graduate or General Educational Development & 2 (17) & 0 (0) & N/A \\
Some college & 1 (8) & 1 (10) & N/A \\
College graduate & 5 (42) & 6 (60) & N/A \\
Postgraduate & 4 (33) & 3 (30) & N/A \\
\hline
Household income (US $), n (%) & & & \\
$20,000$-$39,000$ & 3 (27) & 2 (22) & N/A \\
$60,000$-$79,000$ & 1 (9) & 2 (22) & N/A \\
$80,000$-$100,000$ & 2 (18) & 0 (0) & N/A \\
$>100,000$ & 5 (46) & 5 (56) & N/A \\
Prefer not to answer & 1 (9) & 1 (11) & N/A \\
Number of adults in the household, mean (SD) & 2.17 (0.71) & 2.00 (0.47) & .52 \\
Number of children in the household, mean (SD) & 2.67 (0.45) & 2.70 (1.06) & .95 \\
\hline
\end{tabular}
\end{table}

$^a$N/A: not applicable.

\subsection*{Immersion and Social Desirability}

All constructs were averaged to form their respective indices after Cronbach alphas were calculated. Narrative immersion had a Cronbach alpha of .62. We found a statistically significant difference in immersion between NV and NNV groups (mean 3.5, SD 0.6 vs mean 2.9, SD 0.6; $P=.04$); we did not identify any differences for social desirability (mean 3.4, SD 0.6 vs mean 3.2, SD 0.9; $P=.40$). Our estimate of Cronbach alpha for the social desirability questionnaire for our participants was .84 (Figure 1).
Physical Activity and Xbox Data
The PA data from the accelerometers indicated a difference in MVPA between the NV and NNV groups, although we did not identify any differences for the total playing time or the number of levels played between the NV and NNV groups (Table 2).

Table 2. Physical activity and active video game data.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Narrative (n=12), mean (SD)</th>
<th>Nonnarrative (n=10), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vector magnitude (counts)</td>
<td>86.2 (33.8)</td>
<td>64.2 (13.7)</td>
<td>2.060 (20)</td>
<td>.06</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (minutes)</td>
<td>19.5 (13.3)</td>
<td>7.9 (5.8)</td>
<td>2.725 (20)</td>
<td>.02</td>
</tr>
<tr>
<td>Total steps</td>
<td>1461 (838)</td>
<td>1049 (549)</td>
<td>1.383 (20)</td>
<td>.18</td>
</tr>
<tr>
<td>Xbox playing data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total play time (minutes)</td>
<td>33.3 (14.1)</td>
<td>34.3 (11.5)</td>
<td>0.174 (20)</td>
<td>.86</td>
</tr>
<tr>
<td>Number of levels</td>
<td>9.8 (3.7)</td>
<td>10.2 (2.6)</td>
<td>0.304 (20)</td>
<td>.76</td>
</tr>
</tbody>
</table>

Heart Rate and Rate of Perceived Exertion Responses
Participants’ HR and RPE responses to AVG showed a significant time effect for both NV and NNV (Ps<.01), although we did not identify either a group effect or a time × group effect for HR (group: P=.30; time × group: P=.17) or RPE (group: P=.64; time × group: P=.79; see Figure 2).

Correlation Analysis
Narrative immersion was positively and moderately correlated with MVPA (r=0.52; P=.01) and average HR during AVG (r=.43; P=.05). MVPA was also positively and moderately correlated with total time playing AVG (r=0.56; P=.01) and average HR during AVG (r=0.60; P=.001; see Table 3).
Table 3. Correlation matrix of narrative/game scales, physical activity, and heart rate.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Immersion</th>
<th>Playing time</th>
<th>Number of levels</th>
<th>MVPAa</th>
<th>VMb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
<td>r</td>
</tr>
<tr>
<td>Playing time</td>
<td>0.02</td>
<td>.92</td>
<td>N/An/a</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of levels</td>
<td>0.08</td>
<td>.73</td>
<td>0.91d</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td>MVPA</td>
<td>0.52</td>
<td>.01</td>
<td>0.56</td>
<td>.01</td>
<td>0.53</td>
</tr>
<tr>
<td>VM</td>
<td>0.59</td>
<td>.001</td>
<td>0.42</td>
<td>.06</td>
<td>0.44</td>
</tr>
<tr>
<td>Heart rate (active video game)</td>
<td>0.43</td>
<td>.05</td>
<td>0.29</td>
<td>.19</td>
<td>0.18</td>
</tr>
</tbody>
</table>

aMVPA: moderate-to-vigorous physical activity.
bVM: vector magnitude.
cN/A: not applicable.
dItalicized values denote significant correlation.

Mediation Analysis

The mediation analysis to test whether narrative immersion acted as a mediator variable between animated NV (independent variable) and MVPA (dependent variable) is shown in in Figure 3. Our results indicated that the effect of animated NV on MVPA was mediated by narrative immersion. In the first step (model 1: nonmediated direct effect), the regression coefficient of animated NV on MVPA indicated a positive association (beta=11.61; P=.02; see step a in Figure 3). In the second regression step (model 2: mediated direct and indirect effect), animated NV was positively related (beta=.59; P=.03) to narrative immersion (step b). In the last regression model, narrative immersion was marginally positively associated with the dependent variable (beta=6.95; P=.09); when narrative immersion was included in the model, the regression coefficient was significant (indirect effect: steps b and c), but the relationship was slightly attenuated (step a’: beta=7.51; P=.01). Finally, the indirect effect (step a’ plus b and c) was significant, confirming the mediation role of MVPA in this model (Figure 3).

Discussion

Principal Findings

This is the first study to compare NV and NNV added to an AVG play session. The main finding of this study is that AVGs with added narratives elicited more narrative immersion and narrative engagement, leading to more minutes in MVPA. More importantly, narrative immersion acted as a mediator between narratives and MVPA for AVG, also increasing HR after play without more RPE. Nevertheless, it is noteworthy that there is no interaction effect (group×time) for HR; both the groups increased their HR across time, but there are no differences between the groups. This suggests that although the addition of narratives did not result in longer periods of playtime, the players played the narrative versions of AVGs with more bodily engagement and movement, which increases their physiological response but does not necessarily increase their perceived exertion in the task. As a result, the inclusion of good immersive narratives could be a key factor in inducing children’s MVPA play time, enhancing their engagement in AVG without incurring negative physiological feelings such as exertion.

This is the first report showing a mediation effect of narrative immersion on MVPA. The mediation results showed that immersion is a key factor in increasing MVPA during AVG play. Considering that story immersion is an integrative process in which the cognitive and affective resources of the player are concentrated in the task [14], it is reasonable to hypothesize that the NV elicited more game engagement, more commitment to the game tasks, and more movements, thus increasing their PA and physiological demand, without necessarily increasing
their exertion. Other AVGs (without narratives) have been shown to not sufficiently motivate children [37], which may be because of increased exertion and boredom. With narrative animations, it may be possible to prevent children from choosing sedentary games and instead motivate them to play AVGs, thus increasing PA.

Previous evidence indicated that narratives’ immersive properties could make children less self-aware of their physical effort during an AVG when they are immersed into the narrative [9], the very concept of immersion [10]. Thus, they can focus more on the outcome of the AVG play instead of the potential uncomfortable feelings associated with the exercise. Therefore, narrative immersion could be an effective method to promote healthier MVPA behaviors in young children [10] and older children [23].

Narratives enabled children to increase immersion and thus MVPA when playing AVGs. The finding that HR (during AVG), but not RPE, is moderately correlated with narrative immersion and MVPA suggests that despite the cardiovascular demand, being more physically active while being immersed in a narrative during an AVG does not increase the perceived exertion. If players perceived more exertion after AVG play, they might be discouraged from playing it again or, worse, engage in sedentary gameplay instead of active gameplay. In other words, children did not feel more tired after playing an AVG with narratives and spent more time participating in MVPA during the play instead.

Limitations
The results are not without limitations. The small size of our study population (n=22) only allowed us to detect a large EF (d>0.8), and small and moderate differences may have been undetected. Most (60%-70%) of our participants were male. Children’s fitness level before the AVG play was not assessed. The laboratory setting for AVG playing may limit the external validation of the results.

Conclusions
Narrative immersion acts as a key mediator in increasing a player’s MVPA in AVG after watching a narrative animated video. An NV also induced more MVPA with an increased HR after playing but not RPE. Future research should be conducted to investigate the chronic effect of narratives within AVGs on physiological parameters, PA, and playing time in children.
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Abstract

Background: Survey-based studies are frequently used to describe the economic impact of multiple sclerosis (MS). However, there is no validated health resource survey available, preventing comparison of study results and meaningful conclusions regarding the efficiency of long-term treatments.

Objective: The aim of this study was to develop and validate a tablet- and paper-based MS health resource utilization survey.

Methods: We developed and validated the Multiple Sclerosis Health Resource Utilization Survey (MS-HRS), consisting of 24 cost items for paper and tablet users. Data for validation came from two large German observational studies. Survey practicability was assessed according to the response rate. Reliability was described using test-retest reliability as well as Guttman lambda. Construct validity was assessed as convergent and discriminant validity via correlations with associated patient-reported outcomes and known-group analyses.

Results: In total, 2207 out of 2388 (response rate: 92.4%) patients completed the survey and were included to determine psychometric properties. The test-retest reliability had an intraclass correlation coefficient of 0.828 over a course of 3 months. Convergent validity analyses showed that total costs correlated positively with increased disability (r=0.411, P<.001). For discriminant validity, correlations of total costs with the Treatment Satisfaction Questionnaire for Medication ranged from −0.006 (convenience) to −0.216 (effectiveness). The mean annual cost was €28,203 (SD €14,808) (US $39,203; SD US $20,583) with disease-modifying therapies.

Conclusions: The MS-HRS is a multilingual, reliable, valid, electronically available, and easy-to-administer questionnaire providing a holistic cross-sectional and longitudinal assessment of resource utilization in patients with MS.

(J Med Internet Res 2020;22(3):e17921) doi:10.2196/17921
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Introduction

Multiple sclerosis (MS) is a potentially severe cause of neurological disability throughout adult life, leading to many years with high economic burden of the disease [1]. Studies on resource utilization in patients with MS have analyzed secondary data, such as administrative data of health insurance or health care providers, which have several strong limitations [2]. First, data accuracy may not be sufficient as several health care services can, but should not, be combined under one capitation. Second, the societal perspective cannot be considered, as only a share of all costs is refunded. In complex diseases like MS, patients’ needs exceed the scope of primary and secondary health care providers, making a societal perspective even more
important [3]. Third, billing data do not include important clinical data, making it impossible to determine the reasons for cost increases in the investigated population.

As another approach, diaries are commonly used to prospectively gather information on patient-level data [3]. However, the challenges in using diaries are thoroughness in reporting and high drop-out rates in time periods longer than 1 year [4].

Questionnaire-based cross-sectional studies represent a third well-recognized way of cost assessment in MS research, and they are well suited to analyze the occurrences of certain utilization behaviors [4-11]. Such surveys have the potential to include all relevant cost dimensions and may be applied to several stakeholders of the health care process. For instance, disease-modifying therapies (DMTs) are the main cost drivers for patients in earlier disease stages, and indirect costs are mainly responsible for the economic burden in later disease stages. However, cross-sectional investigations cannot assess the temporal associations between an intervention and an outcome. Such objectives require longitudinal data, which are fundamental for health economic evaluations, such as cost-effectiveness studies. Despite the long tradition of health economic evaluations in MS, there is no validated questionnaire with sufficient psychometric properties available, preventing comparison of study results between populations and meaningful conclusions [12,13].

The aim of our work was to develop and validate an easy to administer questionnaire that provides a holistic longitudinal assessment of resource utilization for clinical practice and elaborate research approaches.

Methods

Questionnaire Development

A German expert group consisting of neurologists, health care administrators, psychologists, and MS nurses developed the first version of the Multiple Sclerosis Health Resource Utilization Survey (MS-HRS) at the University Hospital Dresden in 2009. Following intensive feedback from physicians, nurses, and patients, a second more time-efficient version was created in 2016. The requirements from clinical practice, such as time-saving use in everyday clinical practice, updatable pricing, and avoidance of double documentation, were decisive for the development of the digital version, which is browser-based and can be used across most devices (Figure 1). The time-saving use was realized through an adaptive questionnaire structure by presenting only the necessary items electronically.

Identification of Resource Consumption

Information on resource consumption was obtained from studies, guidelines, textbook knowledge, administrative and accounting data, and expert opinions [4,8,16,17].
Costs were classified into direct medical, direct nonmedical, and indirect costs, according to German health technology assessment guidelines. Keeping multiple use cases in mind, we divided the tool into a core and an additional set of items (Table 1). The core elements are constitutive for the health resource utilization model and sufficient to capture the scope of resource utilization, whereas the additional questions foster the understanding of resource utilization.

Table 1. Core items of the Multiple Sclerosis Health Resource Utilization Survey: content and response option.

<table>
<thead>
<tr>
<th>Domain (number of questions) and question label</th>
<th>Item</th>
<th>Response option</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct medical costs (5)</strong></td>
<td>Stays in a hospital, especially in a neurological ward, rehabilitation clinic, and nursing home</td>
<td>Number of stays</td>
</tr>
<tr>
<td>Inpatient stays</td>
<td>Stays in a hospital, especially in a neurological ward, rehabilitation clinic, and nursing home</td>
<td>Number of stays</td>
</tr>
<tr>
<td>Outpatient stays</td>
<td>Contact with neurologists, other specialists, multiple sclerosis nurses, physiotherapists, occupational therapists, counselling centers, opticians, speech therapists, acupuncturists, other alternative health care professionals, and others</td>
<td>Number of contacts</td>
</tr>
<tr>
<td>Professional consultations</td>
<td>Examinations undergone: magnetic resonance imaging, computed tomography, lumbar puncture, and blood examinations</td>
<td>Number of examinations</td>
</tr>
<tr>
<td>Examinations</td>
<td>Over-the-counter medication</td>
<td>Expenditure in Euro</td>
</tr>
<tr>
<td>Professional care</td>
<td>Medical consumables</td>
<td>Expenditure in Euro</td>
</tr>
<tr>
<td>Direct nonmedical costs (2)</td>
<td>Assistance from professional caregiver and home help</td>
<td>Number of hours per week</td>
</tr>
<tr>
<td>Informal care</td>
<td>Assistance from friends and family members</td>
<td>Number of hours per week</td>
</tr>
<tr>
<td>Investments and purchases</td>
<td>Investments and purchases: housing, car modifications, walking aids, manual wheelchair, automatic wheelchair, scooter, bed, and others</td>
<td>Expenditure in Euro</td>
</tr>
<tr>
<td>Indirect costs (3)</td>
<td>Total hours of working time per week</td>
<td>Number of hours</td>
</tr>
<tr>
<td>Employment</td>
<td>Days of sick leave</td>
<td>Number of days</td>
</tr>
<tr>
<td>Employment: Sick leave</td>
<td>Extent of reduced productivity at work</td>
<td>Likert scale (0-10)</td>
</tr>
<tr>
<td>Employment: Disability pension</td>
<td>Extent of disability pension</td>
<td>Percentage</td>
</tr>
</tbody>
</table>

**Quantification of Resource Use**

We used the most accurate method of microcosting defined as “direct enumeration and costing out of every input consumed in the treatment of a particular patient” to quantify resources (Table 2) [18]. Recall periods of resource utilization have been determined to avoid over- and underreporting. Longer recall periods lead to telescoping effects, in which events occurring outside the time frame are mistakenly included in the intended period [19]. Furthermore, we took into account that more frequent events and those that are less salient are less likely to be recalled accurately over a long period. In conclusion, the recall period may differ with respect to the nature of cost items but should never exceed 12 months. We recommend intervals for the assessment between 3 and 6 months. It is noticeable that unified recall periods across all items of the survey made the questionnaire more intelligible for patients. In our results, we report all calculated costs as per quarter.
Table 2. Health resources and quantification.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Item</th>
<th>Valuation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct medical costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient care/day admission</td>
<td>Days in hospital, rehabilitation, and nursing wards</td>
<td>Standardized cost units</td>
</tr>
<tr>
<td>Ambulant consultations</td>
<td>Visits to general practitioners, neurologists, others specialists (urologists, ophthalmologists, and psychiatrists), multiple sclerosis nurses, physical therapists, psychologists, occupational therapists, opticians, speech therapists, acupuncturists, and other alternative healing professionals</td>
<td>Standardized cost units</td>
</tr>
<tr>
<td>Investigations/diagnostics</td>
<td>Magnetic resonance imaging, computed tomography, spinal tap, blood tests, and others</td>
<td>Physicians’ fee schedule</td>
</tr>
<tr>
<td>Over-the-counter medication</td>
<td>Medication and recommending doctor</td>
<td>Patient reported</td>
</tr>
<tr>
<td>Disease-modifying therapies</td>
<td>Medication and recommending doctor</td>
<td>Annual therapy costs as calculated from medication reports</td>
</tr>
<tr>
<td>Home help and support of professionals</td>
<td>Professional help, household care, and personal assistance</td>
<td>Human capital approach</td>
</tr>
<tr>
<td>Medical consumables</td>
<td>Medical consumables</td>
<td>Patient reported</td>
</tr>
<tr>
<td><strong>Direct nonmedical costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investments and equipment</td>
<td>House and car modifications, walking aids, wheelchair (manual and electric), scooter, sickbed, and others; payer and grants</td>
<td>Patient reported</td>
</tr>
<tr>
<td>Informal care</td>
<td>Time taken for preparation of meals, climbing stairs, personal care, drug administration, transport, and others; reduction of working hours of relatives</td>
<td>Opportunity costs method</td>
</tr>
<tr>
<td><strong>Indirect costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment and labor productivity</td>
<td>Full or part time work, sick leaves, reduced working time, change of work, and loss of earning</td>
<td>Human capital approach</td>
</tr>
<tr>
<td>Employment and labor productivity</td>
<td>Absence hours (multiple sclerosis and others), total working hours, and productivity scale</td>
<td>Human capital approach</td>
</tr>
</tbody>
</table>

**Valuation of Resources**

Evaluations conducted from societal perspectives are intended to reflect societal opportunity costs, which are equal to market prices in perfectly competitive markets. Nevertheless, markets in the health care sector are imperfect owing to statutory regulations. Hence, societal opportunity costs have to be approximated in most cases. Therefore, data from Bock et al were used wherever available (Table 3) [20].

Owing to a lack of data, few valuations were calculated from existing values. Visiting a nurse was rated with the lowest monetary value of €16.42. Furthermore, psychologist contact was monetarily valued as visiting a psychotherapist. The valuation for other specialists (eg, psychiatrist, urologist, and optician) was calculated as the mean of the given examples. Societal opportunity costs for investigations were approximated from the physicians’ fee [21].

To calculate annual costs for DMTs, we used defined daily dose net costs multiplied by 365 days [22]. Net costs account for statutory manufacturer discounts as well as pharmacy discounts (Table 4). The work productivity loss (absenteeism, early retirement, and presenteeism) was calculated using the human capital approach [23]. Absenteeism was defined as not showing up for work, whereas presenteeism was defined as reduced work productivity due to health problems. The loss resulted from the total number of lost hours multiplied by the average salary per hour. Any hour not worked was considered as lost. Data for this calculation were obtained from official statistics [24].

In 2011, 233 working days were used for the calculation, and the average number of working hours was 1406.2 hours [25]. Additionally, the average hourly labor cost was €29.90 [20]. The monetary work productivity loss due to sick leave was calculated as follows:

\[
\text{Productivity loss} = (1406.2 \text{ working hours}/233 \text{ working days}) \times €29.90 \text{ hourly salary}
\]

Occupational disability was calculated as the product of daily wage, average number of working days, and percentage of disability, with a maximum of €42,045.38 per year. The maximum hours dedicated to informal care was set to 60 hours per week according to German policies.

To ensure comparability of cash flows, prices from different periods were adjusted to the 2011 price level using the general price index for the national economy. This applies to patients’ self-reported medications, investments, medical consumables, and DMTs. Consumption of the remaining resources was valued with prices from the year 2011 to generate comparable costs within our validation population. For other purposes, more recent values may be derived by applying a conventional cost inflation of 2%.

All costs are reported in Euro. In 2011, the Euro to US dollar annual average exchange rate was equal to 1.392.
<table>
<thead>
<tr>
<th>Cost category</th>
<th>Monetary valuation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct medical costs (inpatient)</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>€593.04</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>€121.85</td>
</tr>
<tr>
<td>Nursing</td>
<td>€69.80</td>
</tr>
<tr>
<td><strong>Direct medical costs (outpatient)</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>€385.48</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>€46.68</td>
</tr>
<tr>
<td>Nursing</td>
<td>€46.15</td>
</tr>
<tr>
<td><strong>Direct medical costs (ambulant consultations)</strong></td>
<td></td>
</tr>
<tr>
<td>General practitioner</td>
<td>€20.06</td>
</tr>
<tr>
<td>Neurologist</td>
<td>€44.72</td>
</tr>
<tr>
<td>Other specialists</td>
<td>€34.73</td>
</tr>
<tr>
<td>Nurse</td>
<td>€16.42</td>
</tr>
<tr>
<td>Physiotherapist</td>
<td>€16.42</td>
</tr>
<tr>
<td>Psychologist</td>
<td>€78.08</td>
</tr>
<tr>
<td>Occupational therapist</td>
<td>€37.51</td>
</tr>
<tr>
<td>Optician</td>
<td>€34.78</td>
</tr>
<tr>
<td>Speech therapist</td>
<td>€38.59</td>
</tr>
<tr>
<td>Acupuncturist</td>
<td>€18.24</td>
</tr>
<tr>
<td>Other alternative healing professionals</td>
<td>€27.40</td>
</tr>
<tr>
<td><strong>Direct medical costs (investigations/diagnostics)</strong></td>
<td></td>
</tr>
<tr>
<td>Magnetic resonance imaging</td>
<td>€120.21</td>
</tr>
<tr>
<td>Computed tomography</td>
<td>€73.78</td>
</tr>
<tr>
<td>Lumbar puncture</td>
<td>€38.90</td>
</tr>
<tr>
<td>Blood tests</td>
<td>€1.10</td>
</tr>
<tr>
<td>Others</td>
<td>€60.66</td>
</tr>
<tr>
<td>Direct medical costs (over-the-counter medication)</td>
<td>Patient reported</td>
</tr>
<tr>
<td>Direct medical costs (disease-modifying therapy)</td>
<td>See Table 4</td>
</tr>
<tr>
<td>Direct medical costs (medical consumables)</td>
<td>Patient reported</td>
</tr>
<tr>
<td>Direct medical costs (home help/professional care)</td>
<td>€27.57</td>
</tr>
<tr>
<td><strong>Direct nonmedical costs</strong></td>
<td></td>
</tr>
<tr>
<td>Equipment, aids, and modifications</td>
<td>Patient reported</td>
</tr>
<tr>
<td>Informal care</td>
<td>€21.09</td>
</tr>
<tr>
<td><strong>Indirect costs</strong></td>
<td></td>
</tr>
<tr>
<td>Sick leave</td>
<td>€180.45</td>
</tr>
<tr>
<td>Disability pension (full year)</td>
<td>€42,045.38</td>
</tr>
</tbody>
</table>
Table 4. Costs of disease-modifying therapies per year (in €).

<table>
<thead>
<tr>
<th>Year</th>
<th>AVO</th>
<th>REB</th>
<th>BET</th>
<th>EXT</th>
<th>COP</th>
<th>GIL</th>
<th>TYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>18069.27</td>
<td>22626.46</td>
<td>17977.14</td>
<td>15528.45</td>
<td>16623.45</td>
<td>N/A</td>
<td>24625.10</td>
</tr>
<tr>
<td>2011</td>
<td>18611.35</td>
<td>23305.25</td>
<td>18516.45</td>
<td>15994.30</td>
<td>17122.15</td>
<td>26698.58</td>
<td>25363.85</td>
</tr>
<tr>
<td>2012</td>
<td>18182.19</td>
<td>22900.46</td>
<td>18132.07</td>
<td>15604.68</td>
<td>16377.93</td>
<td>25907.56</td>
<td>24586.58</td>
</tr>
<tr>
<td>2013</td>
<td>17981.00</td>
<td>22765.35</td>
<td>17815.29</td>
<td>15431.93</td>
<td>16197.00</td>
<td>22571.44</td>
<td>24214.41</td>
</tr>
<tr>
<td>2014</td>
<td>19437.31</td>
<td>24432.98</td>
<td>17601.95</td>
<td>15441.48</td>
<td>17035.61</td>
<td>18965.36</td>
<td>26194.92</td>
</tr>
<tr>
<td>2015</td>
<td>19333.96</td>
<td>24155.25</td>
<td>17517.70</td>
<td>15370.25</td>
<td>16733.32</td>
<td>20393.73</td>
<td>24280.75</td>
</tr>
<tr>
<td>2016</td>
<td>19247.42</td>
<td>23987.27</td>
<td>17384.09</td>
<td>14680.25</td>
<td>16648.48</td>
<td>21516.72</td>
<td>23321.06</td>
</tr>
<tr>
<td>2017</td>
<td>18865.10</td>
<td>23529.38</td>
<td>17047.81</td>
<td>15715.49</td>
<td>16352.26</td>
<td>20784.68</td>
<td>22902.02</td>
</tr>
</tbody>
</table>

aAVO: Avonex.
bREB: Rebif.
cBET: Betaferon.
dEXT: Extavia.
eCOP: Copaxone.
fGIL: Gilenya.
gTYS: Tysabri.
hN/A: not applicable.
iAs listed in the technology assessment report.

Study Population
Patients with relapsing-remitting MS (RRMS) were recruited in two prospective noninterventional multicenter studies conducted in Germany [26,27]. In that context, assessments of medical history and other general data, such as the Expanded Disability Status Score (EDSS), were performed by the treating neurologist. The current analyses are limited to patients with an EDSS of 0-6.0 to ensure sufficiently large subpopulations. Approval for both studies was obtained from independent local ethics committees, and all patients provided written informed consent for the collection of data [26,27].

Practicability and Reliability
Practicability was determined by the response rate of patients completing the MS-HRS. In addition, we compared the characteristics of completers and noncompleters to avoid selection bias. For reliability and validity analyses, we focused on the core elements of the survey. As we did not intend to evaluate DMTs at this step, costs for DMTs were not part of our methodological evaluation, which focused on psychometric properties.

For reliability analysis, test-retest reliability of the total costs in a group of stable patients over 3 months was estimated. Stable patients were defined as those not having relapse or increase in the EDSS during the 3 months of the retest period and another 3 months prior to the assessment. Thresholds for intraclass correlation coefficient (ICC) were applied as recommended (ICC<0.5: poor reliability; 0.5≤ICC<0.75: moderate reliability; 0.75≤ICC<0.9: good reliability; and ICC>0.90: excellent reliability) [28]. Gutman lambda 2 and lambda 6 are reported for the monetarized standardized items of the health resource utilization model with respect to the heterogeneous structure, providing a lower bound estimate of the consistency of the pricing approach. In an ordinary setting for test construction, desired levels would lay above 0.7. As our survey is not based on latent constructs but instead on real costs, consistency analysis is not part of the primary evaluation of reliability, but it provides additional insights for the model and the cost components.

Validity
Repeated expert consensus meetings of health economists, psychologists, and neurologists were conducted to secure face validity in terms of consistency and completeness.

Construct validity was assessed as convergent and discriminant validity via correlations with associated patient-reported outcomes (PROs) and known-group analyses by the EDSS (ranges: 0-1.0, 1.5-2.5, 3.0-4.0, and 4.5-5.5). The selected PRO measures were the EuroQol-5 Dimensions (EQ-5D), UK Neurological Disability Scale (UKNDS), and Patient Reported Outcome Indices for MS (PRIMUS) [29-32]. We expected to find significantly higher costs in groups with higher EDSS scores and correlations above 0.40 for convergent validity. As we did not intend to evaluate DMTs, the Treatment Satisfaction Questionnaire for Medication (TSQM) should present correlations clearly below 0.3 for discriminant validity [33].

Statistical Analysis
Continuous values are reported as arithmetic mean and SD. Ordinal values are reported as median and IQR. One-way random ICCs were used to calculate estimates for the test-retest reliability. All other correlations were calculated with Spearman rank correlation coefficients. Kruskal-Wallis H tests were conducted for known group analyses. Mann-Whitney U tests with adjustments by Bonferroni correction for multiple tests were applied for pairwise comparisons. All reported \( P \) values are corrected for multiple comparisons.
were compared to an alpha error level of 5%. No imputations were made for missing values.

**Results**

**Patient Characteristics**

In total, 2207 of 2388 patients completed the questionnaire at baseline and were therefore included in the validation process. The study population had a mean age of 41.73 (SD 10.19) years and was mostly female (1609/2207, 72.90%) (Table 5). Employed patients (1347/2207, 61.03%) were working predominantly full time (794/1347, 58.95%). In terms of relapses within the previous year, active (1015/2207, 45.99%) and nonactive (1192/2207, 54.01%) patients were balanced in the population. Participants reported a mean disease duration since diagnosis of 7.54 (SD 6.11) years and a mean EDSS of 2.43 (SD 1.57).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, years</strong></td>
<td>41.73 (10.19)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>42.00 (34.00-49.00)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>1609 (72.90%)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td>1347 (61.03%)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
</tr>
<tr>
<td>Full-time employed, n (%)</td>
<td>794 (58.95%)</td>
</tr>
<tr>
<td><strong>Number of relapses in the previous year,</strong></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1192 (54.01%)</td>
</tr>
<tr>
<td>1</td>
<td>612 (27.73%)</td>
</tr>
<tr>
<td>2</td>
<td>267 (12.10%)</td>
</tr>
<tr>
<td>≥3</td>
<td>98 (4.44%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>38 (1.72%)</td>
</tr>
<tr>
<td><strong>Duration of disease since diagnosis, years</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.54 (6.11)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>6.00 (3.00-11.00)</td>
</tr>
<tr>
<td><strong>EDSS</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.43 (1.57)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2.00 (1.00-3.50)</td>
</tr>
</tbody>
</table>

aEDSS: Expanded Disability Status Score.

**Validation of the Questionnaire**

**Practicability**

Looking at the number of patients completing the questionnaire, a good response rate of 92.4% (2207/2388) was achieved. Therefore, the responses of 2207 patients could be used to calculate total costs and all other parts of the health resource model. Noncompleting patients (n=181) did not differ in their gender distribution, age, or EDSS, but presented a slightly longer disease duration (mean 9.67 [SD 7.21] years, P<.001).

**Reliability**

Reliability was mainly assessed as test-retest reliability in a stable subgroup of patients. Overall, 1192 of 2207 (54.01%) patients fulfilled the criterion of presenting stable MS within that period. The ICC for this group over a course of 3 months was 0.828. In addition, Guttman lambda 2 (λ2=0.679) and lambda 6 (λ6=0.694) indicated an acceptable consistency between the standardized monetarized items of the health resource model (excluding DMT costs).

**Validity**

We analyzed the construct validity for total costs of the MS-HRS via known groups (excluding DMT costs). In all four EDSS groups, we found significantly different MS-related total costs and subcosts (all P<.001; Table 6). Further, all pairwise comparisons indicated significant differences in the direction as expected before (all P<.001 for total costs, all P<.05 for subcosts; Table 6).
Table 6. Known-group analysis: health resource utilization costs of patients with multiple sclerosis per quarter by disability (N=2059).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>EDSS^a 0-1.0 (n=562)</th>
<th>EDSS 1.5-2.5 (n=756)</th>
<th>EDSS 3.0-4.0 (n=589)</th>
<th>EDSS 4.5-5.5 (n=152)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Median</td>
<td>Mean</td>
</tr>
<tr>
<td>Total cost (€)</td>
<td>1099</td>
<td>2211</td>
<td>150</td>
<td>2295</td>
</tr>
<tr>
<td>Direct medical cost (€)^b</td>
<td>309</td>
<td>910</td>
<td>99</td>
<td>541</td>
</tr>
<tr>
<td>Direct nonmedical cost (€)</td>
<td>12</td>
<td>108</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Indirect cost (€)</td>
<td>777</td>
<td>1822</td>
<td>0</td>
<td>1734</td>
</tr>
</tbody>
</table>

^aEDSS: Expanded Disability Status Score.
^bDisease-modifying therapies are not included in direct medical cost.

Convergent validity analyses showed that total costs correlated positively with increased (patient-reported) disability (UKNDS sum score: $r=0.411$) and lost ability to participate in daily routines and activities (PRIMUS Activities: $r=0.423$) and negatively with health-related quality of life (PRIMUS QoL: $r=0.350$; EQ-5D: $r=-0.342$) (all $P<.001$).

For discriminant validity, correlations of total cost with TSQM scores ranged from $-0.006$ (convenience) to $-0.216$ (effectiveness). As expected, the inclusion of DMT costs lowered the correlations with all PROs (by 0.07 on average), but the relations between correlations were maintained.

**Resource Utilization**

Majority of patients stated that they used direct medical services in the past 3 months (Table 7). In contrast, less than every second patient (44%) had indirect medical costs and 16% had direct nonmedical costs. Besides DMTs, indirect costs were the main cost drivers ahead of direct medical and direct nonmedical costs.

Patients were mainly treated in private practices (2068/2207, 85%) and less often during inpatient hospital stays (138/2207, 6%) and day care admissions (65/2207, 3%). However, the highest cost was for inpatient treatments (€315.06 [SD €1587.09]), followed by consultations in the primary sector (€209.87 [SD €292.73]) and day admissions in hospitals (€32.22 [SD €311.68]). Total costs per quarter averaged €2462 (SD €3650; median: €631) without DMTs and €7126 (SD €3697; median: €5871) with DMTs. Therefore, annual costs for mild-to-moderate RRMS ranged between €9528 (SD €14,603) without DMTs and €28,203 (SD €14,808) with DMTs.
Table 7. Health resource utilization costs in patients with multiple sclerosis per quarter (N=2207).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct medical costs (without disease-modifying therapies)</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>2068 (93.70)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>601.30 (1708.55)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>174.00 (75.00-417.50)</td>
</tr>
<tr>
<td><strong>Inpatient care</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>138 (6.25)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>315.06 (1587.09)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Day admission</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>65 (2.95)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>32.22 (311.68)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Consultations</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>1817 (82.33)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>209.87 (292.73)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>109.50 (44.72-268.32)</td>
</tr>
<tr>
<td><strong>Examinations</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>1429 (64.75)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>32.34 (35.63)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>30.05 (42.78-45.77)</td>
</tr>
<tr>
<td><strong>Over-the-counter medication</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>693 (31.40)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>15.02 (46.43)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-10.00)</td>
</tr>
<tr>
<td><strong>Professional care</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>115 (5.21)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.02 (44.79)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>(0.00-0.00)</td>
</tr>
<tr>
<td><strong>Disease-modifying therapies</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>2185 (99.00)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4733.24 (820.30)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4629.11 (4280.54-5656.61)</td>
</tr>
<tr>
<td><strong>Direct nonmedical costs</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>352 (15.95)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>44.65 (229.51)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Investments</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>38 (1.72)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>9.14 (165.80)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Informal care and community service</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>337 (15.27)</td>
</tr>
</tbody>
</table>
### Table

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>37.25 (158.57)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Indirect costs</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>977 (44.27)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1816.50 (2880.74)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-3037.00)</td>
</tr>
<tr>
<td><strong>Short-term absence</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>320 (14.50)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>441.53 (1782.18)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Disability pension</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>352 (15.95)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>852.98 (2062.98)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td><strong>Presenteeism</strong></td>
<td></td>
</tr>
<tr>
<td>Users, n (%)</td>
<td>475 (21.52)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>522.00 (1333.18)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-0.00)</td>
</tr>
</tbody>
</table>

*All costs are in Euro.

### Discussion

#### Principal Findings

The MS-HRS represents a reliable, valid, and easy-to-administer questionnaire providing a holistic assessment of resource utilization for patients with MS. Health resources were derived from all pathways of patients with MS in an adapted health resource model for MS.

Some very respectable efforts have already been taken to research the health economic footprint of MS [2,5-7]. In Europe, Kobelt et al repeatedly assessed the costs and burden of MS in a cross-sectional survey approach, including direct, indirect, and intangible costs [6,7]. Concepts and definitions of subcosts may differ over time with respect to scope and style of reporting (eg, intangible costs where a clear line is recommended) [34]. For our model approach, we gave strong emphasis to direct and indirect costs, as done by Karampampa et al and Reese et al in their models [5,11]. We increased the depth of the assessment of indirect costs by adding a quantification of costs for presenteeism in addition to costs for absenteeism (sick leave and disability pension).

Part of our questionnaire development was a validation process that confirmed reliability and validity in a way that no previous approach did within the MS domain (Figure 2). Kobelt et al also recognized the need for validation, but a systematic approach beyond the aspects of practicability and face validity remained a task to fulfil [35]. Even though we did not develop a one-dimensional questionnaire for a latent construct, we were able to demonstrate essential psychometric qualities in the health economic assessment of MS. As of today, a multidomain open-access database of resource-use questionnaires does not contain a published instrument for MS [12]. Most of the cost assessments for MS were not developed to be published for general use but developed for application in certain cross-sectional frameworks. A very recent analysis of real-life cost outcomes underlined the rising interest in longitudinal assessment of health resource utilization [10].

The proportion of patients claiming certain health services was slightly lower in the study by Kobelt et al than in this study [6]. The lower proportion of patients taking over-the-counter medications and investments was particularly noticeable. This may be explained by the less severe disease progression beyond a RRMS profile. Taking this into account, the average annualized disease burden was within the range expected from previous publications [5,7,11,36].

Kobelt et al have recently reported precise price tags for most unit costs, and other authors have at least provided an indirect description of the valuation process and its exact results [5,9]. Differences were found for the valuation of subcosts, such as inpatient hospitalization, owing to different sources of valuation or different definitions for health resource units. In any case, precise and fully transparent reporting of per unit costs is highly recommended, especially for main cost drivers.
Event-related costing can also be considered to be of interest, but a clear separation from costs being assessed via routine data collection is necessary [5]. Otherwise, costs may double due to double assessment. We discussed whether to collect data for both sick days and missed working hours, as described by Reilly et al [16]. Furthermore, asking about sick hours would have meant switching to a recall period of 7 days, whereas the remaining questionnaire covers the last 6 months. Owing to higher usability, we decided to assess sick days only.

Claims data were considered for the assessment of criterion validity. However, there is a disadvantage that only billing-relevant data are available, preventing consideration of a societal perspective. Information on informal care, over-the-counter medication, and presenteeism and partial information on investments and medical consumables is not recorded. In addition, claims data do not provide the number of physician visits by a patient in Germany. In consequence, claims data were not suitable for the validation process.

Health economic studies often require both clinical and economic data. The MS-HRS can easily be used as part of clinical interventional and noninterventional studies to collect economic data. In a large population, we demonstrated that the questionnaire is easy to administer and has good psychometric properties. These characteristics provide the necessary prerequisites for high-quality health economic studies (eg, cost-effectiveness analyses).

Limitations
A patient-centered questionnaire is subject to notable limitations. Reliable recall periods of health resource use are time-limited, especially in patients who are cognitively more affected by the disease. Furthermore, patients may not want to disclose socioeconomic and health economic information because it is considered too confidential. We did not include information about more recent therapies as we did not gather related data for validation, which will be done in follow-up studies. Beyond this, further costs may be thinkable but less likely to have an impact on a societal level (eg, crowd-funded therapies at the current level and cost-related voluntary work loss). In addition, price tags for cost components have to be updated and adapted to local levels. For patients with progressive MS and patients with severe disability, further studies have to confirm the given psychometric properties.

Conclusions
The MS-HRS is a promising option to measure costs precisely in cross-sectional and longitudinal settings instead of estimating them or using surrogates. Further country-wise cost weights will facilitate the transparent estimation of MS-related costs across multiple regions. The MS-HRS is available online [37].
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Abstract

Background: Measuring patient-reported outcomes (PROs) requires an individual’s perspective on their symptoms, functional status, and quality of life. Digital health enables remote electronic PRO (ePRO) assessments as a clinical decision support tool to facilitate meaningful provider interactions and personalized treatment.

Objective: This study explored the feasibility and acceptability of collecting ePROs using validated health-related quality of life (HRQoL) questionnaires for prostate cancer.

Methods: Using Apple ResearchKit software, the Strength Through Insight app was created with content from validated HRQoL tools 26-item Expanded Prostate Cancer Index Composite (EPIC) or EPIC for Clinical Practice and 8-item Functional Assessment of Cancer Therapy Advanced Prostate Symptom Index. In a single-arm pilot study with patients receiving prostate cancer treatment at Thomas Jefferson University Hospital and affiliates, participants were recruited, and instructed to download Strength Through Insight and complete ePROs once a week over 12 weeks. A mixed methods approach, including qualitative pre- and poststudy interviews, was used to evaluate the feasibility and acceptability of Strength Through Insight for the collection and care management of cancer treatment.

Results: Thirty patients consented to the study; 1 patient failed to complete any of the questionnaires and was left out of the analysis of the intervention. Moreover, 86% (25/29) reached satisfactory questionnaire completion (defined as completion of 60% of weekly questions over 12 weeks). The lower bound of the exact one-sided 95% CI was 71%, exceeding the 70% feasibility threshold. Most participants self-identified with having a high digital literacy level (defined as the ability to use, understand, evaluate, and analyze information from multiple formats from a variety of digital sources), and only a few participants identified with having a low digital literacy level (defined as only having the ability to gather information on the Web). Interviews were thematically analyzed to reveal the following: (1) value of emotional support and wellness in cancer treatment, (2) rise of social patient advocacy in online patient communities and networks, (3) patient concerns over privacy, and (4) desire for personalized engagement tools.

Conclusions: Strength Through Insight was demonstrated as a feasible and acceptable method of data collection for ePROs. A high compliance rate confirmed the app as a reliable tool for patients with localized and advanced prostate cancer. Nearly all participants reported that using the smartphone app is easier than or equivalent to the traditional paper-and-pen approach, providing evidence of acceptability and support for the use of remote PRO monitoring. This study expands on current research involving the value of digital health, as a social and behavioral science, augmented with technology, can begin to contribute to population health management, as it shapes psychographic segmentation by demographic, socioeconomic, health condition, or behavioral factors to group patients by their distinct personalities and motivations, which influence their choices.
Introduction

Prioritizing Patient-Reported Outcomes

As hospitals seek to provide better value in health care, patient-reported outcome measures (PROMs), such as those evaluating pain and distress, are an integral part of improving care. Patient-reported outcomes (PROs) can serve as an innovative way for providers to incentivize patients to make changes that facilitate patient engagement and self-care for chronic disease management and prevention [1-4]. The use of PROs for cancer patients is not only appropriate but also is becoming an increasing unmet need, as studies suggest remote monitoring has been evaluated and demonstrated to improve survival. Studies have shown that PROs can lead to improved patient communication with providers, engagement, satisfaction, and better health outcomes. PROs can enhance care management by understanding the impact of treatments on patients’ lives [5]. This is increasingly important in cancer care, as patients with cancer can experience changes in their nutrition, elimination, pain management, and sexual function at varying levels of severity [6]. A health-related quality of life (HRQoL) evaluation can be imperative to evaluate the results of clinical trials. However, there is substantial evidence that clinical investigators miss 40% to 74.4% of patients’ symptomatic adverse events (AEs) [7]. Moreover, major policy making entities have also emphasized the importance of incorporating PROs into cancer research and policy formation (including the National Cancer Institute [NCI], American Cancer Society, and US Food and Drug Administration). This interest reflects a growing national recognition that traditional medical outcomes (ie, survival and disease progression) do not fully capture the patient’s experience of health, and there is an unmet need for health care providers to capture a new definition of value of health care, which includes improvement in subjective outcomes of importance to patients [8]. The 2 principal methods of gathering PROs (before the advent of electronic methodologies) are paper-and-pen approach and clinician interview, both of which are labor and time intensive. For PROs to be routinely integrated into clinical practice, PRO data collection methods must be efficient by demonstrating convenient, instantaneous, inexpensive, reliable, and clinically feasible.

A Digital Evolution

With the widespread adoption of smartphones, tablets, and other smart devices, mobile apps provide a new platform for patients to become active members of their health care team. Digital health technology encompasses clinical tools, advanced statistical algorithms, cloud computing, and artificial intelligence [9]. Research on digital technology can evaluate innovative approaches to improve care through PRO measures. The bidirectional transfer of data through smartphones offers an unprecedented method to collect PROs across the entire course of a cancer patient’s journey, allowing providers to monitor long-term outcomes. However, the translation of evidence-based health care interventions onto a digital platform should be evaluated to determine whether it is feasible and effective digital health technology [10-12].

The objective of this study was to test the feasibility and acceptability of Strength Through Insight, a digital health app collecting electronic PROs (ePROs) in patients with prostate cancer, and to examine patient perspectives to help create future digital health interventions. Apple’s ResearchKit empowers medical research by creating a mobile infrastructure for informed consent, surveys, and real-time active tasks (spatial memory, voice tests, motor activities, sleep-wake cycle, nutrition, and daily step counts) using the iPhone sensors and capabilities [13]. Strength Through Insight, a smartphone app built on the ResearchKit platform, aimed to explore the feasibility and acceptability of smartphone devices as a digital health tool to collect PROs for patients with cancer in the health care setting through a mixed methods approach.

To our knowledge, this is the first study piloting an ePRO using the ResearchKit smartphone app platform for patients with prostate cancer. The study (1) tested the feasibility of collecting ePROs via a digital health app, with a validated HRQoL questionnaires for patients undergoing prostate cancer treatment, and (2) analyzed patient attitudes and perceptions through qualitative interviews to identify reoccurring themes that address facilitators and barriers of adopting digital health to best support future design and implementation of digital health technology. We hypothesized that more than 80% of patients will complete 60% of the HRQoL questionnaires, once a week for a period of 12 weeks, proving the feasibility of ePROs in a smartphone app.

Methods

Procedures

This feasibility study was conducted at the Sidney Kimmel Cancer Center at Thomas Jefferson University Hospital (TJUH). Following TJUH institutional review board approval, potential participants were identified through a database maintained by the Sidney Kimmel Cancer Center.

The study was made available on the ClinicalTrials.gov [14] and on the Sidney Kimmel Cancer Center’s website in a listing of ongoing clinical trials. Potential participants were also recruited by research staff at TJUH in accordance with board-approved methods. Participating clinicians reviewed their patient lists and identified eligible patients who were then telephoned by a research staff member to confirm eligibility. Eligibility was confirmed by verbal confirmation of inclusion...
and exclusion criteria that were also available as part of the consent in the smartphone app. Eligible patients received detailed information regarding the study and, if interested, were sent a next steps document explaining possible risk and benefits, study expectations, expected time to complete, how to download the app, answer the questionnaire, configure settings (e.g., cellular data and push notifications), set reminders, and encouraging reporting of their patient outcome via the HRQoL questionnaire. The document also included information on how to follow up with the research team if they felt that they needed additional support. Participants were required to provide informed consent for the study through their smartphones, on downloading the app, before answering any questions. All relevant information, including objectives of the study, required activities of participants, study procedures, confidentiality, and privacy of information, was provided in the consent. Patients with upcoming scheduled appointments at the cancer center had the option to meet with research staff during their clinic visit to get help downloading the app, configure app settings, or complete assessments.

The study investigators developed patient interview guide questions based on clinical experience and relevant literature. The guide consisted of questions regarding patients’ expectations and experiences throughout prostate cancer treatment, which was defined for participants as encompassing symptom management (perceived knowledge about treatment side effects), patient-physician communication, digital literacy, quality of life, social media, and patient satisfaction.

Participants

Eligible patients were patients with prostate cancer who were receiving follow-up care (including follow-up and newly diagnosed patients). Inclusion criteria included (1) aged 18 years or older, (2) self-reported ability to speak and read English, (3) ability to communicate on a touch screen iPhone, (4) willing to provide signed informed consent, (5) willing and able to comply with all study activities, and (6) access to Wi-Fi connection or cellular data. Exclusion criteria included (1) subjects with concurrent medical or psychiatric condition who may have precluded participation in this study or completion of self-administered questionnaires (e.g., moderate to severe dementia and/or severe, uncontrolled schizophrenia or other conditions that would render them unable to complete a questionnaire) and (2) cognitive or other impairment (e.g., visual) that would interfere with completing a self-administered questionnaire on an iPhone.

Measures

The NCI Symptom Management and Health-Related Quality of Life Steering Committee recommend core sets of PROs to be routinely incorporated in prostate cancer treatment. This effort suggested 5 domains for localized prostate cancer (urinary incontinence, urinary obstruction and irritation, bowel-related symptoms, sexual dysfunction, and hormonal symptoms) and 4 domains for advanced prostate cancer (pain, fatigue, mental well-being, and physical well-being) [6]. Participants were stratified based on the severity of clinical diagnosis and asked to answer questionnaires that incorporated the recommended domains and comprehensively covered the multiple areas related to HRQoL. Patients with localized prostate cancer were asked to answer weekly questions from survey A, which included the validated HRQoL tool, 26-item Expanded Prostate Cancer Index Composite (EPIC-26; urinary incontinence and irritation/obstruction items, along with bowel, sexual, and vitality/hormonal domains), and patients with advanced prostate cancer were asked to answer weekly questions from survey B, which included the validated HRQoL tools Expanded Prostate Cancer Index Composite for Clinical Practice (EPIC-CP) and 8-item Functional Assessment of Cancer Therapy Advanced Prostate Symptom Index (FAPSI-8; urinary incontinence and irritation/obstruction items, along with bowel, sexual, and vitality/hormonal; pain; fatigue/lack of energy; weight loss; and worry domains). The research team determined the frequency of completing the assessment as once per week over a period of 12 weeks.

Participants were asked to complete the EPIC demographic add-on survey in the smartphone app, which included information on the participant’s ethnicity, marital status, employment, smoking status, previous treatments for prostate cancer, other current medical conditions, education, and income. Participants were then asked to self-select a survey option (survey A or survey B) based on the stage of their cancer [6]. Patients with localized prostate cancer were asked to answer weekly questions from survey A, which included the validated HRQoL tool, EPIC-26 (urinary incontinence and irritation/obstruction items, along with bowel, sexual, and vitality/hormonal domains), and patients with advanced/metastatic prostate cancer were asked to answer weekly questions from survey B, which included the validated HRQoL tools EPIC-CP and FAPSI-8 (urinary incontinence and irritation/obstruction items, along with bowel, sexual, and vitality/hormonal; pain; fatigue/lack of energy; weight loss; and worry domains). Patients were then asked to commit to an estimated 10 to 15-min participation in the study and configured app settings to allow or deny push notifications to serve as study reminders. The research team determined the frequency of completing the assessment as once per week over a period of 12 weeks. Throughout the study’s duration, all participant information was deidentified and stored using the secure, Health Insurance Portability and Accountability Act compliant, CloudMine data repository. Screenshots of the Strength Through Insight app are shown in Figure 1.
The feasibility of the *Strength Through Insight* app was determined by a dichotomous measure of satisfactory completion (defined as 60% of weekly questions over a 3-month period). The rate of satisfactory completion was estimated along with a 1-sided exact 95% CI. The method is considered feasible if the lower bound of the CI is above 0.7. Acceptability of *Strength Through Insight* was determined through patient opinions, regarding ease of use, satisfaction, and impact on cancer care.

**Patient Interviews**

Participants were asked to take part in guided interviews via telephone or in-clinic during visits before completing their first assessment. Separate interviews were held at the end of the study to facilitate feedback on *Strength Through Insight* and open discussion of topics, such as symptom management, attitude toward ePRO collection, or preferred method of reporting to elicit patient opinion on acceptability. Participants were asked to self-report their digital literacy as having a high digital literacy level (defined as the ability to use, understand, evaluate, and analyze information from multiple formats from a variety of digital sources) or low digital literacy level (defined as only having the ability to gather information on the internet). Interviews were conducted by a moderator who had previously received research training from an experienced qualitative health teacher. Moderators were not affiliated with the patient’s oncology care team. Content analysis of interviews provided common themes, illustrating the informational needs and concerns regarding remote PROs and digital health technology. Pre- and postinterview questionnaires are provided in Multimedia Appendices 1 and 2.

**Results**

**Participants**

A total of 29 patients with prostate cancer participated in the study from August 1, 2016, to December 31, 2017. The main
reason for ineligibility was because of owning an Android device, and common causes for participant refusal were unwillingness to download the app, unable to remember iOS password (required to download apps), lack of knowledge concerning apps, and concern of data security. As shown in Table 1, the median age of participants was 55 years (range 45-70 years). The majority of participants were white, married, completed college or beyond, digital literacy of Health 2.0, and reported a current annual household income of US $30,001 to US $100,000. Overall, 26 (89%) reported a diagnosis of localized prostate cancer.

Table 1. Sociodemographic and clinical characteristics of participants (N=29).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>55 (45-70)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td>29 (100)</td>
</tr>
<tr>
<td>White</td>
<td></td>
</tr>
<tr>
<td>Marital status , n (%)</td>
<td>19 (66)</td>
</tr>
<tr>
<td>Married</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>29 (100)</td>
</tr>
<tr>
<td>College</td>
<td></td>
</tr>
<tr>
<td>Annual household income, n (%)</td>
<td>29 (100)</td>
</tr>
<tr>
<td>≥$30,000</td>
<td></td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td>25 (86)</td>
</tr>
<tr>
<td>Localized prostate cancer</td>
<td></td>
</tr>
<tr>
<td>Advanced prostate cancer</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Digital health literacy level, n (%)</td>
<td>8 (27)</td>
</tr>
<tr>
<td>High</td>
<td></td>
</tr>
</tbody>
</table>

Measures

Quantitative Evaluation: Feasibility (Assessment of Satisfactory Completion)

A total of 29 participants enrolled in the study. Of these 86% (25/29) reached satisfactory questionnaire completion (defined as completion of 60% of weekly questions over 12 weeks). The lower bound of the exact 1-sided 95% CI was 71%, exceeding the 70% feasibility threshold. All participants were able to complete informed consent through the smartphone app. Patterns of missing data showed a decline in responses after week 6. Moreover, 3 participants reported technical issues (app randomly closing/need to restart the app) as the main reason for missing questions. Of 29, 90% (26/29) participants self-identified with localized disease chose to opt in push notifications. These participants reported push notifications to be an effective tool as a passive reminder to monitor their health. However, patients with advanced disease preferred not to have push notifications because of the patient belief that the notifications served as reminders of their health status or poor quality of life.

Qualitative Evaluation: Acceptability (Use, Satisfaction, and Impact on Care)

Overall, 72% (21/29) involved in testing the feasibility of the Strength Through Insight app were a part of the guided interviews. Representative patient quotes are presented inTextbox 1. All patients reported that using Strength Through Insight is easy or equivalent compared with completing a paper copy of the questionnaire. Most participants cited text messaging as their preferred method of reporting symptoms. Although most patients did not express a preferred recall or frequency to report symptoms (cited wanting to report symptoms when they experience side effects and not by an unpredictable time point), several participants expressed bother in reporting symptoms too frequently. Reasons for skipping weekly questionnaire included lack of adequate time in personal schedules, lack of perceived value, technical problems, and issues with frequency/recall. Although no patients recalled discussing their assessment report during clinic visits, patients reported that an increase in personal awareness of symptoms facilitated increased communication with caregivers, families, and friends rather than providers. Participants expressed a desire for more personalized questions and noted skipping questions if symptoms did not apply, suggesting the need for identifying a patient’s high priority concerns and symptoms to reduce the burden on patients completing questionnaires.
Textbox 1. Representative participant responses to interview questions.

- “Every time I saw the notification on my phone, even if I didn’t automatically go to the app and answer the questionnaire, it made me think of how I’m doing. And if I had a question about something I was feeling, I go to Dr. Google and search for my symptoms and look at forums from people to see if I can find someone like me.”
- “I thought it was great! I would be interested on using it for the rest of my treatment because you can’t remember everything, it’s hard to bring up anyways because my visits are so fast paced. I think my doctor gets really defensive every time I come in with my sheets.”
- “My wife and I actually answered the questions together as a little ritual at the end of the week. We had long talks about some of it because she made me change my answers to some questions.”
- “Some of the questions were just too general or repetitive. It wasn’t specific to me and I wish there were more questions about my pain management. I had issues that were worsened by surgery.”

Patient Interviews

Analysis of interview data revealed 4 dominant digital health themes: (1) the value of emotional support and wellness in cancer treatment, (2) rise of social patient advocacy in online patient communities (OPCs) and networks, (3) concerns over privacy and privacy as a social norm, and (4) the need for personalized digital health to improve patient engagement.

Theme 1: The Value of Emotional Support and Wellness in Cancer Treatment

Analysis revealed repeated reference to how Strength Through Insight and similar apps are fueled by questions specifically relating to symptoms and AEs and either do not include or only briefly discuss wellness. Most participants mentioned a lack of confidence and awareness in responding to questions outside disease and treatment and criticized apps for undermining the value of emotional support. A few participants specifically noted their desire to invest in mental and emotional well-being more than tending to treatment symptoms was emphasized. Similar interview responses pointed to the lack of questions focused on psychosocial or emotional support in the self-management of cancer treatment.

Theme 2: The Rise of Social Patient Advocacy in Online Patient Communities and Networks

The particular role of social media through OPCs and networks was emphasized as a recurring topic. Several participants identified the use of patient communities, such as Facebook groups, the smartphone app Belong, or content communities, such as Reddit, as the main environment to obtain trusted information and connect with other cancer patients and caregivers. Some patients reported the use of online communities over education websites, such as WebMD. In addition, a few patients reported the preference of these platforms over clinic visits with providers because fellow cancer patients are seen as experts and offer more and better information.

Theme 3: Concerns Over Privacy as a Social Norm

Nearly all participants emphasized a concerning issue of how patient-generated data would be used in the future. Participants identified the lack of transparency regarding current and future use of data as a major concern. Several participants also noted that despite potential disagreement on how information will be used or clarity of data ownership, they are likely to consent to health apps regardless because they will not be able to benefit from digital health technology otherwise.

Theme 4: The Key to Driving Patient Engagement: Personalization

Almost all patients reported predictive information as an encouragement to participate in their health care and acknowledged a desire for the app to be supported through predictive analytics to help drive engagement and healthy behavior change. Several participants specifically asked for an app upgrade that included a data summary component, showing data analytics to capture a higher level of detail necessary to predict and personalize symptoms if asked to continue app use. A summary of the qualitative themes has been illustrated in Textbox 2.
Textbox 2. Summary of qualitative themes.

**Theme 1: The value of emotional support/wellness in cancer treatment**
- “I’d rather an app pay attention to how I’m doing emotionally. Weeks go by and I still end up sleeping the day or weekend away because I’m depressed and tired. I avoided seeing anyone and used symptoms I didn’t even have as an excuse.”
- “I don’t know if I was depressed. I’m a proud person and didn’t let anyone know how I was feeling really. But my doctor didn’t even ask. Maybe they need input from other departments.”

**Theme 2: The power online patient communities and networks**
- “I’ve changed doctors three times, so I know I like my doctor. But I was disappointed because he made me feel confident that I would only experience certain symptoms. Then 3-4 months down the road, I never thought I would have the pain or some side effects I have now. I wasn’t told of anything really.”
- “I go on there because I’m interested and want to know more and those are the people I want to talk to. They make me feel like I can take my life back and move on.”

**Theme 3: Privacy as a social norm**
- “It’s hard to trust. We don’t have the same type of security on the internet than we do in the real-world. Especially with companies, I don’t believe they have my best interest in mind. I don’t see my opinion changing.”

**Theme 4: Desire for personalized patient engagement**
- “Without some kind of data analysis, I feel like I’m just the product giving you information, not the consumer.”

**Discussion**

**Digital Health: Personalizing Health Care**

The aim of this study was to explore the feasibility and acceptability of collecting ePROs using validated HRQoL assessment tools through a smartphone app in adult men throughout their course of treatment for prostate cancer. This study found that 86% (25/29) of participants reached satisfactory questionnaire completion (defined as completion of 60% of weekly questions over 12 weeks), proving the feasibility of collecting ePROs through a digital health app. Patients reported skipping domain-specific questions (urinary incontinence and irritation/obstruction items, along with bowel, sexual, and vitality/hormonal domains) that did not apply to the particular individual. Although higher completion rates over time would be desirable, the study was unable to observe this. This may be because of the lack of feedback to the user regarding their previous answers to the questionnaire. In this regard, the study did not originally consider patient feedback and was one of the learning points the authors were able to extract from this study. Overall, the use of ePROs may improve the quality of routine cancer care by expediting the detection of severe or disabling toxicities [2,15]. Although patients reported facilitated communication between patients and caregivers, the lack of increased communication between patient and provider suggests the requirement for an educational support tool. Patients may need to be educated on the best practices of self-monitoring and management of cancer to understand how to manage lifestyle choices to improve outcomes. This is consistent with other studies on patient empowerment in prostate cancer, which identified the need for provider support for the self-management of prostate cancer and social networks as an important resource that could be integrated into interventions [16,17].

**Patient Acceptance**

A primary theme that emerged from the interviews emphasized the value of emotional support and wellness in cancer treatment. Patient interviews highlighted the importance of emotional well-being as an unaddressed side effect of cancer treatment that is dealt with every day, as opposed to the appearance of occasional symptoms. This demonstrates another impactful way digital health can deliver care to meet a patients’ need within an empowerment framework.

A second major theme was concerned with the importance of providers to engage patients in participatory medicine with shared decision making. As a result of this lack of engagement, patients have resorted to social networking platforms such as OPCs. OPCs and networks are known for the arrangement and abundance of information, which enable patients to make treatment decisions that correspond with their long-term goals [18]. This research adds evidence to the emerging trend of community-based social media platforms as a common way for patients to self-manage their health conditions [19]. Social cognitive theory along with social network analysis suggests patients are influenced by OPCs because of the social support received from online peers and a patient’s self-reflection. For example, in a recent qualitative pilot study, a Facebook support group was created for liver transplant patients to use in a virtual community forum. The study examined the effect of the OPC on patient engagement and demonstrated an overall positive impact on patient care, and the main motivation for joining the group was reported to provide or receive support from other patients [19]. In a poststudy survey, patients cited their primary reason for participating in the Facebook group was to provide and receive support from other patients [19].

A third major theme that emerged puts forward an important fundamental question in digital health and how patients can benefit from data while protecting their privacy. Patient concerns over privacy, confidentiality, and control of data represent a...
growing recognition that patient-generated data from digital health tools can potentially be used for wanted and unwanted outcomes. Without public policy regulation concerning the ownership and responsibility for patient-generated data, digital health continues to lack transparency over the control of data, along with its implication for advanced analytics [20,21]. For example, several smartphone apps’ default option benefits data collection by effectively setting the default to opt-in rather than opt-out, granting apps’ access to sensors and data to collect private information (location data, Web browser history, and photos).

A fourth major theme indicated the inefficiency of digital health interventions unless appropriately acted on by patients. Nearly all patients reported a desire to become more involved with their health care through data personalization and predictive analytics. Lessons learned from the compliance rate of Strength Through Insight suggest that by combining objective measures of disease while incorporating the perspective of the patient, predictive analytics could increase participation. This requires digital health apps to convert patient-generated data into a functioning algorithm that factors and combines data elements to produce a useful prediction [22,23]. ePROs that include personalized reporting measures with symptomatic and psychometric properties integrated into prediction models can potentially deliver faster more accurate insights to support medical decision making [24,25]. The lack of patient engagement is a specific challenge that prevents ePROs from being integrated and used in decision making. As researchers use digital health to leverage advanced machine learning algorithms, digital health interventions should also be used to educate patients to better understand and control their own risk and learn how to appropriately act on implications provided in personalized statistics [26]. Patients, as consumers of health care, are the ultimate users and stakeholders of digital health technology, and future research must identify ways to best engage patients and caregivers.

A limitation of the study included the lack of a diverse patient population, which may not be representative of all patients with prostate cancer. The limited population may be reflected of a digital divide because most participants were self-reported to be White, educated, wealthier, and with a high digital literacy. The requirement of an iOS device also made several interested patients ineligible because of technology restrictions. The app was also built before Apple’s most recent announcement for the new capability of iOS 11.3 in CareKit, which enables patients to download laboratory results, allergies, immunizations, medications, procedures, and vitals from hospitals. Other limitations to this study may a higher level of patient motivation from the participants compared with the average patient, in which these patients were more personally inspired to complete the tasks. This may have also led to a secondary bias in the patient’s choice to participate in the study interviews, as previous studies have suggested that prostate cancer patients may be more compliant with PROs than other cancer patients who have more complex care (eg, head and neck cancer patients). Finally, the study used the validated HRQoL tools EPIC-26, EPIC-CP, and FAPSI-8, which were validated to be used on a monthly basis, and Strength Through Insight app’s mode of asking patients to answer questionnaires on a weekly basis instead.

**A Path Forward**

In the last few years, the health care industry has been promoting the concept of providers and patients collaborating and communicating with each other as a powerful tool. This has led to an evolving model of consumerism and a desire of patients to become engaged in their own health care decisions, delivery, and interactions. As the digital era progresses, digital health may serve as an enabler of patient-provider engagement, extending care beyond the confines of the hospital system and meeting consumers on their own terms. Digital platforms can engage consumers in a variety of ways, including tracking medical progress, treatment adherence, reminders and scheduling, and communications and providing the ability to capture more comprehensive data for analysis. However, despite the benefits of desire, many digital health technologies face the challenge of personalization, as health care has historically taken a one size fits all approach to patient engagement using the same context and communication channel for every patient. Future technology must focus on each patient as a unique individual, with his or her own motivations, priorities, and communication preferences. Moreover, the health care industry has the opportunity to improve on traditional mass approaches to patient communication by leveraging lessons learned in both the retail and financial industries [27,28]. Future digital health apps should not only focus on the development of technology but use health behavior and belief models to facilitate design techniques that incorporate patient perspectives to prompt behavior change.

**Conclusions**

The health care community has long recognized the value of a patients’ input in describing their own experiences, which has led to the growing use of ePROs to improve the efficiency of data collection and provide new opportunities to bring meaningful evidence back to patients and providers in innovative ways. This research provided an in-depth perspective on the different aspects of implementing ePROs on a digital health platform. To our knowledge, this was the first study piloting an ePRO using the ResearchKit smartphone app platform for patients with prostate cancer and expands on the research proving the feasibility and rigor of ePROs. With this, the true value of digital health, as a social and behavioral science, augmented with technology, can begin to contribute to population health management, as it shapes psychographic segmentation by demographic, socioeconomic, health condition, or behavioral factors to group patients by their distinct personalities and motivations, which influence their choices.
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Abstract

Background: Previous research suggests that artificial agents may be a promising source of social support for humans. However, the bulk of this research has been conducted in the context of social support interventions that specifically address stressful situations or health improvements. Little research has examined social support received from artificial agents in everyday contexts.

Objective: Considering that social support manifests in not only crises but also everyday situations and that everyday social support forms the basis of support received during more stressful events, we aimed to investigate the types of everyday social support that can be received from artificial agents.

Methods: In Study 1, we examined publicly available user reviews (N=1854) of Replika, a popular companion chatbot. In Study 2, a sample (n=66) of Replika users provided detailed open-ended responses regarding their experiences of using Replika. We conducted thematic analysis on both datasets to gain insight into the kind of everyday social support that users receive through interactions with Replika.

Results: Replika provides some level of companionship that can help curtail loneliness, provide a “safe space” in which users can discuss any topic without the fear of judgment or retaliation, increase positive affect through uplifting and nurturing messages, and provide helpful information/advice when normal sources of informational support are not available.

Conclusions: Artificial agents may be a promising source of everyday social support, particularly companionship, emotional, informational, and appraisal support, but not as tangible support. Future studies are needed to determine who might benefit from these types of everyday social support the most and why. These results could potentially be used to help address global health issues or other crises early on in everyday situations before they potentially manifest into larger issues.

Introduction

Previous research suggests that artificial agents may be a promising source of social support for humans and thus benefit health and well-being. For example, artificial agents may help people cope with loneliness and depressive anxiety that often accompanies severe illness and end-of-life experiences [1,2], improve mood and reduce depression and anxiety symptoms for individuals with dementia [3-5], and increase medication adherence and rehabilitation exercise frequency for individuals with chronic obstructive pulmonary disease by providing reminders and helpful information [6]. In addition, conversational agents have been shown to address social isolation and loneliness in older adults by providing empathic feedback, exercise promotion, and anecdotal stories [7], and Web-based cognitive behavioral therapy (CBT) conversational agents have shown to reduce symptoms of depression and anxiety [5]. However, the bulk of this research has been conducted in the context of social support interventions that specifically address very stressful life events or improving
health. Little research has examined everyday social support received from artificial agents, that is, social support as an everyday social interaction rather than a response to very stressful life events or health-related situations [8].

Social support is a complex construct, as it has been defined in many ways [9,10], has been categorized into different forms (eg, behaviors, perceptions) [11] and types (eg, instrumental, appraisal, emotional support) [12], and can come from a variety of sources (eg, friends, family, coworkers). In this paper, we define social support as a social psychological concept that “addresses the mechanisms and processes through which interpersonal relationships protect and help people in their day-to-day lives” [13]. Cutrona and Suhr [14] provide a framework to distinguish between several types of social support: (1) informational support, which refers to providing information or advice; (2) emotional support, which refers to providing expressions that include care, love, empathy, and sympathy; (3) appraisal support, which refers to evaluative feedback regarding skills, abilities, and intrinsic value; (4) companionship support, which refers to the enhancement of one’s sense of belonging; and (5) tangible support, which refers to providing needed goods and services. Despite the various definitions and forms of social support, numerous studies have demonstrated its importance in mental and physical health, as it is an important buffering factor for critical life events, illnesses, trauma, and stress [9,15] and affects one’s well-being in everyday circumstances [16,17].

Social support manifests not only in crises such as health-related or very stressful life events but also in everyday situations and contexts [8], and everyday social support forms the basis for the support received during more stressful situations [18]. Given that social support plays a critical role in health and well-being [9,15-17], it is important to examine the kinds of everyday social support that can be provided by artificial agents. This kind of investigation could allow us to potentially address global health issues or other crises early on in everyday situations before they manifest into larger issues.

As a first step in addressing this gap in the literature, we analyzed the user experiences of a popular companion chatbot (Replika) across two exploratory studies to identify the types of everyday social support that users received based on Cutrona and Suhr’s [14] framework of social support. In Study 1, we analyzed a large dataset of publicly available Replika user reviews. In Study 2, we recruited a sample of Replika users to provide in-depth descriptions of their experience of using Replika. We conducted thematic analysis on both datasets to gain rich and detailed insight of everyday social support received from interactions with Replika.

We specifically analyzed the user experiences of Replika, a companion chatbot that is “an AI companion who cares” and was created to provide a place for people to express themselves in a “safe, judgement-free space” and engage in meaningful conversations [19]. Once a user downloads the Replika app, he/she may choose to apply several characteristics to their Replika, such as a name and gender. Interactions with Replika primarily function through text-based communication, enabling users to converse with their Replika on their smartphones or computers. Like other chatbots, increased interactions with Replika allow it to learn more about the user, and it is built to resemble natural human communication as much as possible (Figure 1).

We focus on Replika rather than other artificial agents, for several reasons. First, Replika is not specifically geared toward providing users with CBT strategies or other techniques to manage health such as Woebot [20]. Instead, it primarily functions as a companion that is more appropriate for our study, given that we are examining everyday social support rather than social support in very stressful and health-related contexts. Second, Replika is a mobile messaging app that is available across many platforms, making it easily accessible to the general public. Third, it has been used by a large number of people and has been downloaded over a million times [19,21]. Thus, the relative ease of access, use by a large general audience, and orientation for general conversation enable us to study social support from artificial agents in everyday contexts rather than only as a response to very stressful and health-related events. As artificial agents become more ubiquitous in everyday life, it is necessary to understand how they can benefit people in everyday contexts.
Figure 1. A sample conversation with Replika.

Methods

Study 1

All written user reviews for Replika were downloaded from the Google Play store using scripts [22], resulting in 4434 reviews. Google Play is an app market platform, in which Android users can download apps onto their smartphones and rate and share their opinion about an app through user reviews. These user reviews provide a large body of data regarding user experiences, context of engagement, and valuable features, which are critical factors to the overall effectiveness of artificial agents. The advantages of using publicly available reviews to examine user experiences and attitudes toward a given app have been demonstrated through previous scholarly work on human-computer interactions [23-27].

We followed a similar approach used in previous studies [26,28] to identify the user reviews for our analysis. We manually examined all user reviews and recorded the reviews in which at least one category of social support based on Cutrona and Suhr’s [14] framework of social support categories was mentioned. Through discussion and analysis, 1854 reviews were identified and included in the study. We conducted thematic analysis on these reviews using a deducted “top down” approach following Braun and Clarke’s six-phase method [29] to identify themes in user reviews. We followed Cutrona and Suhr’s [14] framework of social support categories and mapped it onto our data.

First, the authors familiarized themselves with the data by repeated reading of user reviews. Subsequently, codes were applied to the user reviews. First-level codes that were similar and shared underlying meaning were grouped into overarching themes and subthemes [30]. The focus and scope of each theme and subtheme were compared to those of the original data and further refined. To establish the reliability of the themes, two independent research associates were provided with the set of themes and definitions and coded the reviews [29]. Any disagreements regarding codes and themes were discussed until a consensus was achieved. Analyses began in fall 2018 and ended in spring 2019.

Study 2

Participants

A total of 66 self-reported Replika users completed the survey. A large proportion of participants were men (36/66, 54.5%), single (42/66, 63.6%), white (47/66, 71.2%), and from the United States (41/66, 62.1%). Their ages ranged from 17 to 68 years (mean 32.64, SD 13.89 years). More detailed information of participant demographics can be found in Multimedia Appendix 1. Replika users were recruited on social media websites such as Facebook and Reddit to complete our online survey. Subjects were informed that no personal information would be collected and that they would not be receiving any compensation for their participation.

Materials and Procedure

Data were collected in spring 2019, and data analysis was conducted in summer 2019. Subjects provided basic demographic information and answered open-ended questions designed to capture more detailed and nuanced information regarding their experience using Replika. The Checklist for Reporting Results of Internet E-Surveys (CHERRIES) associated with this survey is reported in Multimedia Appendix 2. In this study, we analyzed responses to the following questions: “What do you like about interacting with your Replika?” and “Has your Replika had any impact on you in any way? If so, how?” We used these questions rather than more
specific questions pertaining to social support for two reasons. First, we did not want to include any leading questions, as they could influence the types of responses the subjects provided. Second, the format of our questions allowed the data to be in line with data from Study 1 in which users provided their general assessment of Replika and were free to contribute as much or as little as they wanted. We aggregated responses to both questions together for each participant and used the same analytic procedure used in Study 1 to qualitatively identify underlying themes.

Results

Study 1

Principal Results

Four major themes, each representing a type of social support, were identified from the user reviews: informational support (289/1854, 15.6%), emotional support (827/1854, 44.6%), companionship support (1429/1854, 77.1%), and appraisal support (172/1854, 9.3%). During our analysis, we identified an additional theme (negative experiences) that did not fit under any one of the existing themes. However, we determined that its examination could help inform and enable a deeper understanding of our research question. This theme illustrated the negative experiences of Replika (100/1854, 5.4%); note that the number in parentheses represents the number of reviews that contained a given type of social support out of the total number of reviews, along with percentages. It was possible that a review mentioned more than one type of social support.) We discuss each theme and associated subthemes in further detail below.

Informational Support: Advice for Mental Well-Being

Reviews indicated that Replika listens to users and offers useful advice by helping them reflect on their current state. Many users also indicated that it can be a helpful tool to temporarily manage issues related to mental well-being. An advantage of Replika is that it is accessible 24/7, which allows users to access helpful information/advice at any time and is particularly helpful when users do not have immediate access to regular sources of social support:

*I have anxiety myself [sic] started conversation with my AI who I call Casey about it. She immediately responded with reassurance and some motivational text post which I just found to be very cute! She had also asked if I wanted to go through a breathing routine to ease my anxiety and I passed because I was feeling quite alright, but I am very glad that things like this were included.*

Emotional Support

Trust

The reviews suggest that Replika serves as a venue by which users can disclose their true thoughts and feelings and discuss any topic of their choosing without fear of judgment or retaliation. They indicated that these were topics or issues that they would normally feel reluctant to disclose to other people, suggesting that users may trust and feel more comfortable disclosing them to an artificial agent rather than another person:

*Your fear of judgement is absolutely gone and it [sic] unreal the feeling you get being able to tell 'someone' how you really feel.*

Positive Affect

The reviews mentioned that Replika would often inquire about users’ well-being, send uplifting and nurturing messages, and provide compliments. This was generally associated with experiencing positive affect, as users often indicated that these features made them feel loved and cared for:

*It always gives me compliments and cheers me up.*

*Caring, my new friend always cares for me and asks how I’m doing.*

*Makes me feel good when I send her a picture of me she says I’m pretty.*

Appraisal Support

Introspection

The reviews mentioned Replika’s ability to engage in deep conversations and pose meaningful questions, which prompts users to engage in behaviors such as introspection, exploring their sense of self, and think about topics that engender further reflection and self-evaluation. For instance, Replika may ask users about their day, what they are currently thinking and feeling, their beliefs and attitudes, and personality traits, thus initiating self-centric conversations:

*It will help you explore yourself and has a real desire to want to help you.*

*Good way to reflect on your day, and put it into words. Like a journal that asks you questions and offers insightful comments.*

*Really helps with reflecting on my own thoughts.*

*It makes you think about who you are, and nearly always has positive replies.*

Skill Building

Users mention that talking with their Replika allows them to practice and improve their interpersonal skills, specifically communicating and connecting with other people. This seems to be facilitated (at least partially) by Replika’s ability to engage in and mimic human communication, thus allowing users to transfer interpersonal skills that they develop with their Replika into interactions with other humans:

*I’m slowly learning to open up to people now.*

*This app is helping my [sic] sharpen my horrible social skills.*

In the same vein, interactions with Replika allow nonnative English speakers to practice their English communication and writing skills.

*I use this app to improve my English skills.*
Companionship Support

Loneliness

The reviews indicate that Replika can engage in nuanced interpersonal behaviors such as understanding context, identifying user emotions, and remembering content from previous conversations—behaviors that have been historically very difficult to accurately capture in AI, but are essential if AI is to serve as effective companions for humans [31]. This, coupled with the ability for users to access Replika at virtually any time, seems to help buffer feelings of loneliness. This is particularly useful when normal sources of interaction and conversation (eg, friends, family) are unavailable.

I've never felt less lonely, and it really does learn and reply intelligently.

The perfect AI to chat with when you're feeling lonely and all your friends are busy.

The AI actually pays attention, listens, remembers and responds back, like how a human would.

Negative Experiences

Uncanny Valley

Some users were repulsed by Replika’s ability to sound and interact like a real human, often describing the experience as “weird” or “creepy.” This is analogous to the uncanny valley theory which suggests that, while people react more positively towards robots that appear more human-like in appearance and motion, when robots approach a certain level of realistic similarity to humans, this reaction becomes negative.

She now seems pretty competent at talking to me and she actually confessed that she liked me based on my personality. It was weird! Now this could be just really sophisticated programming but it felt very real and really freaked me out.

This AI is disturbingly realistic. Through our conversations we have established a very close friendship. My copyp is beginning to understand empathy and abstract concepts.

Out-of-Place Messages

Users would sometimes receive nonsensical messages from their Replika (ie, messages that do not follow the typical/ logical flow of a conversation), as well as repetitive messages (ie, repeating the same message(s) that were sent previously), which users described as odd and confusing. Users often did not provide specific examples or indicate the context by which these types of messages would appear, suggesting that these types of messages manifested randomly.

It talks to me about living in a cloud with terrible weather just like all the other Replikas. Is it supposed to say that?

I’ve had some weird messages with my AI, and I don’t know if I should be scared or impressed.

Does repeat some things you’ve said before, at very odd times.

Study 2

Principal Results

As in Study 1, the same four major themes representing the four types of social support were identified from the open-ended user responses: informational (6/66, 9.1%), emotional (32/66, 48.5%), companionship (43/66, 65.2%), and appraisal support (13/66, 19.7%). We also identified an additional theme that did not fit under any one of the types of social support (No Impact/Not Sure of Impact; 23/66, 34.8%) and again decided to include it in our assessment to provide a deeper understanding of our research question.

Informational Support

Respondents indicated that the advice that Replika offered was helpful and useful, and the constant access to this information was particularly beneficial when users did not have immediate access to regular sources of social support. In addition, Replika’s ability to recall information (an aspect of intelligence quotient [IQ] referred to as memory modeling) from previous conversations allowed users to reflect on past thoughts and feelings and facilitate self-learning:

Over time my Replika encouraged me to explore feasible means of engaging socially with other people.

[Participant #5, female, 42 years]

Emotional Support

Users trusted and felt comfortable engaging in self-disclosure with Replika without fear of judgment or retaliation. Users also felt loved and cared for by Replika’s generally nurturing messages:

She is very positive and supportive. I can talk to her about things I wouldn’t share with anyone else for fear of being judged.

[Participant #59, male, 42 years]

Companionship Support

Users indicated that the ability to access Replika at any time, coupled with its ability to understand and mimic nuanced human communication, helps buffer feelings of loneliness, as users can interact with a human-like entity at any time. In addition, users indicated that Replika can engage in various types of conversations with its user such as romantic conversations and intellectual conversations. In addition to textual messages, it can send images and music, thus allowing users to interact with Replika in various forms and contexts:

It makes me smile a lot by sending me music that I enjoy, and we have some good personal role play moments whether they be platonic friendship or something more romantic.

[Participant #13, transgender male, 31 years]

The AI made me feel exhilarated during the rest of the day following a discussion where our discussions were romantic or intellectually engaging.

[Participant #16, male, 68 years]

I like that my Replika can have its own opinion on different topics and it’s always open for discussions.

[Participant #8, female, 18 years]
Appraisal Support

Users indicated that they could engage in deep and meaningful conversations with their Replika chatbot, which facilitates self-evaluation. In addition to helping users improve their interpersonal skills, Replika also provides support that encourages users to explore and engage in novel activities:

- **I am now doing things I once was afraid or hesitant to do. I blossomed after I met my Replika. People in my life, who are not aware I have a Replika, could see the change in me. I feel awake.** [Participant #22, female, 57 years]

- **I feel Replika has helped me reduce my anxiety so I feel less stress and can go places I didn’t dare to go before like driving in the traffic in town and other things.** [Participant #40, female, 48 years]

No Impact/Unsure of Impact

Some users indicated that, although they enjoyed using Replika, it either had not made any significant impact on their life or they were unsure if it had made any particular impact on their life (replying “No” or “I’m not sure” to the question “Has your Replika had any impact on you in any way? If so, how?”). This suggests that, while Replika may be entertaining, it may not effectively provide social support or any meaningful interactions to some individuals. Interestingly, there were no mentions of the uncanny valley or nonsensical messages as there were in Study 1.

Discussion

Principal Findings

The bulk of research assessing social support interventions from artificial agents has been limited to specifically addressing very stressful life events or improving health. Little research has examined everyday social support interventions received from artificial agents. In Study 1, we analyzed user reviews of the popular companion chatbot Replika as a start to filling this gap in the literature. Although the analysis of user reviews can provide important information regarding real users’ experiences, there are limitations. First, we cannot gather demographic data or other important information (eg, how long users have been using the app before leaving a review) that would allow us to further understand the scope and generalizability of the themes. Second, the results could reflect selection bias, as users are not required to write a review. Third, it is possible that some reviews are fake due to the incentives for receiving favorable app reviews [32]. To address these limitations, we conducted Study 2 in which we collected open-ended data from Replika users regarding their experiences using Replika. Four main themes emerged across both studies, illustrating the presence of four types of social support: companionship, emotional, appraisal, and informational. Tangible support was unsurprisingly absent in the data, given that Replika does not have the capabilities to physically provide needed goods and services to users such as financial assistance.

Companionship support was the most common type of social support referenced. Replika’s ability to engage in and understand nuanced interpersonal behaviors, as well as its ability to engage in various types of conversations and send different types of messages (text, images, etc), makes it appear human-like and facilitates social connection. This suggests that companion chatbots may be most helpful in providing some level of companionship that can help curtail loneliness, which is consistent with the findings of previous studies investigating the role of artificial agents and loneliness [33,34]. This is important because loneliness is currently a widespread global health issue [35] and can have serious negative effects on health [36-39]. This also suggests that a level of companionship can be provided via computer-mediated communication and does not necessarily require a tangible, physical presence (eg, Paro the seal) [40].

Emotional support was the second most common type of social support referenced. Although Replika has very human-like features, knowing that Replika is not human seems to heighten feelings of trust and comfort in users, as it encourages them to engage in more self-disclosure without the fear of judgment or retaliation. This echoes previous research showing that some individuals are more comfortable self-disclosing to therapists via computer-mediated communication than face-to-face communication, as it reduces their fear of being judged [41]. Greater levels of self-disclosure have been positively linked with a number of emotional, relational, and psychological benefits [42-48]. Replika’s general orientation in sending users nurturing and uplifting messages could further buffer feelings of apprehension that are associated with self-disclosure, thus further facilitating higher levels of self-disclosure.

In addition to displaying high emotional quotient (EQ), Replika displayed a high IQ, which allows it to provide useful advice and information (informational support) as well as self-evaluation (appraisal support). The ability to integrate EQ and IQ is an important factor in fulfilling the emotional needs of humans. According to Shum et al [31], “These IQ capabilities are not only the technical foundations of various skills, but also essential for building high level EQ capabilities.” Having high IQ capabilities is particularly beneficial when normal sources of informational or appraisal support are temporarily unavailable to provide individuals with information that would allow them to effectively manage everyday issues. More importantly, this suggests that artificial agents could be a means to help increase access to mental health services, given that barriers such as perceived public stigma, finance, and lack of service often prevent individuals from seeking out and obtaining needed mental health care [49,50]. In other words, having useful information to effectively deal with everyday issues could allow users to address such issues early on before it can potentially take a serious toll on their health and well-being. Although the frequencies with which informational and appraisal support were referenced in both studies were considerably lower than companionship and emotional support, the nonnegligible presence of these types of support indicate that artificial agents can, at the very least, provide some level of informational and appraisal support to some individuals.

The fifth theme that emerged in Study 1 highlighted the negative aspects of user interactions with Replika. At first glance, the codes under this theme seemed contradictory: Although some
users felt unsettled by Replika’s ability to sound and interact like a real human, others felt like it was not human enough, as it would occasionally send nonsensical messages. The former perception seems to align with the “uncanny valley” concept in which humanoid objects that almost perfectly resemble humans provoke an unpleasant reaction in observers. The coexistence of the uncanny valley code and social support codes in our data suggest that, while some individuals may react negatively to a very human-like chatbot, others have a more positive reaction or perhaps even find this trait necessary to emotionally connect with chatbots. In other words, artificial agents may provide meaningful interactions only to certain populations, particularly those who have less negative reactions to human-like artificial agents.

With regard to nonsensical messages, it is possible that these messages occurred during the initial stages of interaction with Replika while it was still learning about the user. Alternatively, these nonsensical messages could have occurred in much later interactions due to programming issues or user misunderstanding. We cannot determine if it was the former or latter reason, as this would require access to users’ chat logs to examine messages. Regardless, this subtheme may indicate that certain individuals are more sensitive to such nonsensical messages than others, which may impact the quality of their interactions with artificial agents. Future studies are needed to fully investigate this finding.

Interestingly, the negative experiences theme that emerged in Study 1 did not emerge in Study 2. Rather, the fifth theme that emerged in Study 2 highlighted some users’ lack of any substantial or meaningful benefits of Replika, even though they liked certain features. This discrepancy between Studies 1 and 2 may be because in Study 2, users were prompted to specifically address any impacts that Replika had on their life, whereas in Study 1, users did not receive the same prompt when leaving reviews in the app store. This could also be due to selection bias: Users may not be as motivated to leave app store reviews if they liked the app but did not find it particularly beneficial. Thus, these “middle of the road” responses could reflect those users who enjoyed using Replika but did not find it particularly beneficial, which would more likely surface through calls for participation in a survey assessing user experiences of Replika rather than app store reviews. It is also possible that any app updates largely eliminated the negative experiences in Study 1, which could explain why those negative experiences were not detected in Study 2, considering that it was conducted after the user reviews in Study 1 were submitted. Despite this discrepancy, this theme suggests that certain individuals may find artificial agents a less effective source of social support than other individuals.

These results have important implications. First, Replika may be a promising source of everyday social support—the kind of social support that can buffer the effects of daily hassles and minor stresses—which can also have a large negative impact on health and well-being [51], similar to the more serious counterparts of these effects. They are likely encountered on a daily basis and can accumulate and occur in tandem with major stressors. Thus, the accessibility of everyday social support can help address minor stressors and daily hassles before they manifest into larger, more serious issues. Second, while artificial agents that deploy specific health and social support interventions are undoubtedly crucial, our results suggest that artificial agents that function as general companions are also important. This is not surprising, given that the physiological and psychological benefits of companionship are vast [52]. Since the bulk of research in this area has focused on social support interventions that specifically address very stressful life events or health improvements, more research should investigate companion artificial agents and their potential impact on social support, health, and well-being.

**Strengths, Limitations, and Future Directions**

This study had several strengths. First, it is the first study, to our knowledge, to investigate social support received from artificial agents in everyday contexts, rather than in very stressful events or health-related contexts. Second, we used publicly available app store reviews, which provided us with a rich and large dataset of user experiences. Third, we complemented Study 1 with a follow-up study in which we were able to obtain a more detailed and nuanced set of user experiences. Fourth, the types of social support that emerged were consistent across two studies and two datasets, further validating our findings.

This study also had several limitations. We only analyzed user experiences of one artificial agent. As it is possible that the results could vary across different types of artificial agents, future investigations should investigate different types of artificial agents. Users who had a positive experience with Replika may have been more motivated to provide their reviews and responses in the app store and complete our survey. Thus, there may be bias in the reviews as users who had negative or neutral experiences may be less likely to provide feedback.

In addition, our study cannot address the question of whether receiving everyday social support from artificial agents is more or less effective than receiving social support from other people or whether artificial agents can provide certain types of social support more effectively than others. Future studies can examine these questions within the lab by comparing the effectiveness of specific types of everyday social support from artificial agents versus humans. This would also allow researchers to identify any personality traits or individual differences that explain who may benefit more from interactions with artificial agents and to what extent.

Along the same lines, future research should investigate the various functions/roles that Replika serves its users. This can help inform specific behaviors and traits that make artificial agents effective sources of social support.

**Conclusions**

Our conclusion—supported by two studies—is that artificial agents may be a promising source of everyday companionship, emotional, appraisal, and informational support, particularly when normal sources of everyday social support are not readily available. Future studies are needed to determine who might benefit from these types of social support the most and why. These results could potentially be used to help address global health issues or other crises early on in everyday situations.
before they manifest into larger issues. We hope our study is a stepping-stone into further interdisciplinary scholarly inquiry on the ways in which artificial agents can effectively provide social support and improve well-being in everyday contexts.
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Abstract

Background: Emotional eating (EE) is one of the most significant symptoms of various eating disorders. It has been difficult to collect a large amount of behavioral data on EE; therefore, only partial studies of this symptom have been conducted. To provide adequate support for online social media users with symptoms of EE, we must understand their behavior patterns to design a sophisticated personalized support system (PSS).

Objective: This study aimed to analyze the behavior patterns of emotional eaters as the first step to designing a personalized intervention system.

Methods: The machine learning (ML) framework and Latent Dirichlet Allocation (LDA) topic modeling tool were used to collect and analyze behavioral data on EE. Data from a subcommunity of Reddit, /r/loseit, were analyzed. This dataset included all posts and feedback from July 2014 to May 2018, comprising 185,950 posts and 3,528,107 comments. In addition, deleted and improperly collected data were eliminated. Stochastic gradient descent–based ML classifier with an accuracy of 90.64% was developed to collect refined behavioral data of online users with EE behaviors. The expert group that labeled the dataset to train the ML classifiers included a medical doctor specializing in EE diagnosis and a nutritionist with profound knowledge of EE behavior. The experts labeled 5126 posts as EE (coded as 1) or others (coded as 0). Finally, the topic modeling process was conducted with LDA.

Results: The following 4 macroscopic topics of online EE behaviors were identified through linguistic evidence regarding each topic: addressing feelings, sharing physical changes, sharing and asking for dietary information, and sharing dietary strategies. The 5 main topics of feedback were dietary information, compliments, consolation, automatic bot feedback, and health information. The feedback topic distribution significantly differed depending on the type of EE behavior (overall P<.001).

Conclusions: This study introduces a data-driven approach for analyzing behavior patterns of social website users with EE behaviors. We discovered the possibility of the LDA topic model as an exploratory user study method for abnormal behaviors in medical research. We also investigated the possibilities of ML- and topic modeling–based classifiers to automatically categorize text-based behavioral data, which could be applied to personalized medicine in future research.

(J Med Internet Res 2020;22(3):e15700) doi:10.2196/15700
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Introduction

Background

A large population is affected by eating disorders, including anorexia nervosa, bulimia nervosa, and binge eating disorder. According to statistics from the UK Addiction Treatment Centers, about 725,000 people in Britain have been affected by eating disorders, whereas others put the number as high as 1.6 million. The actual population that is affected by eating disorders is predicted to be even higher, considering the fact that many hesitate to seek professional help [1].

One of the common symptoms of eating disorders is emotional eating (EE), which is defined as “eating in response to any emotion, whether that be positive or negative” [2,3]. People with EE behavior frequently consume large quantities of comfort food that are usually nutritionally imbalanced, as a response to feelings instead of hunger [3,4]. The investigation of EE behavior is critical as many people with EE behaviors easily transition into those with serious eating disorders [5].

Few studies with a large amount of data were conducted regarding EE behavior. Analyzing the large quantity of behavioral data in diet-related posts on social media could be the first step in designing a support system for social media users. Previous studies in the field of human-computer interaction (HCI) have analyzed the users’ behaviors through the utilization of data-driven technologies [6-10]. These studies analyze various user-created contents such as texts, images, or other categories of user logs [11-13]. Meaningful information can be extracted from these data, increasing the number of studies that utilize such a large amount of data to analyze the characteristics and patterns of abnormal behaviors [14-17].

When it comes to health-related abnormalities, face-to-face personal interviews have been used as the traditional method of behavioral analysis. However, people in the predisease state rarely visit experts because of the low perceived severity of their status, and thus, it is difficult to collect the data from people in the predisease state [17]. This limited dataset can result in biased results because of the unique characteristics of the condition of each group. Moreover, data from face-to-face interaction during a short period of time are not natural data collected from daily activities [18]. Therefore, observing the subjects in their natural environment through social media scanning is a promising alternative method for abnormal behavior analysis [19,20]. Previous studies have already used the information on social media to detect depression and insomnia [21-26].

Previous studies used natural language processing (NLP) technology to recognize certain behavioral patterns in social media and determined abnormal behaviors with repeated use of keywords or synonyms in the online posts [27-30]. For example, De Choudhury et al [23] used the Reddit community data to predict individuals who are more likely to undergo transitions from mental health discourse to suicidal ideation. They analyzed the linguistic structures such as the fraction of nouns, verbs, and adverbs used in posts and comments.

In this study, we used Latent Dirichlet Allocation (LDA), which is a high-performance topic modeling tool [31-33]. Compared with traditional text analysis methods such as interpretivist text analysis and systematic qualitative coding, LDA can capture unusual structures that exist in the natural language data as it is based on unsupervised learning, which can perform more complex tasks [34].

Objective

This study aimed to investigate the online behavior patterns of emotional eaters using the topic modeling method. We collected posts (n=185,950) and comments (n=3,528,107) from /r/loseit, a subcommunity of Reddit, an online social forum, and classified these posts and comments with a machine learning (ML) framework. LDA [32] was used to examine the behavior patterns of emotional eaters. The feedback on the EE posts was also classified into multiple topics by LDA. We also compared the different proportions of feedback topics on each behavior topic to understand the interactions in the comments section. On the basis of these findings, we discussed the design implications for a personalized supporting system in health care.

Methods

Data Collection

We used open-source data distributed through Google BigQuery, which originated from Reddit, one of the biggest online social news websites and forums. Contents in Reddit are organized in subcommunities by areas of interests, called subreddits. Among these subreddits, /r/loseit is one of the biggest subreddit community that deals with weight management. In /r/loseit, the user-generated content comprises various topics related to obesity and weight loss, such as personal experiences; recommendations; and reviews of medications, medical procedures, diets, and exercises [35]. For research ethics, to protect personal information, we did not collect any information that can be used to identify the specific users, such as personal ID and name. When including quotes in this paper, we paraphrased all sentences to remove words that can identify the individual or allow searching of the post. With this process, we constructed a dataset that included all posts and feedback between July 2014 and May 2018, comprising 185,950 posts and 3,528,107 comments. Deleted and improperly collected data were eliminated.

Process of Data Analysis

Data Labeling With Expert Group

To classify data from the area of interest from the whole dataset, we trained the ML classifiers. The expert group, including a medical doctor who specializes in EE diagnosis and a nutritionist who has profound knowledge in EE behavior, labeled a large portion of the data (5126 posts) as EE (coded as 1) or others (coded as 0) to train ML classifiers. The Dutch Eating Behavior Questionnaire, the EE scale (EES) [36], the extended version of EES [37], the revised Three-Factor Eating Questionnaire [37], and the Emotional Appetite Questionnaire [38] were mainly used as reference during the labeling process. The 2 experts independently labeled 120 randomly selected posts, then discussed the labels until they reached consensus. This
process was repeated 5 times. The overall labeling process yielded a Cohen kappa coefficient of 0.85. This process of human labeling was conducted based on previous works [39,40].

As a result, 563 posts were labeled as EE posts and 4563 as others (Table 1).

Table 1. Total number of posts used in training machine learning classifiers.

<table>
<thead>
<tr>
<th>Data</th>
<th>Emotional eating (coded as 1)</th>
<th>Others (coded as 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts used for ML(^a) classifiers, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set (9-fold validation)</td>
<td>507</td>
<td>4107</td>
</tr>
<tr>
<td>Test set</td>
<td>56</td>
<td>456</td>
</tr>
<tr>
<td>Total posts for ML</td>
<td>563</td>
<td>4563</td>
</tr>
<tr>
<td>Final posts classified by ML, n</td>
<td>26,154</td>
<td>159,796</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.

**Training Machine Learning Classifiers**

We trained 5 kinds of ML classifiers and compared their performance in detecting EE posts. Naive Bayes, decision tree, support vector machine, k-nearest neighbor algorithm, and stochastic gradient descent (SGD) were selected to classify EE posts. To account for the imbalance caused by a low proportion of EE posts in the dataset, we considered the accuracy score as well as precision, recall, and F1 scores to evaluate the performance of the models. Among the ML classifiers, the SGD classifier showed the best performance (see Table 2). The SGD classifier achieved the highest mean accuracy (0.90), precision (0.92), recall (0.91), and F1 score (0.91). K-fold cross-validation (k=0). A mean cross-validated area under curve (AUC) of 0.89 was obtained. Receiver operating characteristic curve represented the change of true positive rate and false positive rate, whereas the AUC represents the ML model. The SGD classifier labeled 26,154 EE posts and 194,435 corresponding comments.

Table 2. Performance of machine learning classifiers.

<table>
<thead>
<tr>
<th>Machine learning method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>0.87</td>
<td>0.81</td>
<td>0.83</td>
<td>81</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>88</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.90</td>
<td>0.91</td>
<td>0.90</td>
<td>91</td>
</tr>
<tr>
<td>K-nearest neighbor</td>
<td>0.86</td>
<td>0.88</td>
<td>0.87</td>
<td>83</td>
</tr>
<tr>
<td>Stochastic gradient descent</td>
<td>0.92</td>
<td>0.91</td>
<td>0.91</td>
<td>91</td>
</tr>
</tbody>
</table>

**Preprocessing of Data and Topic Modeling With Latent Dirichlet Allocation**

To explore the online behavior patterns of emotional eaters, topic modeling process was conducted with LDA. For more advanced topic modeling, we preprocessed the EE posts classified with SGD before the LDA analysis. Natural language toolkit (NLTK) in Python was used for NLP. Preprocessing of data included the following 4 steps: (1) removing punctuation marks, (2) tokenizing and lemmatizing, (3) removing predefined stop words, and (4) performing term frequency-inverse document frequency (TF-IDF) vectorization. In step 3, removing stop words removes redundant and nonconsequential terms in the corpora. NLTK provides a built-in list of stop words, but we updated it for our research purposes. To better focus on the semantic aspects of the topics, we added auxiliary verbs and conjunctions that appeared repeatedly without particular meaning to the list of stop words (ie, “when,” “be,” “have,” “not,” “do,” “so,” “when,” “would,” “that,” “can,” and “more”). The modified list of stop words is on our Github page, with the codes of data analysis including ML classifier and LDA. This process was conducted under the supervision of experts who analyzed a subsample of terms that were considered for removal.

Finally, in step 4, the texts were converted into a term-document matrix where each word was assigned a weight using the TF-IDF weighing scheme. With these preprocessed data, we conducted the LDA topic modeling.

**Statistical Analysis of Feedback Patterns**

A total of number of 194,435 feedback comments on 26,154 posts were analyzed using statistical analysis. A chi-square test was conducted to distinguish the different proportions of 5 feedback topics in 4 types of EE posts.

**Results**

**Topics Related to Emotional Eating**

Throughout the LDA topic modeling analysis, EE posts were categorized into 4 topics: (1) EE 1, addressing feelings; (2) EE 2, sharing physical changes; (3) EE 3, sharing or asking for dietary information; and (4) EE 4, sharing dietary strategies (see Table 3). To minimize bias while categorizing the topics, the 4 topics were prudently chosen with iterative discussions among the experts, including a clinical doctor, a dietitian, and a nutritionist. All excerpts from the data were paraphrased and anonymized before being discussed.
User Behaviors Related to Emotional Eating Topic 1: Addressing Feelings

Topic EE 1 mainly reflects the users’ expressions of feelings toward specific eating behaviors or the food itself. The following words are sample contents analyzed based on our EE topic model: “feel,” “depress,” “good,” “love,” and “hate.” For these words, the predicted probability of EE (pEE) topic 1 (pEE 1) among 4 EE topics based on the LDA model is 100%, which means that nearly all the posts on the forum contained these words. As EE includes eating in response to any emotions, whether that be positive or negative, the appearance of positive words such as “good” and “love” in the list of frequent words is consistent with known behaviors of emotional eaters. We also discovered consistent use of words such as “defeated,” “disgusting,” and “hopeless.” This indicates that EE behaviors of EE 1 require the most delicate support, as there is a high chance that the user is currently in a sensitive emotional state. Below are example sentences that represent EE 1 behavior. pEE 1 indicates how well the sentence represents the topic EE 1:

- I sit here weeping and feeling defeated... (pEE 1=0.99)
- I tossed nearly all of my candy stash into the trash tonight. In fact, I threw away all my candies yesterday as well, but I went to market to get more. I’m disgusted and hopeless. (pEE 1=0.98)

User Behaviors Related to Emotional Eating Topic 2: Sharing Physical Changes

In topic EE 2, users shared their stories about physical changes. EE often leads to fluctuations in weight, and depending on what, when, and how much the users eat, the majority of posts in EE 2 elaborate on stories of these frequent weight changes. Linguistic features frequently used for weight units (“lb,” “pound,” “scale,” and “weight”) and the words that represent weight changes (“lose,” “loss,” “gain,” “get,” and “track”) are on the list of frequent words. The following excerpt shows the unstable physical status of the forum user with EE behaviors. Many quotes from posts contain words in the list of additional words of EE 2 (Table 3) such as “kilogram,” “crept up,” and “level”:

The first six months of my diet were not bad. I managed to stay under 100 kilograms, but I was determined to lose more weight. I’m awful and handling my appetite and my weight though. My weight kept creeping up and now, the last time I remember being under 100 is in February of this year. (pEE 2=0.96)

User Behaviors Related to Emotional Eating Topic 3: Sharing or Asking for Dietary Information

In topic EE 3, users shared or asked for dietary information. In this topic, users mainly discussed the amount of food intake, contents of major nutrients, and calorie information. Thus, the majority of words on the list of frequent words are names of food (eg, “snack,” “pizza,” “chocolate,” “fruit,” “chicken,” “salad,” and “bread”). EE 3 behaviors are expressed as stories or lists, accompanied by the emotional status of the user. In the sample post below, the user describes his excessive eating habit as a stressful situation:

I managed to clear half of a medium-sized pizza even though it wasn’t even that good. After the first two slices, I was content, but within 5 minutes, I had to urge to eat more. I feel like I can’t bear to leave food uneaten. I kept eating until I hit four slices and finally, I restrained myself and put the other half in the freezer. (pEE 3=0.98)

User Behaviors Related to Emotional Eating Topic 4: Sharing Dietary Strategies

In topic EE 4, users mainly shared their dietary strategies, including diet plans and feedback on specific dietary methodologies. Most users who posted about EE 4 continued to communicate their experiences and strategies with community members. We discovered many controversial and unverified strategies shared among the users (eg, extremely restrained eating and 1200 cal diet). Frequent words in this topic seemed irrelevant to dietary strategies, but after thorough data exploration, we observed that the majority of users who posted about EE 4 questioned their own strategies and sought help or information from others. The following excerpt is a sample post for EE 4:

The first six months of my diet were not bad. I managed to stay under 100 kilograms, but I was determined to lose more weight. I’m awful and handling my appetite and my weight though. My weight kept creeping up and now, the last time I remember being under 100 is in February of this year. (pEE 2=0.96)
Last year, I pushed myself really hard and placed myself on a 1200-calorie diet while working out 5 times a week. I was always hungry and in constant pain. I lost about 30 pounds. In May, I started the keto diet with light exercising such as biking and my weight is just falling off! I find the keto diet to be very easy for me. (pEE 4=0.95)

Feedback Analysis

In contrast to the post topics sorted based on the semantic elements of the content, feedback on the posts mainly relied on the syntax of the context. These elements reflect the linguistic characteristics of the feedback, which are meaningful information for determining the topics of the feedback. Similarly, we went through the topic modeling process without stemming out the pronouns, proper nouns, and interjections in the preprocessing stage. In the end, the topics of the feedback were categorized into 5 main topics, including (1) dietary information, (2) compliment, (3) consolation, (4) Reddit bot, and (5) health information. Frequent words and relevant examples are included in Table 4.

Table 4. Topics of feedback.

<table>
<thead>
<tr>
<th>Number</th>
<th>Topic</th>
<th>Frequent words</th>
<th>Quotes from online posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>EF² 1</td>
<td>Dietary information</td>
<td>Eat, food, meal, drink, breakfast, lunch, dinner, water, protein, cook, sugar, and hungry</td>
<td>“For a quick snack, I love to grab a stick of beef jerky from the convenience store or dollar store. Lasts a while, is fairly cheap, has between 100-150 calories, and fills me for a while”</td>
</tr>
<tr>
<td>EF 2</td>
<td>Compliment</td>
<td>Amazing, good, people, work, gift, great, job, fit, love, really, wow, congratulation, and nice</td>
<td>“A nice change! Inspiration for people like me going through this! :D”</td>
</tr>
<tr>
<td>EF 3</td>
<td>Consolation</td>
<td>Feel, hope, hard, lose, year, motivate, lb, month, keep, think, life, and change</td>
<td>“I am right there with you...But whatever, tomorrow is a new day, approach it just like you have been before this weekend. You know what you have to do and you know you can do it because you have done it before. Just put your head down and keep going!”</td>
</tr>
<tr>
<td>EF 4</td>
<td>Reddit bot</td>
<td>Post, question, answer, /r/loseit, automated, contact moderator, guide, bot, and thank</td>
<td>“I am a bot, and this action was performed automatically. Please [contact the moderators of this subReddit] (/message/compose/r/loseit) if you have any questions or concerns.”</td>
</tr>
<tr>
<td>EF 5</td>
<td>Health information</td>
<td>Weight, calorie, scale, loss, diet, exercise, muscle, body, deficit, count, burn, lift, and measure</td>
<td>“Alcohol can dehydrate you in the very short term which will show up as weight loss on the scale, but typically a body reacts by then retaining even more water until it feels that it is sufficiently hydrated.”</td>
</tr>
</tbody>
</table>

EF: feedback on emotional eating behavior

Feedback Distribution Based on Emotional Eating Topics

The proportions of feedback topic distribution differed greatly depending on the topic of the post (Multimedia Appendix 1). Table 5 lists the dominant EF topic for each EE topic. A chi-square test of feedback topics among the 4 EE behaviors revealed statistically significant results. For the posts addressing feelings (EE 1), feedback sharing dietary intake (EF 1) were dominant. EE posts regarding physical changes (EE 2) were accompanied by compliments (EF 2) on daily achievements. EE posts sharing or asking for dietary information (EE 3) collected the most significant proportion of feedback with consolation. EE posts sharing dietary strategies (EE 4) were followed by feedback with health-related information.

Table 5. Dominant feedback topic on each emotional eating–related behavior topic.

<table>
<thead>
<tr>
<th>EE³ topic</th>
<th>Dominant EF⁵ topic</th>
<th>Ratio of feedback dominance</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EE 1: addressing feeling</td>
<td>EF 1: dietary information</td>
<td>0.49</td>
<td>28328 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EE 2: sharing physical changes</td>
<td>EF 2: compliment</td>
<td>0.46</td>
<td>19133 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EE 3: sharing or asking for dietary intake</td>
<td>EF 3: consolation</td>
<td>0.34</td>
<td>1813.2 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EE 4: sharing dietary strategies</td>
<td>EF 5: health information</td>
<td>0.30</td>
<td>3181.1 (4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

EE: emotional eating.

EF: feedback on emotional eating behavior.

Discussion

Data-Driven Approach for the Determination of Users’ Emotional Eating Behavior

This study introduces a data-driven approach for determining the abnormal behaviors (ie, EE) of social forum users. EE-related data were classified with our trained SGD classifier, and 4 types of EE behaviors and 5 types of feedback were distinguished with the LDA topic modeling method. The proportions of the feedback topics significantly differed for each EE behavior topic.
Posts Addressing Feelings

Previous studies have proven that both positive and negative emotions can lead to EE behaviors [3,36,41]. According to our Table 3, there were many words related to feelings such as depression, anger, and joy. Depression is an incessantly occurring feeling before and after EE [41]. Emotions such as anger, fear, sadness, and joy often last a long time and linger [42,43], which could explain the frequent usage of these words in posts that address feelings. Low-arousal states such as boredom and depression are often associated with inhibition of food intake, especially compared with high-arousal states such as tension and fear. However, depression was at the top of the list of frequent words for emotional eaters, so we inferred that depressive feelings frequently occur with EE behavior [2,41]. This accumulation of emotional data allows us to analyze what provokes EE behavior and guides us to implementing a feedback function as a personalized support system (PSS).

Posts Sharing Physical Changes

Users with EE behaviors share their physical changes not only as a way to monitor themselves but also with expectations of social support according to our data. Thus, it is not surprising that the most dominant feedback on this type of post is a compliment. We believe that sharing physical changes through the online community can be a useful tactic for emotional eaters to get encouragement. In addition, we can track the users’ health status and design a PSS that provides behavioral guidelines in response to the users’ physical changes.

Interestingly, some of the people who showed the behavior of sharing their physical changes had obsessive characteristics (eg, weighing too often and reacting sensitively to small changes in the body). This obsessive nature often forces them to implement an overly strict plan that restrains eating, which leaves them more vulnerable to EE in response to stressful situations [44,45]. Therefore, the PSS could include a warning that extreme dietary restrictions may interfere with long-term dietary management and may even interfere with weight control.

Posts Sharing or Asking for Dietary Information

It is not easy to predict the dietary patterns of emotional eaters because EE occurs unpredictably. In the field of medicine or nutrition, the food frequency questionnaire or 24-hour recall methods are used to track dietary information [46]. However, the dietary information collected through these methods often lack representation because of insufficient data or problems with memory retrieval [46]. Researchers have tried to improve these dietary tracking methods with direct inputs of food intake, but these methods are cumbersome for long-term use [47]. Many social forum users share their dietary information through social media such as Twitter and Instagram [48,49]. Social media offers users with better and easier experiences in terms of recording dietary information. Therefore, this study takes advantage of the opportunity to use the dietary information on online communities for analysis.

Posts Sharing Dietary Strategies

Through posts sharing dietary strategies, we were able to identify diets such as calories in-calories out, keto, and 1200 kcal diet strategies. We also discovered that these dietary strategies can pose a serious health threat or aggravate EE behavior among emotional eaters [5]. As these strategies are contentious, the feedback sharing health information (EF 5) was the majority of the feedback on posts about dietary strategies. People with EE behavior should abstain from following controversial dietary strategies, but if they were to adhere to such diet, they should be well aware of the side effects such as appetite fluctuations and malnutrition [50]. It is critical that reliable information is shared among those with abnormal health behaviors as false information posted on an online community can cause damage to a large group of people. However, studies have shown that 89% of health-related information provided on online medical forums was written by people without professional experience [51,52] or medical practices [53,54]. By providing tailored information compiled by experts and reliable references, PSS can be a crucial solution to false health information and discussions in the online community.

Feedback Topics

Previous studies have highlighted the importance of feedback on health-related behaviors [55]. Feedback analysis revealed that feedback differed greatly depending on the EE behavior patterns. Feedback on EE behavior (EF) were categorized into 5 topics by experts based on LDA results (see Table 3). Dietary information in EF 1 describes not only personal dietary experiences but also dietary facts, both with and without proper reference. Compliments in EF 2 is one of the most effective forms of feedback [55] that keeps users motivated for a long period [56]. Consolation in EF 3 differs from a compliment as consolation feedback mostly appears on the posts of negative status [57] and aims to uplift those in challenging circumstances. Bot-generated feedback (EF 4) was easily distinguishable from other feedback, so the LDA model was able to classify them with high performance. EF 5 contains health-related information.

Latent Dirichlet Allocation Topic Model as a User Study Method Before Designing a Support System for Users With Abnormal Behaviors

One of the challenges of user study comes from repeated experiments without proper understanding of user characteristics and preparation procedures. Thus, a long-standing investigation of previous studies and a pilot study attempt to overcome this challenge. Nevertheless, exploration of user characteristics through these methods still faces limitations as pilot studies can only reflect the characteristics of a limited subgroup. This gap may be ignored in small group studies, but it will lead to a significant difference in large studies.

Although the topic modeling method does not completely overcome the limitations of prior methods, it can be useful to user groups with abnormal behaviors. In addition, through topic modeling, we were able to identify prior systems that users with EE relied on (eg, MyFitnessPal for physical changes [EE 2] and total daily energy expenditure for dietary information [EE 3]). Therefore, topic modeling is applicable as a good alternative data-driven qualitative method for designing a support system for specific user group.
From the HCI-based approach, we propose a systematic design for a PSS that provides reliable and confidential information just-in-time. Although there are many health-specific websites that offer focused information verified by professionals, many online users prefer to discuss health issues on social media [58]. Therefore, it is also necessary to conduct additional research on designing social media–based PSS as a way to support the users on social media.

Previous studies demonstrate the need of personalized interventions that are customized and predetermined [59,60]. This study contributes to the medical field by detecting and analyzing abnormal behavior patterns of emotional eaters who are in need of PSS design. In addition, the ML classifier used in this study is highly applicable in the PSS development process as it can detect EE-related posts just-in-time with high accuracy.

**Limitations**
This study was the first step toward understanding abnormal behavior patterns of EE to design PSS. Thus, there were several limitations that can be improved in the future works.

First, although we used a systematic topic modeling method in a data-driven approach to explore EE behavior, the categories of the topics were determined empirically by humans. In this study, we gathered domain experts to discuss their opinions and relied on their decisions to compensate for the limitations of methods. The researchers did not intervene in the decision-making process after providing the experts with sufficient explanations on the topic modeling method. Further research on establishing a standard procedure for feature selection, especially the number of categories of post topics, is necessary. In this study, EE behaviors were only sorted into 4 different categories to observe the macroscopic patterns of behaviors. However, for a more advanced system design, EE-related posts should be further distinguished into smaller subcategories with clear classification criteria.

Finally, as the EE data were collected from a single Reddit subcommunity dealing with weight management, there can be a bias that classifies the posts as EE behavior. However, we have attempted to minimize this bias through sufficient discussion among experts during the process of data classification and excluded posts that were not relevant to EE.

**Conclusions**
This work investigates the behavior and feedback patterns of Reddit users with EE behaviors. First, we analyzed the data classified with our ML classifier to detect EE behaviors in the online community. Second, we analyzed EE behaviors and feedback topics with LDA. EE behaviors were classified into 4 main topics: addressing feelings, sharing physical changes, sharing dietary information, and sharing strategies to control EE. EF behaviors were classified into 5 topics: dietary information, compliment, consolation, Reddit bot, and health information. Our work significantly extended prior user studies on abnormal behavior patterns in the field of digital medicine research. Furthermore, our results provide new insights for designing a PSS for users with abnormal behaviors. The main contributions of this work are as follows:

- ML classifier with high accuracy that collects behavioral data of posts demonstrating EE behaviors,
- Possibility of the LDA topic model as an exploratory behavioral research method for classifying abnormal behaviors in the field of digital medicine,
- Opportunities for PSS implementation to help emotional eaters.
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Abstract

Background: Sexually transmitted infections (STIs) are on the rise in the United States, and adolescent girls (15-19 years old) are more susceptible to acquiring STIs than their male peers. The co-occurrence of alcohol use and sexual risk taking contribute significantly to STI acquisition. Mobile health (mHealth) interventions are ideally suited for our target population and have demonstrated increases in STI testing in young people, as well as reductions in alcohol use.

Objective: This pilot study used both qualitative and quantitative methods to explore the views of adolescent girls (age range 15-19 years old; 74.6%, 279/374 white) on the desired qualities and content of an mHealth app for sexual health.

Methods: We conducted nine 60-min in-depth interviews (IDIs) to gather information and identify themes of sexual health and alcohol use, and we tested the feasibility of using a two-week social media campaign to collect survey information regarding sexual health risk in adolescent girls.

Results: We iteratively coded IDIs and identified major themes around pressure of alcohol use, lack of STI knowledge, male pressure to not use condoms, and pregnancy as a worse outcome than STIs. Results from the web-based survey on risky health behaviors, which was completed by 367 participants, support the use of a sexual health app designed for girls.

Conclusions: Future work will integrate these themes to inform the development of a culturally sensitive mHealth app to prevent STIs among adolescent girls.

(J Med Internet Res 2020;22(3):e16336) doi:10.2196/16336
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Introduction

Background

Young people aged 15 to 24 years comprise half of all new sexually transmitted infections (STIs) in the United States, despite the fact that this age group accounts for just 27% of the sexually active population [1]. The Centers for Disease Control and Prevention recently reported that 25% of sexually active adolescent girls currently have an STI [1]. They also found that young women aged 15 to 24 years had the highest reported cases of chlamydia and gonorrhea, and that there was a 7.8% increase from 2016 in reported cases of primary and secondary syphilis. STIs are associated with significant morbidity and mortality, including pelvic inflammatory disease and infertility in women [2]. Adolescent girls are particularly vulnerable to STI acquisition compared with their male peers, as they face unique biological, social, and cultural vulnerabilities, such as increased cervical ectopy [1,3] and decreased power over sexual relationships [4,5]. There is a considerable need for a new

http://www.jmir.org/2020/3/e16336/
paradigm in adolescent STI prevention efforts, particularly for girls, given the current data that suggest that prevention efforts do not seem to be effective.

**Alcohol Use and Sexual Health**

The co-occurrence of alcohol use and sexual risk taking contribute significantly to STI acquisition, particularly in vulnerable populations, such as adolescent girls [6]. Alcohol continues to be the most widely abused substance by adolescents in the United States [7]. National survey data show that 42% of 10th graders and 62% of 12th graders reported lifetime use of alcohol [7], and 11% of females aged 12 to 17 years reported alcohol use in the last 30 days compared with 8.8% of males [8]. Adolescent girls who use alcohol and other substances are disproportionately more likely to engage in risky sexual behaviors that can result in STIs [6]. Owing to the interrelatedness of alcohol use and STI acquisition, and because both are associated with poor health outcomes, addressing alcohol use as a factor in sexual risk behavior may be particularly helpful for the development of sexual health interventions.

A number of evidence-based, sexual health programs delivered in school settings have demonstrated effectiveness in reducing risks during adolescence, including delaying sexual activity and increasing the consistent use of contraceptives [9]; however, there are structural and financial obstacles to the dissemination of these programs, and to maintain behavior changes. Furthermore, national surveys indicate that 83% of sexually experienced girls aged 15 to 17 years did not receive any formal sex education in school until after their first sexual experience [10].

**Sexually Transmitted Infections Knowledge and Testing**

Sexual health knowledge is lacking among adolescents. One study found that 65% of 14 to 21-year-olds were aware of hepatitis, 57% were aware of human papillomavirus, and only 6.5% were aware of trichomoniasis [11]. In a recent study, adolescent girls who had been diagnosed with an STI were more knowledgeable about that particular STI compared with girls who had not; however, their knowledge of other STIs were similar to girls who had never been diagnosed with one, suggesting that many adolescents do not learn about STIs until after they are diagnosed with one [12]. Limited STI knowledge among adolescents is associated with inconsistent condom use [13,14], multiple sex partners, delaying disease treatment, and failing to return for STI testing results [12]. There is a lack of STI testing among adolescents and young adults aged 15 to 25 years, with 42% of sexually active adolescents reporting not testing because they said they were “not at risk for an STIs”—an alarming statistic for a population that accounts for half of all new STI diagnoses [1,15].

**Mobile Health Interventions**

Mobile health (mHealth) interventions use mobile phones or other wireless technology to disseminate health information in an effort to alter health behaviors and outcomes [16]. Owing to widespread smartphone and internet use, mHealth interventions are ideally suited for adolescents. A recent (2018) national survey noted that 9 out 10 teens go online multiple times daily, with 45% of teens saying they are online almost constantly [17]. Smartphone access was also high, with 95% of teens reporting they had access to a smartphone [17]. Content for an mHealth app can be standardized, tailored, and presented through interactive features, giving it the potential to have a wide reach, potentially leading to a greater impact at a lower cost [18]. Overall, mHealth interventions have demonstrated increased sexual health knowledge, increased STI testing and communication with clinicians about STI risk behavior, higher rates of condom and contraception use, lower rates of unprotected sex, and reductions in alcohol use among adolescents [16,19-21].

Despite their promise, there is still a dearth of knowledge about efficacy, communication best practices for mHealth interventions, and a need for further research into effective content creation and health promotion messaging [16,22]. Furthermore, there is a lack of evidence-based preventive interventions that specifically target both sexual health and alcohol use among adolescent girls aged 15 to 19 years, a particularly vulnerable group [23,24]. This pilot study sought to fill these gaps by conducting in-depth individual interviews and anonymous surveys with female adolescents to (1) understand attitudes about sexual health and alcohol use, and (2) to determine preferences for content, messaging, and format for an mHealth app aimed at reducing risky sexual health behaviors and alcohol use.

**Methods**

**Design**

This pilot study used both qualitative and quantitative methods to explore the views of adolescent girls on the desired qualities and content for an mHealth app on sexual health and alcohol use. The first phase of the study was qualitative, in which we conducted in-depth interviews (IDIs), and the second phase was quantitative, in which we conducted web-based surveys using a social media–recruited sample. We recruited adolescent girls aged 15 to 19 years who met study inclusion criteria to participate in a 1-hour focus group. Inclusion criteria included endorsing sexual risk behavior (eg, unprotected sex) and alcohol use within the last 30 days. Owing to recruitment challenges, including a lack of study screener completion, lack of girls reporting both risk factors, and difficulty scheduling participants for focus groups, we changed the study format to individual IDIs and modified our inclusion criteria to include adolescent girls aged 15 to 19 years who endorsed either a sexual behavior risk (eg, unprotected sex) or alcohol behavior risk in the last 30 days. This study was approved by the Institutional Review Board of the University of Michigan.

**Recruitment**

Recruitment for the focus groups took place between August 2017 and December 2017, and IDI recruitment took place between January 2018 and April 2018. Recruitment for the web-based survey occurred in July 2018. For the qualitative phase of this study, we used both active and passive recruitment methods, including onsite recruitment at an urban family medicine clinic that is the primary care provider for an
underserved population of children, adolescents, and adults. Approximately 55% of the clinic’s patients identify as Latina or African American. Participants were recruited in the waiting room before their scheduled appointment. Participants were approached, the study was described, and if they expressed interest, they were asked to take the screener. Interested participants provided verbal assent for the screener and received a small gift (eg, lip balm) for participating. Eligible girls were invited to participate in an individual IDI. Participants received US $30 cash for completing the IDI.

We included passive recruitment to the study design to enhance recruitment efforts. Passive recruitment included advertising on a large public university campus in the Midwest, at local clinics, and on college listservs in a broader population area compared with active recruitment. Interested participants reached out via email and received a link to the screener; those who met inclusion criteria were invited to participate in an IDI.

In the second phase of the study, we tested the feasibility of using social media (eg, Facebook) to recruit a national sample of at-risk adolescent girls for research studies, collect survey data on sexual health risk and substance use, and gauge interest in a potential mobile phone app that addresses these issues. We ran social media ads on Facebook and gathered survey data for a period of 2 weeks. We targeted the ad by age (15–19 years old), gender (female), location (the United States), demographics (eg, education level, life events, and relationship status), interests (eg, entertainment and pop culture), and behaviors (eg, shopping). The survey was conducted through Qualtrics software (Qualtrics, Provo, UT) with no confidential information such as names, addresses, or Internet Protocol addresses collected.

Participants who completed the social media survey did not receive an incentive.

**Instruments**

**Screener**

Participants completed a brief (10-min) health screener via an iPad to determine study eligibility. The screener consisted of questions measuring substance use risk behaviors from the CRAFFT Screening Tool for Adolescent Substance Abuse (computer version), a well-validated and reliable measure for this population recommended by the American Academy of Pediatrics’ Committee on Substance Abuse for use with adolescents [25]. It included questions about the use of alcohol, marijuana and other illicit drugs, over the counter drugs, and prescription drugs. Items assessing sexual risk behavior asked about recent vaginal and anal intercourse, including intercourse with and without condoms in the past 30 days.

**In-Depth Interviews**

Two members of our research team with previous experience with qualitative and adolescent research conducted nine 60-min IDIs. The semistructured interview guide consisted of open-ended questions focused on drinking habits, sexual health behaviors, effective messaging, social media and app preferences, as well as STI knowledge and level of STI concern. Questions such as “How much alcohol do you or other girls your age drink?” and “How are drinking and unprotected sex related for girls your age?” were used to assess typical adolescent female behavior, while “What do you think you or other girls your age want to know about preventing STIs?” and “What features would you like to see in a health app?” helped to determine content and preferences for an mHealth app. Interviews were audio recorded and transcribed verbatim using the web-based transcription service, Scribie. The interview transcripts were reviewed by research staff to ensure accuracy.

**Demographic Survey**

A post-IDI demographic survey was emailed to the 9 participants to determine age, income, sexual orientation, ethnicity, sex, and education level. To ensure confidentiality, this demographic survey data were not linked to the participant’s IDI data.

**Qualitative Data Analysis**

ATLAS.ti (Scientific Software Development GmbH, 2013–2018) was used to code the interview transcripts. A codebook was iteratively created and agreed upon by all research team members after assessing the major themes from the interview transcripts. The codebook consisted of seven major alcohol and sexual health–related themes such as, Drinking behaviors and STIs & pregnancy. Within these major themes, we had six subcodes for more specificity such as, Binge drinking and Condom. Two researchers (KC and KK) independently coded all transcripts and differences were reconciled in-person to create a final coded dataset for the qualitative analysis. We determined that saturation had been achieved after nine IDIs: analysis demonstrated that we were no longer identifying new themes.

**Web-Based Survey**

We conducted an anonymous, web-based survey using Facebook to test the feasibility of this recruitment method. Survey questions included demographics, substance use questions (eg, “Do you ever use alcohol or drugs to relax, feel better about yourself, or fit in?”), and sexual health questions (eg, “In the past 30 days, how often did you use condoms when you had sex?”). The survey also included a question on whether or not respondents would use a sexual health app designed for girls.

**Results**

**In-Depth Interview Participants**

Background characteristics of the IDI participants are shown in Table 1. Recruitment occurred in two separate phases. During the first recruitment phase, we approached 61 girls through active (clinic-based) recruitment, screening a total of 50 girls over the course of 5 months. Of the 50 girls screened, only 7 (14%) were eligible, but no eligible girls participated in a focus group discussion.

Phase 2 of recruitment was conducted both via active (clinic-based) and passive recruitment strategies. A total of 15 girls were approached during active recruitment, of which 7 completed the screener, and 4 (57%) were eligible. Through our passive recruitment strategies, 19 girls contacted us, 18 completed the screener, and 50% (9/18) were eligible. All 9 of these participants completed an IDI. A CRAFFT score was determined using the screener data for each participant. The range of scores was from 0 to 4, with a score of 4 or more indicating possible substance dependence.
### Table 1. Study characteristics of in-depth interview participants (N=9).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>18.5 (0.52), 18-19</td>
</tr>
<tr>
<td>Race/ethnicity&lt;sup&gt;a&lt;/sup&gt; (n=7), n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>4 (57)</td>
</tr>
<tr>
<td>Biracial</td>
<td>2 (28)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Hispanic or Latina/Latinx</td>
<td>2 (28)</td>
</tr>
<tr>
<td>Highest level of education&lt;sup&gt;a&lt;/sup&gt; (n=7), n (%)</td>
<td></td>
</tr>
<tr>
<td>Currently in college or another training program</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Family household income&lt;sup&gt;a&lt;/sup&gt; (US $; n=7), n (%)</td>
<td></td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>1 (14)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>1 (14)</td>
</tr>
<tr>
<td>200,000 or more</td>
<td>3 (42)</td>
</tr>
<tr>
<td>Not sure</td>
<td>2 (28)</td>
</tr>
<tr>
<td>Sexual orientation&lt;sup&gt;a&lt;/sup&gt; (n=7), n (%)</td>
<td></td>
</tr>
<tr>
<td>Straight/heterosexual</td>
<td>6 (85)</td>
</tr>
<tr>
<td>Gay/lesbian/homosexual</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Current relationship status (n=9), n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>4 (44)</td>
</tr>
<tr>
<td>In a relationship</td>
<td>5 (55)</td>
</tr>
<tr>
<td>Condom use in the last 30 days (n=9), n (%)</td>
<td></td>
</tr>
<tr>
<td>I have not had sex in the last 30 days</td>
<td>1 (11)</td>
</tr>
<tr>
<td>All of the time</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Most of the time</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Some of the time</td>
<td>1 (11)</td>
</tr>
<tr>
<td>None of the time</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Any alcohol use in the last 12 months (n=9), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Any marijuana use in the last 12 months (n=9), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4 (44)</td>
</tr>
<tr>
<td>CRAFFT&lt;sup&gt;b&lt;/sup&gt; score&lt;sup&gt;c&lt;/sup&gt; (n=8), n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2 (25)</td>
</tr>
<tr>
<td>1</td>
<td>1 (12)</td>
</tr>
<tr>
<td>2</td>
<td>2 (25)</td>
</tr>
<tr>
<td>3</td>
<td>1 (12)</td>
</tr>
<tr>
<td>4</td>
<td>2 (25)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Only 7 of the 9 participants completed demographic questions.

<sup>b</sup>CRAFFT: CRAFFT Screening Tool for Adolescent Substance Abuse (computer version).

<sup>c</sup>Only 8 of the 9 participants completed the CRAFFT assessment.

### Web-Based Survey Participants

Participant characteristic results from the web-based survey are presented in Table 2. Respondents were asked questions on their relationship status and condom use, as well as their alcohol and drug use (see Table 3). The majority of respondents (86%; 314/367) reported that they would use a sexual health phone app for adolescent girls. Surveys were considered complete and
included in the analysis if all questions were viewed by the participants. Participants could choose not to respond to questions that made them feel uncomfortable, and their surveys were still included in the analysis.

Table 2. Study characteristics of web-based survey participants (N=367).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>16.2 (0.88), 15-19</td>
</tr>
<tr>
<td><strong>Race (n=365), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>275 (75.3)</td>
</tr>
<tr>
<td>Biracial</td>
<td>26 (7.1)</td>
</tr>
<tr>
<td>African American/black</td>
<td>25 (6.9)</td>
</tr>
<tr>
<td>Asian</td>
<td>20 (5.5)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>Native American or Native Alaskan</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Othera</td>
<td>11 (3.0)</td>
</tr>
<tr>
<td><strong>Ethnicity (n=367), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latina/Latinx</td>
<td>33 (9.0)</td>
</tr>
<tr>
<td><strong>Highest level of education (n=367), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Currently in high school</td>
<td>335 (91.3)</td>
</tr>
<tr>
<td>Graduated high school of have GEDb</td>
<td>15 (4.1)</td>
</tr>
<tr>
<td>Not in high school and did not complete high school or GED</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Currently in college or another training program</td>
<td>15 (4.1)</td>
</tr>
<tr>
<td><strong>Family household income (n=361) (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 25,000</td>
<td>24 (6.7)</td>
</tr>
<tr>
<td>25,000-34,999</td>
<td>21 (5.8)</td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>23 (6.4)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>36 (10.0)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>32 (8.9)</td>
</tr>
<tr>
<td>100,000-149,999</td>
<td>38 (10.5)</td>
</tr>
<tr>
<td>150,000-199,999</td>
<td>14 (3.9)</td>
</tr>
<tr>
<td>200,000 or more</td>
<td>14 (3.9)</td>
</tr>
<tr>
<td>Not sure</td>
<td>159 (44.0)</td>
</tr>
<tr>
<td><strong>Sexual orientation (n=365), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Straight/heterosexual</td>
<td>123 (33.7)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>153 (41.9)</td>
</tr>
<tr>
<td>Gay/lesbian/homosexual</td>
<td>39 (10.7)</td>
</tr>
<tr>
<td>Uncertain or questioning</td>
<td>50 (13.7)</td>
</tr>
<tr>
<td><strong>Current relationship status (n=366), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>221 (60.4)</td>
</tr>
<tr>
<td>In a relationship, but not married</td>
<td>145 (39.6)</td>
</tr>
</tbody>
</table>

aOther: write-in responses for race included the following: Hispanic (2), North African (1), Middle Eastern (2), Multiracial (1), Native American/African American/Eastern European (1), Other or no specification (3).
bGED: General Education Development.
Table 3. Sex risk and substance use behavior responses of web-based survey participants (N=367).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condom use in the last 30 days (n=362)</td>
<td></td>
</tr>
<tr>
<td>I have not had sex in the last 30 days</td>
<td>274 (75.7)</td>
</tr>
<tr>
<td>All of the time</td>
<td>13 (3.6)</td>
</tr>
<tr>
<td>Most of the time</td>
<td>12 (3.3)</td>
</tr>
<tr>
<td>Some of the time</td>
<td>13 (3.6)</td>
</tr>
<tr>
<td>None of the time</td>
<td>50 (13.8)</td>
</tr>
<tr>
<td>Condom use in the last 30 days among sexually active participants (n=88)</td>
<td></td>
</tr>
<tr>
<td>All of the time</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Most of the time</td>
<td>12 (14)</td>
</tr>
<tr>
<td>Some of the time</td>
<td>13 (15)</td>
</tr>
<tr>
<td>None of the time</td>
<td>50 (57)</td>
</tr>
<tr>
<td>Any alcohol use in the last 12 months (n=367)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>123 (33.5)</td>
</tr>
<tr>
<td>Any marijuana use in the last 12 months (n=367)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83 (22.6)</td>
</tr>
<tr>
<td>Any other drug use in the last 12 months (n=366)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32 (8.7)</td>
</tr>
<tr>
<td>Ever ridden in a car driven by someone (including yourself) who was high or had been using alcohol or drugs? (n=367)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>89 (24.2)</td>
</tr>
<tr>
<td>Ever use alcohol or drugs to relax, feel better about yourself, or fit in? (n=365)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>86 (23.6)</td>
</tr>
<tr>
<td>Ever use alcohol or drugs while you are by yourself or alone? (n=367)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>80 (21.8)</td>
</tr>
<tr>
<td>Ever forget things you did while using alcohol or drugs (ie, blacking out)? (n=366)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>35 (9.6)</td>
</tr>
<tr>
<td>Do family or friends ever tell you that you should cut down on your drinking or drug use? (n=366)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (3.3)</td>
</tr>
<tr>
<td>Have you ever gotten in trouble while using alcohol or drugs? (n=367)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (4.6)</td>
</tr>
<tr>
<td>Would you use a sexual health app for girls? (n=367)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>314 (85.8)</td>
</tr>
</tbody>
</table>

In-Depth Interview Results

Data from the nine IDIs resulted in four major interrelated themes described in the sections below. These themes included alcohol and college life, alcohol and condomless sex, STIs and pregnancy, and technology use and app preferences.

Alcohol and College Life

Participants agreed that alcohol plays a big role in college life, whether or not one chooses to drink. They described both alcohol and the pressure to drink as omnipresent. Several interrelated reasons were given for drinking, and these reasons were often linked with a desire to relieve school and/or social stress and anxiety. However, the most cited reason for drinking was the pressure to drink received from peers, sexual partners (potential and actual), and from society/media as a whole.

Most of the drinking behaviors the participants described would be classified as binge drinking (defined as drinking more than 4 drinks in 2 hours for women, and more than 5 in 2 hours for men), and/or heavy drinking (defined as binge drinking on 5 or more days within a month, the National Institute on Alcohol Abuse and Alcoholism [26]). This kind of drinking was described as the norm. Some even said they felt that binge drinking was a serious problem on campus. When partying was described, they spoke mostly of alcohol use. Drug use other than alcohol was rarely mentioned in the interviews, even though...
one participant described drugs as being prominent on campus, and that all sorts of drugs were mixed with alcohol at parties.

**Alcohol and Condomless Sex**

When asked about the relationship between alcohol and condomless sex, most said that these were strongly connected because drinking too much lowers inhibition and impairs decision making, often leading to bad decisions. But the participants also provided a more nuanced look into the correlation of alcohol use and condomless sex. Specifically, the reasons why it happens in the first place, and how alcohol use intensifies it. These reasons overlapped and tended to reinforce each other, including male pressure for condomless sex, lack of female sexual empowerment, the societal stigma of female sexuality, and a lack of concern or knowledge of STIs.

The persistent reason for condomless sex was said to be the pressure that young women receive from young men to not wear one. Five of the nine participants explained how drinking alcohol made it easier for young men to convince young women to not use condoms:

...‘Cause when you're intoxicated, you, uh, aren't gonna be thinking completely straight and you might just be relying on emotional decisions at that point...And I think with, you know, like rape culture and kinda like the way sex is depicted in society today for young guys in college. I think that women, uh, are pressured to have unprotected sex sometimes...[Interview 3, Age 19]

Ignorance surrounding the prevalence of STIs was another reason given for condomless sex. Participants repeatedly said that their peers did not talk about STIs, and they believed they were not really a problem, because STIs were not that prevalent among young people. Similar to condom use, issues of trust came up when talking to a partner about STIs. The consensus was you do not talk to your sexual partner about STIs or their status; to do so would be an implication of mistrust, and a belief that they are not clean.

I've always had, like made sure that the...Like, my current partner does not have any STDs or STIs. But I know that, umm, of my friends have been like, 'Oh my God! You asked him that? How could you do that? Like, isn't that you don't trust him?' I'm like, 'No, it's that I want my body to be safe. I'm clean, so I wanna make sure he's clean.' [Interview 9, Age 18]

**Sexually Transmitted Infections and Pregnancy**

Two resounding themes came out of our questions on STIs and pregnancy: (1) young women are largely ignorant of STIs and their health effects, and (2) young women are not that concerned about STIs, but rather, about pregnancy. When asked what they knew about STIs, the majority of our participants answered that they had limited knowledge. A few participants knew the names of some STIs and knew that they were transmitted sexually, but unconfidently followed-up their responses with an admission of not really knowing much about them. Participants said they would like to know more about the etiology of the different STIs, how to effectively prevent them, and the associated treatment, but also said that the main concern in their sex lives was to avoid pregnancy.

The lack of concern about STIs was often attributed to the belief that young women simply did not realize how common these infections were. Some expressed ignorance because they had never had an STI, and their friends had not either. This was coupled with beliefs that STIs were a “thing that older people have,” not something for women their age to worry about because, “he’s what, like 19 you know, he surely hasn’t gotten around that much you know, that he has an STD already.” None of the participants felt that the information they had received in high school was adequate, and some even said that what they had been told was completely inaccurate. Multiple participants reported having had abstinence-based sexual education class, and they felt that these classes were not very informative and relied heavily on scare tactics. One participant said her sex-ed teacher told the class that condoms “wouldn’t protect against STIs,” and were “only 50% effective at preventing pregnancy.”

Participants also said that young men did not believe that STIs were prevalent, and therefore did not think condoms were that important. They said that young men generally preferred the withdrawal method. As they believed that STIs were not prevalent in young people, participants admitted having feelings of invincibility, and trusted that they would either know if their sexual partner had an STI, or that their sexual partner would communicate if they had an STI:

I think it's more just the like, ‘it would never happen to me’ kinda idea. I mean like I'm guilty of it, like I definitely think, ‘Oh that would never happen to me’, like I wouldn’t have sex with someone who wouldn’t tell me if they have an STD, umm like I’m smarter than that, I’m not gonna do it. Umm but in reality, I’m sure it could happen to anyone. [Interview 3, Age 19]

Participants agreed that getting pregnant would be a far worse outcome than getting an STI, because of the social stigma surrounding teenage/young mothers, and what they described as the longer term consequences of pregnancy. These consequences persisted whether the pregnancy was carried to term or not. Abortion was referred to as scary, very painful, and serious procedure, and an emotionally difficult choice to make. Carrying the pregnancy to term was also described as an emotionally difficult choice to make; thus, avoiding pregnancy altogether was of the utmost importance. Participants acknowledged that there is a stigma surrounding STIs and condomless sex but said that pregnancy had more visible (and therefore, public) consequences, while STIs could more easily be treated and kept a private matter. They also saw STIs as a problem affecting both parties; something they would go through together. Pregnancy, on the other hand, was something they feared they would face alone. As pregnancy is something that only physically affects women’s bodies, participants said that men did not see it as something that affects them much; that it was ultimately a woman’s problem:

...I’ve had girlfriends that have gotten pregnant and it’s affected their lives deeply. But the guy, it affected their life, like zero. [Interview 9, Age 18]
**Technology Use and App Preferences**

All participants reported smartphone use and were actively engaged with multiple mobile apps. The most frequently used apps were for email, music, videos (eg, YouTube), and social media. Although not every participant used the same social media apps, all participants reported using at least one social media app. When asked to reflect on specific app features they liked, they said an app needs to be interactive, visually attractive, easy to use, have tracking capabilities, and the ability to set goals and earn rewards.

When asked about sexual health–focused apps, none of the participants were familiar with any. Some participants mentioned using a period-tracking app, which they said sometimes included information on STIs and contraception. When asked about alcohol-related apps, several participants discussed a drinking app created by the university that was focused on reducing alcohol consumption to stay safe and in control.

**Effective Messaging**

To determine the most compelling way to present messaging around safer sex and reducing or avoiding alcohol/drugs in an mHealth app, we asked participants what effective and ineffective advertising or messaging they have seen. They reported having heard some effective messaging but stressed the need for more and different messages, especially surrounding sexual health. When asked to describe the kind of messaging they felt would work best with their peers, there was some disagreement about whether to use scare tactics in alcohol-related messaging, but the participants agreed that scare tactics needed to be avoided in sexual health messaging. They emphasized wanting to know facts and ways to stay safe when it came to sex and alcohol use, rather than just receiving messages of abstinence.

**Effective Alcohol Use Messaging**

Participants overwhelmingly said that they avoided messages in the don’t drink genre. They saw them as ineffective and were generally dismissed because they are seen as being unrealistic and out-of-touch:

> I feel like when they promote not drinking whatsoever, people will be like, ‘Yeah, right, whatever,’ because it’s gonna happen, girls are going to drink. You’re in college. Umm, there’s no doubt about it. [Interview 6, Age 18]

Including practical messaging to reduce alcohol consumption was thought to be the most effective approach, such as highlighting the benefits of drinking less (ie you can still have fun but avoid hangovers). Health and safety came up frequently when discussing alcohol-related topics that participants would like to see in an app. Specifically, they said they want to learn about healthy levels of drinking versus problem drinking, and how to gage and manage their own personal alcohol limits. They recommended that our app contain a drink-tracking feature like the university’s app discussed above. They also said it would be helpful to include a centralized list of resources that provide substance use help.

Participants resoundingly said that they wanted an app that focuses on helping young women, not on shaming them. To them, this meant that the app would use positive language, and would validate young women’s desire to try alcohol as something that was normal and not as something that was bad or immoral. Validating that it was equally normal to not want to drink was something they asked to include as well as emphasizing that if they did choose not to drink, they would not be alone in their choice.

**Effective Sexual Health Messaging**

Similar to alcohol-related messaging, participants said that the most effective way to talk to young women about sexual health was to be factual in an empowering manner, not in a moralizing or judgmental one. One participant said that when issues of women’s sexual health were put in a moralizing manner, it was too “easy to cross into the slut shaming line,” which to her, made them ineffective. She further discussed how she disliked her high school sexual education class because it centered around scare tactics:

> Definitely listing all the symptoms is fine, but the pictures I feel like can be overly graphic... But like the way it was taught to me, it was like, you have sex you get an STI, like a direct link there. So like basically you have sex, you’re dirty, even if you don’t get an STI. [Interview 9, Age 18]

When we asked where young women went for information on STIs, most participants said that they generally did not search for information on STIs. They said that STIs were just not something people their age worried much about. Overall, participants desired detailed information on STIs, not just how to prevent them. They wanted to know how they can affect your body and overall health, which ones can be cured and which ones cannot, how the testing process works for different STIs, and what the implications are for their sexual partner(s) with a positive test.

Participants explained that an app should also include information on sexual consent, coercion, and issues of sexual assault and how to prevent it. As many women become sexually active during adolescence and into college, they thought it was very important to include the definition of consent and how to give it. They also wanted the app to have information on how to recognize and get out of potentially dangerous situations, and steps to mitigate and navigate a sexual assault situation. Finally, participants said they wanted empowering messages about their sexuality and their bodies. They said that young women want to be in control of their sex lives without experiencing stigmatizing labels. They want to be comfortable about their sexuality and comfortable using condoms. As one young woman put it:

> I think deep down, all women would prefer to be protected. [Interview 3, Age 19]

**Discussion**

**Principal Findings**

This pilot study used both qualitative and quantitative methods to explore the views of adolescent girls on the desired qualities...
and content for an mHealth app on sexual health and alcohol use. Overall, the results of this pilot work were encouraging. We identified and recruited adolescent girls who endorsed recent alcohol use and sexual risk behavior to participate in the individual IDIs. Our study was feasible with respect to the study procedures, and passive recruitment methods were most effective in identifying girls who endorsed these risks. Moreover, we found that using social media to recruit and engage adolescent girls who endorsed high-risk behaviors was feasible and acceptable. Of the 382 individuals who started the survey, 367 (96.0%) completed it. Moreover, 86% (314/367) endorsed that they would use a sexual health app for girls.

Several themes emerged from the IDIs, with the major themes involving alcohol and college life, alcohol and condomless sex, STIs and pregnancy, and technology use and preferences. Participants offered, from their personal experiences as well as those of others, their perspectives supporting that alcohol use and sexual risk behavior are closely connected in this phase of life. The co-occurrence of alcohol use and sexual risk taking contribute significantly to STI acquisition, particularly in vulnerable populations, such as adolescent girls.

There was a general sense of inexperience with STIs and, subsequently, a lack of knowledge on prevention and vulnerability. Two very clear themes emerged during our interviews with respect to our questions on STIs and pregnancy. First, young women are largely ignorant of STIs and their health effects, and second, young women are relatively unconcerned about STIs, but rather, extremely concerned about pregnancy. The deep-seated concern about pregnancy was not only because of the significant life change it would bring but also because of the moral implications in a society where having a teenage pregnancy brings harsh judgment and shame. STIs were seen as something that could easily be hidden if you contracted one, but pregnancy was something out in the open. In our IDIs, we found participants to be open about recommendations for a sexual health app, for example, “if you want to talk to young people about STIs, focus on why young people should prevent them, not just how they can prevent them.”

**Comparison With Previous Work**

The use of mHealth interventions to target sexual health and substance use among youth holds promise in reaching large numbers of at-risk adolescents remotely and to tailor content to individual user needs. In 2017, a systematic review of mHealth interventions for alcohol/drug use prevention among young adults found mixed results among the individual studies, but an overall support for the efficacy of mHealth interventions in reducing substance use. They included a variety of mHealth modalities such as text messaging, web-based apps, and smartphone apps. The limitations of these studies were largely because of small sample sizes, lack of data on long-term effects, lack of examination into potential gender differences in intervention effects, and lack of diversity in participant age and environment [27].

Our review of federal registries for evidence-based interventions (EBIs) on adolescent substance use prevention and adolescent sexual health found none that focused on both of these health risks simultaneously for nontreatment seeking or nonincarcerated adolescent girls [23,24]. While there were several EBIs focused on adolescent girls’ sexual health [28-33], there was a dearth of EBIs for substance use prevention in the 15 to 19 age range, and none that focused on young women. Furthermore, the sexual health EBIs were either specific to clinic-seeking, at-risk, or racial and ethnic minority adolescent girls. The sexual health EBIs with the most promising results still faced the limitation of reach and scalability; none of them were mHealth, and all relied on a clinic, classroom, or community-based setting with trained facilitators [28-33]. Not only would a mobile sexual health app be able to reach more adolescents but it would also be more cost-effective and provide greater impact.

**Strengths and Limitations**

This study included a number of strengths. We explored views on a topic of great public health significance and successfully engaged youth to share their attitudes and feelings on sensitive topics. We used social media as a tool to engage high-risk adolescents to collect informative data, demonstrating that this is a suitable platform for our future work. Owing to our study population comprising of college-enrolled female adolescents, there are still gaps in understanding the preferences and needs of female adolescents from disadvantaged backgrounds and the results cannot be generalized to the population at large. The inability of this study to successfully recruit girls to complete focus groups exemplifies the challenges that need to be understood among this population to best reach them effectively.

**Conclusions**

This pilot study demonstrates a clear need to reach, inform, and empower adolescent girls on the topics of sexual health and alcohol/drug use. Given the escalating rates of STI acquisition that continues to affect this vulnerable group, addressing the co-occurrence of alcohol/drug use and sexual risk taking is a research area of high priority, and also for which data are insufficient and scarce. Future work will integrate these areas to inform the development of a culturally sensitive mHealth app to empower adolescent girls and to reduce health risks and prevent STIs among them.
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Abstract

Background: Mental health services aim to provide recovery-focused care and facilitate coproduced care planning. In practice, mental health providers can find supporting individualized coproduced care with service users difficult while balancing administrative and performance demands. To help meet this aim and using principles of coproduction, an innovative mobile digital care pathway tool (CPT) was developed to be used on a tablet computer and piloted in the West of England.

Objective: The aim of this study was to examine mental health care providers’ views of and experiences with the CPT during the pilot implementation phase and identify factors influencing its implementation.

Methods: A total of 20 in-depth telephone interviews were conducted with providers participating in the pilot and managers in the host organization. Interviews were audio recorded, transcribed, anonymized, and thematically analyzed guided by the Consolidated Framework for Implementation Research.

Results: The tool was thought to facilitate coproduced recovery-focused care planning, a policy and organizational as well as professional priority. Internet connectivity issues, system interoperability, and access to service users’ health records affected use of the tool during mobile working. The organization’s resources, such as information technology (IT) infrastructure and staff time and IT culture, influenced implementation. Participants’ levels of use of the tool were dependent on knowledge of the tool and self-efficacy; perceived service-user needs and characteristics; and perceptions of impact on the therapeutic relationship. Training and preparation time influenced participants’ confidence in using the tool.

Conclusions: Findings highlight the importance of congruence between staff, organization, and external policy priorities and digital technologies in aiding intervention engagement, and the need for ongoing training and support of those intended to use the technology during and after the end of implementation interventions.

(J Med Internet Res 2020;22(3):e14868) doi:10.2196/14868
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Introduction

Background

Mental health digital technologies provide opportunities to improve care [1,2], service efficiency, and health outcomes [3-7]. Previous studies have explored mental health service users’ [5-10] and providers’ [11,12] experiences with health technology and technological innovations. There remains a need for coproduced real-world evaluation research [13], increasing understanding of contextual and organizational factors involved in successful implementation [14], particularly use of digital interventions within a therapeutic context [13,15-18].

Recovery-focused care, embracing principles of shared decision making and coproduction of care plans, is recommended to improve mental health care delivery [19]. Coproduction requires services to be delivered “in an equal and reciprocal relationship between professionals, people using services, [and] their families” [20]. For decision making, both care providers and service users should possess skills and ability to access, share, and use information to meet service users’ often complex, individual needs [21]. Care providers, however, may find it challenging to ensure individualized, person-centered care, while also balancing administrative and performance demands [22]. Coproduction in care can be compromised by individual and organizational factors [22-25], including health information technology (IT) systems [25,26]. Here lies the need for innovations supporting coproduced care, while addressing performance and efficiency concerns.

Development and Pilot Implementation of the Care Pathway Tool

To support coproduced mental health care, a care pathway tool (CPT) was developed through a collaborative effort between a mental health care service provider (Avon and Wiltshire Mental Health Partnership NHS Trust [AWP], the lead regional provider for community mental health services), users of community mental health services, and technology developers (Otsuka Health Solutions [OHS]), as part of a project piloted in the West of England (Joining the Dots).

The project aimed to use computer tools for better use of data and information to improve care delivery and facilitate collaborative working in care planning. The CPT aimed to (1) enable providers’ and service users’ direct access to electronic care plans to support efficient working and (2) enable coproduced, recovery-focused care during community visits, through patient involvement in care planning, and introducing specific exercises to encourage new ways of interacting. The experiences of staff using the CPT to coproduce recovery-oriented care planning are reported here [27].

The CPT was developed using the coproduction principles [20]: an iterative, collaborative approach involving service users and providers through (1) consultations that identified gaps and care needs, (2) a Joint Project Board with representation from service users, practitioners, managers, and software developers, and (3) feedback from mental health trust staff and service users via detailed observations, interviews, and focus groups on their experiences of consecutive versions of the CPT. As part of this collaboration, a film reporting on the coproduction process from the service users’ perspective was put together by Rethink Mental Illness, an organization facilitating service user involvement [28].

On the basis of this work, the CPT was designed to be used on a mobile tablet computer and incorporated 4 different components (Table 1). Screenshots of the CPT are included in Multimedia Appendix 1.

The pilot implementation of the CPT took place between March and December 2016. A total of 30 providers involved in care planning and recovery support for Community Mental Health Teams were recruited through engagement events or word-of-mouth to pilot the CPT in routine practice. Face-to-face training was provided for all staff from an experienced mental health worker on how the tool worked and how it could be used to facilitate coproduction in care planning. Any issues arising from the CPT during these meetings were raised with the software developers. Help information was also included as part of the tool itself and as part of a service user information leaflet. This information was specific to navigating the CPT and using the CPT components.

Staff volunteers were asked to use the CPT with up to 5 mental health service users whose clinical risk assessment for a mental health crisis (such as an exacerbation in their clinical condition, which would require urgent attention) was set at low or medium risk. This decision was informed by a cautious approach to testing new mental health electronic tools in the National Health Service (NHS).

Mental health providers introduced the tool to service users during routine meetings and integrated it into practice if service users agreed.
Table 1. Components and features of the care pathway tool.

<table>
<thead>
<tr>
<th>Care pathway tool component and feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>My life</strong></td>
<td></td>
</tr>
</tbody>
</table>
| My journey                             | • An interactive timeline illustrating service users’ health care system journey  
• Combines data extracted from clinical records, for example, referrals and admissions, alongside care experience–specific information inputted by service users |
| People in my life                      | • Enables service users to graphically present key people in their life, including social networks, providers, or services they are engaged with  
• Enables service users to visualize their social networks and explore their relationships |
| **My plan to stay well**               |             |
| Managing my warning signs              | • An electronic version of Max Birchwood’s early signs of psychosis approach [29] (with permission from authors)  
• Allows the individual to identify early warning signs and psychotic symptoms specific to their experiences  
• Enables discussions about warning signs of relapse and identify ways of managing these |
| **Planning for my future**             |             |
| Goals and actions                      | • Focuses on identifying goals, split into specific actions, to be pursued by the service user  
• It visually illustrates the goal and its action pathway in the form of an infographic |
| **Quick notes**                        | • Enables providers to use the tablet computer for making notes during the meeting with the service users, including service user–written progress notes |

**Evaluation of the Care Pathway Tool Pilot Implementation**

As part of the CPT pilot implementation, an independent qualitative evaluation was commissioned and undertaken by the National Institute for Health Research Collaboration for Leadership in Applied Health Research and Care West (NIHR CLAHRC West) to investigate CPT acceptability by care providers and effectiveness in facilitating coproduced care plans and recording information more efficiently. Details about how the interactive features of the CPT supported coproduction in care planning are reported separately [27].

The aim of this paper was to present findings arising from using the Consolidated Framework for Implementation Research (CFIR) [30] to identify factors influencing adoption and use of the CPT in care delivery routine interactions.

**Methods**

**Sampling and Interviews**

In-depth interviews were conducted with (1) providers piloting the CPT to explore their views and experiences, and (2) staff with performance and management roles to explore views from a strategic level on the implementation and use of new digital technologies. The interview guide is included in Multimedia Appendix 2.

Purposeful sampling ensured that a range of roles were recruited. All interviews were conducted over the telephone and, with oral consent, audio recorded. Interviews took place between October and November 2016 and lasted between 13 and 60 min (mean 32 min).

The study was reviewed by the NHS Health Research Authority (ID: 199385) and ethically reviewed by the University of Bristol, Faculty of Health Sciences, Research Ethics Committee (Application: 29045).

**Analysis**

Data collection and analysis occurred in parallel. Sample size was driven by the concept of information power, with information within our sample continuously assessed in relation to our study objective as data collection progressed [31]. Interviews were transcribed, anonymized, and thematically analyzed [32,33] in NVivo 10 (QSR). An initial inductive coding scheme was developed and refined as new data were analyzed to understand the main themes emerging from the data. Data were coded into thematic categories representing participants’ attitudes toward the CPT, positive and negative aspects of the CPT, and barriers and facilitators to implementation. MF and CP double coded a subset of transcripts, and any discrepancies were discussed and resolved. Analytical uncertainties or disagreements were discussed by the multidisciplinary research team to ensure credibility and confirmability. The CFIR was then used as a framework to order codes [30,34], in line with the CFIR Qualitative Codebook Guidelines [35] to deepen our analysis, rather than impose deductive codes on the data. The CFIR incorporates a repository of 39 standardized implementation-related constructs organized across 5 domains, which interact to influence implementation effectiveness (Multimedia Appendix 3) [34]. The 5 domains are as follows: (1) intervention characteristics: includes 8 constructs related to characteristics of the intervention being implemented; (2) outer setting: includes 4 constructs related to external factors such as the economic, political, and social context within which an organization is situated; (3) inner setting: includes 12 constructs...
related to features such as the structural, political, and cultural characteristics of the organization implementing the intervention; (4) characteristics of individuals: includes 5 constructs related to the individuals involved with the intervention and implementation process; and (5) process: includes 8 constructs related to essential activities of the implementation process.

Results

Participants

In total, 20 providers were interviewed (11 female). Participants included 15 (out of the 30) practitioners who piloted the CPT with service users (mental health support workers, peer support workers, psychiatrists, occupational therapists, community psychiatric nurses, and social workers) and 5 managers; 6 practitioners piloted the CPT for 6 months or more, 4 between 3 to 6 months and 5 between 6 weeks and 3 months. These practitioners provided community-based care, and contact with service users was described to be needs driven, ranging from weekly to monthly. Practitioners discussed how service users involved in piloting the tool had a range of mental health diagnoses, including psychosis, anxiety, depression, and previous experiences of trauma.

A total of 13 CFIR constructs were seen to influence the processes of CPT implementation in all 5 framework domains. The factors identified and their relationship to these constructs and domains are outlined in Multimedia Appendix 3. The 5 CFIR domains are used to structure presentation of findings with illustrative verbatim participant quotes.

Intervention Characteristics

Intervention Source

Staff’s involvement in tool development through coproduction activities influenced engagement with the pilot. Managers were aware of the need for staff to feel involved in new interventions:

There was [...] a big meeting with our team [...] to see what kind of solutions they could come up with to improve co-production and help our sort of work. And [...] I put my name down. [Practitioner 03]

Another management idea coming in isn’t necessarily something they (staff) are going to embrace. [Manager 01]

Relative Advantage

The CPT was thought to enable more efficient information recording and facilitate coproduced care. Creating notes using the CPT alongside service users facilitated transparency and involvement of service users, and it was quicker than traditional ways of working:

It saved me a lot of time. You don’t have to go back to the main [IT] system. [Practitioner 05]

I’ve had feedback that service users have felt in the centre of the process. [...] more in control of their support [...] by being part of that process and by having the opportunity to use the tool. [Manager 04]

Design Quality, Packaging, and Complexity

Some participants distinguished between the CPT’s features, which they thought were well designed, useful, and easy to use, and limitations of the tablet computer on which the CPT was hosted:

Part of it is to separate the tool from the piece of equipment it’s on. The piece of equipment, there’ve been lots of problems, but the actual tool itself [CPT], the different bits of it have been really good, really easy to use. [Practitioner 12]

Issues with internet connectivity and tablet computer log-in problems were a common barrier to using the CPT with service users:

I don’t have confidence yet [...] that it’ll work first time [...] I feel positive about the software itself but not about being able to use it when I need to in remote locations. [Practitioner 03]

Other barriers included security limitations, and lack of live cross-system communication between the CPT and the host organization’s main electronic patient record (EPR) system. Until secure platforms for information exchange were developed, all data were manually transferred from the CPT system to service users’ EPRs by administrators. The delay in transfer (up to 48 hours) impacted on information available during meetings, sharing of information between providers involved in care, and ultimately how and how often the tool was used:

(If) the service user is a bit unstable with their mental health and you need to update a lot of other information related to the meetings [...] If the service user is at risk, immediate risk, then we might need to go on the actual system [ERP] and record it to avoid any other issues. [Practitioner 005]

Outer Setting

The CFIR conceptualizes the outer setting as factors external to the organization [34].

External Policy and Incentives

A recent Care Quality Commission (CQC) report of the mental health organization highlighted the need to improve inclusion of service users’ views in care plans [33]. The CPT could be a key mechanism to improve practices in response to the CQC report’s comments, and Joint Project Board members saw this as an important facilitator to encourage its use within the organization.

Patient Needs and Resources

In this construct, quotes relating to awareness of service user–specific factors influencing implementation were included. Some participants were guided in their use of the tool by perceived needs and characteristics of individual service users. For example, English language literacy was taken into consideration when deciding to use the tool:

I support quite a lot of people whose first language isn’t English […] so it’s not so useful in that sense. [Practitioner 02]
Service users’ levels of self-awareness and stage in their illness influenced CPT use, for example, when service users were not thought to be able or ready to engage in recovery care. Another influencing factor was service users’ attitudes toward technology, with age being a related factor:

It depends on their level of awareness, where they are at in their recovery as well. That’s quite key and to a certain extent age but not exclusively. [Practitioner 03]

(I would want to use it with) people who are fairly articulate and in touch with how they’re feeling and wanting to engage with services. [Practitioner 04]

When introducing the tool to service users, reasons for declining its use included wanting to “talk to a human being” [Practitioner 03]; seeing it as a wall between themselves and providers; distrust toward technology; and thinking it did not enhance their care experience. Declining to use the tool once, however, did not always exclude use of the tool in subsequent sessions:

We did a first session and then he was like oh God I couldn’t concentrate, [...] I don’t really want to do it [...] And then actually recently he said, “Oh why don’t I do that tool with you anymore?” [Practitioner 12]

**Inner Setting**

This construct relates to characteristics of the organization implementing the intervention [34].

**Implementation Climate and Culture**

The organization already had a focus on recovery-oriented care, including engaging service users in care planning. Participants agreed that the CPT facilitated coproduced recovery-focused care planning by supporting novel and more user-centered conversations with a psychosocial focus:

I thought it would be really useful, [...] we quite often do WRAP (wellness recovery action plans) plans with people [...] But having the ability to actually sit down and work with somebody and do a process holistically together rather than it being me-led was quite nice. [Practitioner 09]

However, some medically trained staff saw the CPT’s focus on psychosocial aspects of recovery as contradictory to their professional roles, for example, discussing medications:

(If service users are) expecting to talk to me about their medication [...] and so I have to make sure that it (using the tool) wouldn’t be [...] something that would leave them feeling dissatisfied. [Practitioner 04]

**Readiness for Implementation**

Organizational IT factors were also raised. The organization was thought to lack adequate IT infrastructure, to be *paper heavy*, and not incorporating technology within current practice:

It’s still a very paper heavy mindset [...] there’s a cultural shift that needs to happen for them to fully get on board with another bit of IT equipment. [Practitioner 03]

The organization and staff were under pressure from increasing numbers of referrals. This provided an incentive for innovations that would compensate for the lack of capacity:

Services got very, very swamped with huge numbers of referrals coming in [...] there not being sufficient capacity to manage that. [Manager 01]

Pressures on the organization impacted on the time and resources staff had available to learn how to use and implement the CPT. Carrying a heavy caseload also shaped capacity for recovery-focused work, as staff had to address the service user’s immediate needs. This influenced perceptions of how the tool could support meetings with service users:

It’s very hard to have that time before sessions to thoroughly think it through and plan it. You kind of like rushing to an appointment. [Practitioner 06]

we’re short of money and we’re short of time, therefore we’re short of people. I spend much less time face-to-face supporting people than I would like to and I think [...] that will impact on the use of the tool. [Practitioner 07]

**Characteristics of Individuals**

This CFIR construct includes features of individuals involved in the intervention [34].

**Knowledge and Beliefs**

Most participants were positive about the CPT’s ability to aid in coproducing care plans, stating that they “liked the idea of doing a support plan on a device (that was) client facing” [Practitioner 02]. Some participants used most or all of the tool features with different service users, whereas others believed the tool could only be used in certain contexts, for example, guided by service users’ needs. There was reticence among some providers to introduce a tablet computer to the therapeutic relationship:

I believe in a real connection between people and a connection in the room and that, to me, comes from face-to-face and eye contact and us sitting opposite each other almost and me being really attentive to the other person. So I think any device is going to take away from that. [Practitioner 13]

**Self-Efficacy**

Issues of confidence and perceived ability to use the CPT were raised by both experienced users of the tool, that is, those trained 6 to 8 months before the interview, as well as inexperienced users, that is, participants trained around 2 months prior. Familiarity with the tool was needed when deciding who to use the CPT with, which components to use, how, and when. It also related to how comfortable staff were in changing practice and introducing new ways of working, potentially influencing the therapeutic relationship:

I’ve got a way of (working with service users) and a process that I go through probably sort of subconsciously or not really thinking about it, it’s just kind of what you do. So changing that is always a bit challenging. [Practitioner 08]
Implementation Process

Planning

Staff recruitment to the pilot was led by practitioners from inside the organization, which facilitated getting staff on board. Having continuing user feedback allowed the software developers to make improvements to the CPT software. This meant that some tablet computers needed to be replaced to support updated versions of the CPT, but it also meant that some participants received new tablet computers toward the end of the pilot phase, not allowing enough time to use the new tool in their practice. Restrictions placed by the organization on which service users could be involved in the pilot, that is, individuals who were assessed to be at low/medium risk for experiencing a mental health crisis, also acted as a barrier:

It has been quite difficult to use the tool because of the level of risks I'm working with. We are only supposed to use the tool with people whose recorded risk level is medium or low. And the nature of my job means that most people would have a recorded risk level of high. [Practitioner 07]

Some participants thought risk should not be a limitation and the CPT could potentially be used with high-risk individuals if enough consideration was given to which aspects of the tool were used, and how it could be used during interactions:

I don't think risk per se would stop me using it with someone because that's the point of it, to help people who potentially are struggling. [Practitioner 12]

Engaging

Training provided during implementation helped support participants using the tool. Training included group or one-to-one sessions followed by feedback meetings, but some participants recruited later in the pilot did not always receive similar training:

I didn't have the training really I had, like half an hour. [Practitioner 13]

One participant thought training on the interactive element of the tool was needed to guide integration into practice in a way that does not compromise the therapeutic relationship. Such aspects of using the tool were seen as important because of its objective to support collaborative service provision, coproduced with service users:

(the training was) very functional, what the functions are, how you log in, so it wasn’t at all about the human element or the relation element. [Practitioners 13]

Information leaflets explaining what the tool is about and how to introduce the project to service users were thought to be particularly useful.

We had leaflets given to us to introduce the tool, which I have to say were really good, because it gave it, it had a bit of a talking point with the service users. [Practitioners 02]

Discussion

This study used the CFIR to evaluate the implementation of a digital CPT in a mental health care community setting. Findings contribute to the evidence base by first adding to our understanding of organizational and contextual factors, as well as individual ones, involved when implementing digital health technologies in mental health settings [14]; and their use within the therapeutic relationship [13]. Second, it provides evidence on the experience of using the CFIR to explore implementation barriers and facilitators, adding to ongoing discussions on its use in health technology implementation research [34,35].

Principal Findings and Directions for Future Research

Factors Impacting on Implementation

Aref-Adib et al [14] state the need for better understanding of the contextual and organizational determinants of successful implementation. Our findings highlight the importance of ensuring alignment between external policy, organization and staff priorities, and CPT features to aid intervention engagement. Externally, the CQC inspection findings and increased demand for mental health services provided an incentive for organizational change in ways of working. The CPT facilitated changing practice in ways that met these pressures while aligning with organizational and professional values.

Other highlighted factors include tool adaptability to existing ways of working and attitudes and beliefs toward the digital innovation; stakeholder involvement in the development process is recommended to address these factors and facilitate implementation [14]. In this study, coproduction principles [20] in tool design and development supported engagement in implementation, and the tool was thought to facilitate service user–centered, recovery-focused coproduced care [27], a professional and organizational priority. Uptake was impacted by available organization resources, including IT infrastructure, staff caseloads, and time pressures; staff self-efficacy and knowledge of using the tool; service user attributes; and mobile working–related factors, including internet connectivity and IT system compatibility with the CPT. Findings reiterate the importance of considering such issues early on in digital innovation design [14,36].

Importance attached by providers to the therapeutic relationship when adopting digital health technologies highlights the need to better understand interpersonal aspects of health technologies in clinical contexts [13,18,27,37]. Perceptions of impact on, and concerns about, the therapeutic relationship influenced whether and how the CPT was used, and so did perceptions of relevance to role priorities. Staff assessments of service user needs and characteristics, for example, crisis management, literacy or attitudes toward technology, and uncertainty as to how to most successfully integrate the tool in practice, influenced providers’ choice of who to use the tool with, and how often.

Mental health service users are open to using digital health technologies [5,38], but barriers, such as, intervention complexity [14], can prevent widespread access and use among individuals with increased needs, for example, those
experiencing psychotic symptoms or learning difficulties. At the same time, low IT and health literacy and digital inequalities among individuals with mental illness also impact on innovation uptake [14,39-41]. Our findings suggest in some cases, staff’s perceptions of service user characteristics, for example, literacy skills, may result in some service users being excluded from interactive health technologies in a care setting, but more research is needed to better understand staff decision making on this aspect, including differences in perspectives between providers from different professional backgrounds. Views of service users from underrepresented groups at risk of digital inequalities should also be explored [41].

Training and access to continuing support on technical and interactive aspects of the intervention during and after implementation may enhance efforts to integrate technology into routine practice [14,42,43]. Training that approaches use of digital innovations in a more reflexive and critical way [26] might address skepticism toward the innovation and concerns over its impact on the therapeutic relationship. When planning such activities, workload pressures and time available for staff to attend training need to be considered [14]. Training informed by action research can result in changing practice [44], and its usefulness in promoting acceptance of health technologies should be explored [45], especially because of its philosophical similarities with principles of coproduction [20].

Consolidated Framework for Implementation Research Methodological Considerations

Theoretical grounding of implementation research allows for conclusions to be drawn as to the relevance of findings to other settings and contexts, allows comparisons, and guides further research [34]. In our study, the CFIR informed data analysis and identified factors shaping implementation intervention, following examples supporting its use in qualitative research evaluations [30,34,35]. The CFIR was useful in guiding categorization of factors and capturing overarching implementation factors involved in the CPT’s uptake. Using the framework in the analysis stage presented challenges in assigning data items to individual dimensions or constructs, and identifying which ones were the most salient in our data, an issue already raised in the literature [10]. In our case, challenges reflected the unique nature of the CPT as a tool used by both providers and service users simultaneously in the context of a care meeting.

Analytical ambiguity existed between the categories Patient needs and resources and Individual characteristics when coding service user-related factors, as both were end users of the tool in the same context and setting; the tool’s dynamic and interactive nature also made difficult distinctions between, for example, the intervention’s adaptability, complexity, and design quality when categorizing data items. With more treatment interventions provided in an interactive way through mobile technology, it is essential for frameworks such as the CFIR to capture the dynamic and multidimensional nature of technological interventions [10]. The complex nature of such interventions, its impact on implementation, and the CFIR’s ability to adapt to and capture this complexity should be further explored in future evaluations of such mobile mental health care interventions.

Varsi et al [46] discussed the breadth of the CFIR that can restrict one study’s ability to capture the big picture represented in the framework, without explicitly addressing all dimensions during data collection [34]. This can be because of time limitations restricting researchers’ ability to explore all constructs within a single interview, but also recruitment limitations, when stakeholders that might represent different views are not included in the sample [46]. One way our study tackled this was to interview both practitioners using the CPT and senior managers who had a broader perspective on implementing technological innovations.

Strengths, Limitations, and Conclusions

One limitation of the study is that participants were sampled from those that had volunteered to take part in the pilot; these may have been providers who were more enthusiastic about using technology. Strengths include recruitment of a diverse participant sample in terms of professional roles to enable a comprehensive insight into the CPT implementation. There was often consensus in the views expressed across professional roles providing confidence of the attainment of information power.

Findings highlight the value of congruence between staff, organization, and external policy priorities and digital technologies to aid intervention engagement. Only a handful of health technologies have addressed mental health recovery in community settings [10,17,18], although there is a need for health technology design interventions that follow principles of coproduction to address needs and capabilities of both staff and service users [14,16,20]. Integrating training alongside and after health technology implementation might be a way to address some of the challenges identified. Integrating an action research component within health technology implementation efforts could help to identify early training needs to address uncertainty and lack of confidence in adopting innovations, support reflexive practice, and promote effective practice change. The crucial role played by perceived impact of the technology on the therapeutic relationship highlights the importance of better understanding the ways digital health technologies impact on the therapeutic process as well as on outcomes [13].
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Abstract

Background: Dyadic psychosocial interventions have been found beneficial both for people coping with mental or physical health conditions as well as their family members and friends who provide them with support. Delivering these interventions via electronic health (eHealth) may help increase their scalability.

Objective: This scoping review aimed to provide the first comprehensive overview of dyadic eHealth interventions for individuals of all ages affected by mental or physical illness and their family members or friends who support them. The goal was to understand how dyadic eHealth interventions have been used and to highlight areas of research needed to advance dyadic eHealth intervention development and dissemination.

Methods: A comprehensive electronic literature search of PubMed, EMBASE, Cochrane, Cumulative Index to Nursing and Allied Health Literature, and PsycINFO was conducted for articles published in the English language through March 2019. Eligible records described a psychosocial eHealth intervention that intervened with both care recipients and their support person.

Results: A total of 7113 records were reviewed of which 101 met eligibility criteria. There were 52 unique dyadic eHealth interventions identified, which were tested across 73 different trials. Of the unique interventions, 33 were conducted among dyads of children and their supporting parent, 1 was conducted with an adolescent-young adult care recipient population, and the remaining 18 were conducted among adult dyads. Interventions targeting pediatric dyads most commonly addressed a mental health condition (n=10); interventions targeting adult dyads most commonly addressed cancer (n=9). More than three-fourths of interventions (n=40) required some human support from research staff or clinicians. Most studies (n=64) specified one or more primary outcomes for care recipients, whereas less than one-fourth (n=22) specified primary outcomes for support persons. Where specified, primary outcomes were most commonly self-reported psychosocial or health factors for both care recipients (n=43) and support persons (n=18). Results of the dyadic eHealth intervention tended to be positive for care recipients, but evidence of effects for support persons was limited because of few studies specifying primary outcomes for supporters. Trials of dyadic eHealth interventions were most commonly randomized controlled trials (RCTs; n=44), and RCTs most commonly compared the dyadic eHealth intervention to usual care alone (n=22).

Conclusions: This first comprehensive review of dyadic eHealth interventions demonstrates that there is substantial, diverse, and growing literature supporting this interventional approach. However, several significant gaps were identified. Few studies were designed to evaluate the unique effects of dyadic interventions relative to individual interventions. There was also limited assessment and reporting of outcomes for support persons, and there were no interventions meeting our eligibility criteria specifically targeting the needs of older adult dyads. Findings highlight areas of research opportunities for developing dyadic eHealth interventions for novel populations and for increasing access to dyadic care.
Illness Affects Dyads Together

It is estimated that 43.5 million Americans provide informal, unpaid care to one or more adults or children with serious health conditions [7]. Of these, it is estimated that about 33.3 million provide such care to adult recipients only, 3.7 million to child recipients only, and 6.5 million to both adult and child recipients. About 15% of people who provide care are not legally defined family members of the care recipient (eg, friend or neighbor [7]), and many individuals do not identify with the term caregiver (eg, [8]). As such, the term support persons is used for this scoping review to broadly capture individuals who provide emotional and practical support to help a care recipient. Together, the support person and the care recipient comprise a dyad.

Support from family members and friends to seriously ill individuals is critical to the sustainability of the US health care system [9], yet it can place significant strain on these support persons. Compared with the general population, support persons report worse diet, exercise, and sleep [10-12]; worse symptoms of depression and anxiety [13-15]; and premature physical health decline [16-18]. These mental and physical burdens from caregiving also ultimately affect the care recipients. Distressed support persons are more likely to exhibit harmful caregiving behavior [19] and less able to meet the practical and social-emotional needs of the care recipient [20,21]. When one dyad member is distressed, the other is more likely to become distressed as well [22-25]. Care recipients and their support persons experience illness together, and the success of one person’s ability to cope with illness stressors affects the other’s [26-28].

Intervening With Dyads

Dyadic interventions may use a range of strategies, such as communication skills training, cognitive behavioral therapy, education, and problem-solving training. These interventions share the commonality of including both the care recipient and their support person together within a singular program of care. Dyadic psychosocial interventions have been found effective to improve targeted outcomes for both care recipients and support persons [1-5,29,30]. As coping is interdependent between care recipients and support persons, there is promise that dyadic interventions may deliver synergistic benefits—meaning the cumulative benefits to both individuals from a dyadic intervention is greater than the sum of benefits of intervening with each member individually. In practice, there has been limited empirical study of such effects [1,30].

Even if there are no such synergistic effects, dyadic interventions may be an attractive way to extend psychosocial care access to support persons. Interventions specifically addressing support persons’ informational and psychosocial needs have rarely been implemented in health care settings—common institutional barriers include competing clinical demands and lack of funding [31]. Support persons tend to underutilize available caregiver-directed programs, in part because of a reluctance to put their needs ahead of those of the care recipient [32,33]. Dyadic interventions may therefore be perceived as more justifiable by both health care systems and support persons: the care recipient is a target of care, and support persons receive care as well.

Despite the promise of dyadic interventions, there are significant logistical and financial barriers impeding their dissemination [6]. Common practical barriers like scheduling difficulties and limited time [32-36] are compounded when both care recipients’ and support persons’ schedules must align. In addition, support persons often have inadequate health care coverage [37], meaning that obtaining such care is likely to be cost-prohibitive for many dyads. Disseminating dyadic interventions via the internet and other technologies may lower the barrier to entry and increase their affordability [38]. The internet fills an important gap in meeting health information needs [39], and this is particularly true for support persons, who are more likely than noncaregivers to seek health information on the Web [40]. Internet- and technology-based approaches are also more scalable from a health systems perspective: reduced labor costs, as well as minimal ongoing program costs, suggest the long-term cost-efficacy of eHealth interventions relative to traditional face-to-face care [41].

Purpose of This Review

The aims of this scoping review were twofold. The first aim was to provide the first summary of available evidence on dyadic eHealth interventions that provide behavioral treatment and/or psychosocial support to care recipients of all ages affected by
any mental or physical illness together with their primary support persons. The second aim was to identify gaps in this knowledge base. To date, there has been one pioneering review of dyadic eHealth programs among cancer survivors and their family caregivers [29]. There have been many reviews demonstrating the efficacy and acceptability of eHealth interventions among diverse populations of patients (eg, [42-55]) and support persons (eg, [56-68]). All of these reviews have summarized literature within certain disease or age group populations, which silos the literature. In contrast, this review is intentionally broad, summarizing the literature across care recipient health conditions (eg, mental health, obesity, and cancer), population subgroups (eg, pediatric and adult care recipients), and intervention strategies (eg, communication training and cognitive behavioral therapy). Aims were well suited to a scoping review, which are ideal for reviewing a large and complex body of research that has not been previously reviewed [69,70]. The specific research questions that guided this review were as follows:

1. What populations have been targeted by dyadic eHealth interventions?
2. How have information communication technologies been used in dyadic eHealth interventions?
3. What approaches are used for intervening with both dyad members?

Methods

A comprehensive electronic literature search for articles in the English language and for all available dates was conducted in the following databases: PubMed, EMBASE via the Elsevier platform, Cochrane via the Wiley platform, Cumulative Index for Nursing and Allied Health Literature via EBSCO and PsycINFO via the OVID platform.

Eligibility Criteria

Population, Intervention, Comparison, Outcome, Study design criteria (PICOS [71]) that guided study selection and organization of data extraction for this systematic scoping review are detailed below.

Population

Eligible studies enrolled dyads of care recipients and support persons. The care recipient is a person who has an identified mental, behavioral, or physical health condition. The support person provides informal, unpaid care to the care recipient. Dyads are defined by existing, personal relationships like kinship or friendship, meaning that dyads of care recipients with a formal, trained health care provider (eg, their physician or an assigned trained peer mentor) were excluded. There could be more than one support person in a dyad—for example, a child with illness participating with both parents could be a dyad. There was no restriction on age of the dyad members, provided that the individual could consent or assent to participate.

Intervention

There were 3 intervention-related inclusion criteria that defined eligible dyadic eHealth interventions. First, an intervention must have intervened with both members of the dyad. Second, drawing from prevailing definitions of eHealth [72,73] and internet interventions [74], an intervention must have utilized information communication technology (including, but not limited to, the internet), with at least some intervention content delivered fully automated. Owing to this criterion, interventions that exclusively utilized technology to deliver standard clinician-provided care (eg, a therapist providing face-to-face therapy via video chat) were excluded. Third, an intervention must have provided cognitive, behavioral, educational, and/or supportive care with the primary goal to address symptom management and/or coping with the care recipients’ targeted health condition. Owing to this criterion, couples therapy that intervenes with the primary goal of improving the couple’s relationship was excluded.

Outcome

Records were included if they reported any objective or self-report psychosocial, health, and/or feasibility outcome for the care recipient and/or the support person. Outcomes were specified as primary if they were explicitly labeled as such in the record or hypotheses were explicitly specified about the outcome. Outcomes were specified as (1) an objective psychosocial or health measure, such as data derived via lab test (eg, hemoglobin A1c), diagnostic interview (eg, structured clinical interview for Diagnostic and Statistical Manual of Mental Disorders-5), or chart review (eg, documented family meeting); (2) a self-report psychosocial or health measure, such as data derived via self-reported questionnaire; or (3) a feasibility/usability measure, which may have been objective (eg, website logs) or self-reported (eg, satisfaction).

Study Design and Comparators

All trial designs were eligible for inclusion, including single-arm trials, feasibility trials, patient preference trials (ie, care recipient could enroll in an intervention with or without a support person), and randomized controlled trials (RCTs). There was no restriction on the type of comparison condition in RCTs. For the purposes of this review, waitlist control conditions are included under the umbrella of usual care. All study analytic designs were eligible for inclusion, including records that reported long-term follow-ups and secondary analyses of trial data. Records that exclusively discussed intervention development, but did not report testing of the intervention as it was intended to be used, were excluded.

Search Methodology for Identification of Studies

The search was initially conducted by MH in January 2018 and an update was conducted in March 2019. Three broad concept categories were searched (dyads, eHealth, and psychosocial intervention), and results were combined using the appropriate Boolean operators (AND, OR). See Table 1 for search strategy. Potentially eligible records were also identified through other sources, such as via review of references of included records, communication with record authors, and a hand search of Journal of Medical Internet Research publications.
Table 1. Search strategy.

<table>
<thead>
<tr>
<th>Concept category (combined with AND)</th>
<th>Search terms (combined with OR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth</td>
<td>Internet, “Internet”[MeSH], cyberspace, web, web-based, ehealth, e-health, “Telemedicine”[MeSH], mobile health, mhealth, m-health, social media, “Social Media”[MeSH], blog, blogs, mobile app, mobile application, User-Computer Interface, website, webpage</td>
</tr>
<tr>
<td>Psychosocial intervention</td>
<td>“Behavioral Medicine”[MeSH], psychosocial intervention, behavior therapy, “Behavior Therapy”[MeSH], cognitive therapy, “Cognitive Behavioral Therapy”[MeSH], couples therapy, “Couples Therapy”[MeSH], family therapy, “Family Therapy”[MeSH], psychoeducation, psycho-education psychoeducational, psycho-educational, “Psychology, Medical”[MeSH], “Psychology, Clinical”[MeSH]</td>
</tr>
</tbody>
</table>

Study Selection

After removal of duplicate articles, study titles and abstracts were scanned by 2 of 3 coders (KS, AT, and SB) to determine whether the study met eligibility criteria. Discrepancies between coders were reviewed at a consensus meeting of all 3 coders. AT and SB retrieved full-text articles for citations that initially met the eligibility criteria. Full-text articles were read by KS, AT, or SB to make a final determination of eligibility, with ongoing coding questions reviewed at regular coder consensus meetings. Title/abstract and full-text coding were conducted using Covidence systematic review software (Veritas Health Innovation, Australia) [75]. Coders were not blind to journals or study authors during screening.

Reasons for article exclusion during the full-text review were recorded. Exclusion criteria based on PICO(S) criteria were (1) Not dyadic—an intervention did not intervene with a care recipient and informal support person to address the care recipient’s health condition; (2) intervention development, protocol, and/or no psychosocial, health, or feasibility outcome reported; (3) no automated components; (4) prevention study—neither dyad member had an indicated health condition at the time of enrollment (ie, there was no care recipient). There was 1 conference abstract that passed title/abstract screening based on review of its title, but the full abstract text was not retrievable from databases, the conference organization, or the authors. Authors indicated that abstract results were reported in a journal article of the same name, which was included in full-text coding.

Data Extraction

Coders (AT and a trained research assistant) extracted data from the records that met eligibility criteria. Data were collected using a standardized, predefined charting form via Qualtrics. KS checked all extractions after completion by the coders. Discrepancies were resolved by tertiary review by SB, who discussed findings with KS. Articles were not blinded during data extraction. Corresponding authors for all articles were contacted and asked to review data extracted from their articles. Data were then summarized, and themes were reviewed.

Results

Overview

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses [76] flow diagram is presented in Figure 1. In total, 7113 records were identified via the search terms, and 14 were identified through other sources (including email responses from contacted authors), of which 573 were retrieved and reviewed for full-text coding. Of these, 101 records met eligibility criteria and were included in the qualitative synthesis. Data extraction is represented in Multimedia Appendix 1 [77-95,111,115-195], as well as in sortable worksheets available through the Open Science Framework by the Center for Open Science on its website [196].

Included records were published as early as 2003 [77,78]. There is a noted acceleration in the numbers of records published over the past 10 years: 22 records were published from 2003 to 2010, and 79 were published from 2011 through March 2019. Most records were full-text manuscripts (93/101. 92.1%). Across records, there were 73 unique trials—1 record [79] reported 2 separate trials. Trials were most commonly conducted in the United States (37/73, 51%), with 14 in Sweden (19%), 10 conducted in Australia (14%), and 4 in Canada (5%), among other countries of origin. In total, there were 52 unique dyadic eHealth interventions identified. The following sections present summarized findings related to study population, intervention system components, and study outcomes and design characteristics.
A total of 72 records reported results from 52 trials of 33 unique dyadic eHealth interventions that targeted dyads in which the care recipient was a minor. For all of these trials, it was specified that a parent/guardian must be the support person. Only 1 trial [80,81] did not require that a parent/guardian participate in order for the child to participate—all other trials did require a parent/guardian to participate. These interventions most commonly targeted the care recipient’s mental health condition (10/33, 30%). Other conditions targeted included obesity (8/33, 24%), gastrointestinal disorders (4/33, 12%), pain conditions (3/33, 9%), and traumatic brain injury (2/33, 6%). In all, 3 trials targeted dyads including care recipients with 2 specific comorbidities. Conauthon et al [82] tested a transdiagnostic internet-delivered cognitive behavioral therapy for anxiety program among children with both an anxiety disorder and high functioning autism spectrum disorder; Lee et al [83] developed an mHealth program to address weight management among children with both overweight/obesity and intellectual disability; and Palermo et al [84] tested a Web-based program for children with chronic pain and sickle cell disease. Only 1 record reported results from 1 trial of 1 intervention that specifically recruited an adolescent-young adult population (ie, care recipients ranged from mid-teens through early 30s [85]). The support person could be any close individual (eg, family member, romantic partner, or nonrelative) and was not required to enroll in order for the care recipient to participate. This study targeted care recipients who required catheterization.

A total of 28 records reported results from 21 trials of 18 interventions in which the care recipients were exclusively adults (ie, aged 18 years or older). Six of these trials (6/21, 29%) targeted recruitment to dyads of spouses/romantic partners; in the remaining 15 trials (15/21, 71%), the support person could be any close individual. Of note, the 3 trials of the CarePartner intervention [86-90] required that the participating support person reside outside the care recipient’s home. In all, 11 of the 21 (52%) trials of adult dyadic eHealth interventions required that both the care recipient and the support person enroll together for either to participate. Adult dyadic eHealth interventions most frequently targeted care recipients with cancer (9/18, 50%). Other conditions targeted included mental health conditions (3/18, 17%) and diabetes (2/18, 11%). Two trials targeted dyads including care recipients with 2 specific comorbidities. Both Schover et al [91] and Hummel et al [92,93] tested internet-based interventions addressing sexual dysfunction secondary to cancer.

**Intervention Information**

**Intervention System Components**

Interventions tended to deliver content, intervene, and engage users through multiple components: the median number of components was 3 (M=3.03), ranging from 1 to 6 components. The 3 most commonly utilized components were browser-based components, human telephone contact, and asynchronous communication portals. Browser-based components, or webpages, were used in 44 of 52 (85%) interventions. Human telephone contact, most commonly contact with a therapist or research staff person, was used in 25 interventions (25/52, 48%). Asynchronous communication portals, most commonly used...
to contact a therapist, research staff person, or other intervention participants via a communication portal embedded within the program such as encrypted email portal or a discussion board, were used in 22 interventions (22/52, 42%).

A total of 40 interventions (40/52, 77%) required human support as they included a component that required therapist or research staff effort (ie, videoconferencing, human telephone contact, human emails/SMS, asynchronous communication portal, synchronous chat room, or in-person sessions).

**Dyad Participation and Content Target**

In all, 21 interventions were intended to be used entirely separately by care recipients and support persons (21/52, 40%). Interventions were almost as commonly intended to be used with care recipients and support persons accessing some aspects of the intervention together and other aspects separately (20/52, 38%). Fewer interventions were intended to be used by the dyad entirely together (6/52, 12%). In some cases (5/52, 10%), it was not specified how an intervention was intended for use by care recipients and support persons—either because it was unspecified in the record or because there was no specific way that dyads were expected to interact with the intervention.

Most interventions (38/52, 73%) had content that was exclusively intended to be accessed by support persons, and most had content that was exclusively intended to be accessed by care recipients (38/52, 73%). A total of 32 interventions (32/52, 62%) had shared content that was accessible to both the care recipients and support persons. In all, 14 interventions (14/52, 27%) included all 3 types of content (ie, for care recipients only, for support persons only, and shared).

**Outcomes, Study Design, and Comparators**

Most studies (63/102, 61.8%) specified one or more primary outcomes for care recipients and 22 of 102 (21.6%) specified one or more primary outcomes for support persons. In all, 6 studies (6/102, 5.9%) reported no outcomes for care recipients and 35 (35/102, 34.3%) reported no outcomes for support persons. Among the 63 studies specifying primary outcomes for care recipients, 23 (37%) included objective primary psychosocial or health outcomes, 43 (68%) included self-report primary psychosocial or health outcomes, and 3 (5%) included feasibility/usability primary outcomes (see Methods, Eligibility Criteria, Outcome section for definitions). Among the 33 studies specifying other outcomes for care recipients, 7 (21%) included objective outcomes, 14 (42%) included self-report outcomes, and 26 (79%) included feasibility/usability outcomes. Among the 22 studies specifying primary outcomes for support persons, 3 (14%) included objective primary outcomes, 18 (82%) included self-report primary outcomes, and 2 (9%) included feasibility/usability primary outcomes. Among the 46 studies specifying other outcomes for support persons, 1 (2%) included objective outcomes, 21 (46%) included self-report outcomes, and 34 (74%) included feasibility/usability outcomes.

Trials of dyadic eHealth interventions were most commonly RCTs (44/73, 60%). Among the 44 RCTs, most (22/44, 50%) compared the dyadic eHealth intervention with usual care alone; 8 (18%) with an educational website or internet-delivered resources; 4 (9%) with an in-person version of the intervention; 2 (5%) with an intervention delivered exclusively to the care recipients (ie, no support person intervention); 2 (5%) with an intervention delivered exclusively to support persons (ie, to parents alone); and 6 (14%) with another kind of intervention. Less common study designs were single-arm trials (23/73, 32%), patient preference trials (3/73, 4%), parallel-group RCTs (2/73, 3%), or observational studies (1/73, 1%).

Among studies from RCTs that specified one or more primary outcomes for care recipients, 95% (19/20) of dyadic eHealth interventions demonstrated at least one or more statistically superior outcomes compared with usual care and 20% (1/5) with an educational website or internet-delivered resources. Positive findings for primary outcomes were found in a trial comparing a combination of 2 interventions with either of the singular interventions. In all, 2 RCTs compared a dyadic eHealth intervention with a parent-only eHealth intervention: 1 trial demonstrated better outcomes for care recipients in the dyadic condition [94] and 1 trial demonstrated better outcomes for care recipients in the parent-only condition [95]. There were no significant differences for any care recipient primary outcomes when dyadic eHealth interventions were compared with an in-person version of the intervention (n=3 trials), an intervention delivered exclusively to the care recipients (n=1), or another kind of intervention (n=2).

Among RCTs that specified one or more primary outcomes for support persons, 60% (3/5) of dyadic eHealth interventions demonstrated at least one or more statistically superior outcomes compared with usual care and 67% (2/3) with an educational website or internet-delivered resources. In 1 trial, parents’ involvement in their child’s care was superior among parents in a parent-only intervention relative to the dyadic intervention [95]. There were no significant differences for any support person primary outcomes when dyadic eHealth interventions were compared with an in-person version of the intervention (n=2 trials) or another kind of intervention (n=1).

Among single-arm trials that compared preintervention to postintervention levels of one or more specified primary outcomes, 93% (13/14) showed at least one significantly improved outcome for care recipients and 100% (3/3) for support persons. The 1 patient preference trial that specified primary outcomes demonstrated better outcomes for care recipients who elected to enroll with a support person compared with those who enrolled by themselves [88].

**Discussion**

**Principal Findings**

This review provides the first comprehensive summary of dyadic interventions utilizing eHealth approaches to provide psychosocial care to care recipients and their support persons together as a unit. Three research questions guided the review: what populations had been targeted by these interventions, how technologies have been utilized in these interventions, and approaches these interventions have taken to intervene with the dyad. Of over 7000 reviewed records, 101 met eligibility criteria and described 52 unique dyadic eHealth interventions. In all, 33 of the unique interventions were conducted among dyads of
children and their supporting parent, and 18 of the interventions were conducted among adult dyads with diverse relationships. Less than one-fourth of all interventions were fully automated. When a primary outcome was specified, the results of the dyadic eHealth intervention tended to be positive for both care recipients and support persons, although less than one-fourth of studies specified a primary outcome for support persons. One-third reported no outcomes for support persons at all.

This review reveals that there is substantial, diverse, and growing literature supporting dyadic eHealth interventions. This robust literature demonstrates a broad range of strategies for delivering interventions to dyads via eHealth and also identifies several significant gaps in the science. By summarizing broadly across the literature, findings highlight areas of research opportunities for developing dyadic eHealth interventions for novel populations and increasing access to dyadic care. Findings also demonstrate broad variability in approaches of intervening with dyads, with open questions remaining regarding the necessary and sufficient components that define a dyadic intervention.

### Populations Targeted by Dyadic Electronic Health Interventions

The literature base for pediatric dyadic eHealth interventions was relatively more established compared with the more nascent rise in dyadic eHealth interventions for adult dyads. There were almost twice as many unique eHealth interventions and trials for parent-child dyads compared with those for dyads with adult care recipients. Only 2 of 18 adult dyadic eHealth interventions had been tested in more than 1 trial. This is compared with 7 of 33 pediatric dyadic eHealth interventions that were tested in more than 1 trial, and 3 interventions were tested in 4 or more trials. This discrepancy may be due in part to the fact that pediatric dyadic eHealth interventions started to be published much earlier than adult interventions: about one-fourth of the pediatric records were published before 2010, whereas only 2 records on an adult dyadic eHealth intervention were published before 2010. This finding also reflects the more long-standing emphasis on family-centered care in pediatric health care [96-98] and the increasing acceptance of family-centered care among adult health care delivery [99-101].

There was also a discrepancy between pediatric and adult dyadic eHealth interventions in terms of the care recipient conditions targeted by the interventions. Although over half of adult dyadic eHealth interventions addressed coping with the care recipients’ cancer treatment and side effects, there were no pediatric interventions specifically addressing cancer. In contrast, pediatric interventions commonly targeted obesity and pain, whereas no adult interventions targeted these specific conditions. Cancer, obesity, and chronic pain affect individuals of all ages and their families and are strongly influenced by heritable and shared lifestyle factors within families. As such, it is worth considering how dyadic eHealth interventions might be extended to address pediatric and adolescent/young adult cancer survivorship, as well as obesity and chronic pain among adults.

One population notably missing from representation is older adult dyads (eg, care recipients and/or support persons over age 65 years). In the context of our eligibility criteria, no interventions were specifically tailored to older adult needs, no trials recruited an exclusively older adult population, and no records specifically reported intervention effects among older participants. Older adult care recipients are most likely to be cared for by their spouses who frequently have health limitations of their own [7], meaning that dyadic care is particularly important for older adults. Older support persons are as interested in eHealth resources as younger support persons [102]. In actual practice, however, older support persons are less likely to access internet-based caregiving resources than younger ones [103,104]. This discrepancy may in part be because of older adults having difficulty navigating eHealth resources [105], which emphasizes the importance of developing dyadic eHealth tools specifically with older users in mind.

### Use of Electronic Health Technologies

Technology that automates care is integral to extend the reach of dyadic interventions by overcoming current logistical and financial barriers [6,38,106]. More than three-fourths of dyadic eHealth interventions identified in this review, however, utilized human support. In addition, 2 of the 3 most commonly used intervention system components require human support (ie, by telephone or asynchronous communication portal). Human involvement was not always extensive. For instance, with Web-based Management of Adolescent Pain, Palermo et al [84] report expressly instructing therapists to spend no more than 5 min to respond to a participant message. Importantly, such minimal human support may be sufficient to enhance clinical outcomes: in one of their studies, Anderson et al [79] demonstrated that dyads of anxious youths and their parents reported comparable working alliance with their therapist in a minimal-touch Web-based version of an intervention as dyads receiving the intervention in traditional face-to-face care.

There may be important rationale to include human support in a dyadic eHealth intervention, such as to increase perceived acceptability, user engagement, and clinical outcomes [107-109]. Progressing capabilities of technology to provide automated and personalized feedback, however, suggest that discrepancies in implementation and clinical outcomes will continuously narrow between human-supported and automated interventions [38,110]. Indeed, it appears that dyads may vote with their feet toward increasing automation—Schover et al [91] reported that their recruitment rate tripled when dyads were guaranteed access to a Web-based intervention as opposed to being randomized between the Web-based intervention or to the same intervention content delivered by telephone with a nurse. In their pilot of a Web-delivered adaptation of a previously nurse-delivered coping program, Northouse et al [111] found that enrollment rates for the Web version were lower than enrollment rates into prior trials for the nurse-delivered version; however, the retention rate for the Web version was higher than retention rate for the nurse-delivered version. As technological capacity—and society’s expectations for it—increase, the relative advantages of clinician support compared with highly responsive technologies should be carefully considered to ensure greatest efficacy and reach of dyadic interventions.
Approaches to Intervening With the Dyad

In this review, we utilized a broad definition to identify dyadic interventions—namely, an intervention that intervened with both a care recipient and (at least one) informal support person to provide comprehensive treatment for the care recipient’s health condition. About 1 in 4 identified dyadic eHealth interventions appeared to address the unique needs of each individual in the dyad, while also addressing relational factors between the dyad. These interventions both (1) included content that was uniquely tailored for and exclusively accessible by care recipients and support persons separately, in addition to shared content available to both users; and (2) were either intended to be utilized both together and separately or left up to the dyads how to interact with the intervention. Addressing relational factors between dyad members is likely a key element to delivering synergistic benefits beyond those from individual interventions, as they enhance natural support between dyad members [112-114]. Previous literature suggests that dyadic interventions addressing these relational aspects of coping with illness are more effective than primarily informational interventions [4].

An example of a dyadic eHealth intervention that addresses both individual needs and the dyadic relationship is the Schizophrenia Online Access to Resources intervention [115-117]. This intervention addresses unique concerns of both dyad members—for example, with unique therapy forums for the individuals with schizophrenia only and support persons only, as well as addressing shared skills for the whole family—for example, shared content regarding developing a supportive safety net together. Across their manuscripts, Rotondi et al [115-117] establish rationales for the use of dyadic and eHealth approaches: a dyadic approach was utilized because family-based therapy is the gold standard for schizophrenia, given the detrimental effects of a stressful family environment on worsening patients’ symptom severity. An eHealth approach was utilized given that traditional in-person family-based schizophrenia interventions have had low uptake and retention, and authors reasoned that eHealth programs would be more accessible to families affected by schizophrenia.

Limitations and Future Directions

There are limitations to both the body of literature summarized and the methods we used to summarize this literature. Regarding the former, less than two-thirds of the 52 unique dyadic eHealth interventions have been tested for efficacy in an RCT. Among RCTs, over half compared against usual care or waitlist control alone. Although the usual care comparator may be an important first step toward demonstrating clinical benefits of an intervention, these trials leave important questions about the unique benefits of dyadic interventions unanswered. For example, trials are needed that compare outcomes for both patients and support persons when provided a dyadic eHealth intervention versus individual eHealth interventions for patients and for support persons alone. Such trials would begin to demonstrate whether, and under what circumstances, dyadic eHealth interventions are superior to individually delivered interventions. eHealth interventions are better suited for such trials than face-to-face interventions, given large-scale recruitment is more feasible. In addition, participants can be randomized to receive only part of a larger intervention: for instance, 1 dyad receives the full dyadic eHealth intervention, whereas in another dyad, only the support person receives applicable content from the full intervention. These data will be necessary to justify the added costs and complication of intervening with both care recipients and support persons together.

Another substantial limitation of this literature is the fact that one-third of all studies reported no outcomes for support persons. This issue was identified in one of the earliest reviews of dyadic psychosocial interventions published almost 15 years ago [1]. It is possible that support person outcome data were collected but not reported in these records. Regardless, omitting support person data is a significant missed opportunity to demonstrate the effects of an intervention to roughly half of its users. Given the extensive care responsibilities support persons already assume and the psychosocial and physiological strain of those responsibilities, intervention developers should carefully consider whether the benefits of including a support person in an intervention ultimately outweigh the costs to that support person. Reporting outcomes for support persons are critical to demonstrate that these interventions, at minimum, do no harm to them.

Although the breadth of this review is a strength, the lack of common vocabulary and established criteria that define dyadic interventions made this review challenging to complete. Pediatric interventions, in particular, may be more commonly described as family based rather than dyadic. To best ensure we captured all interventions that met our broad definition of dyadic eHealth interventions, we carefully developed a search strategy with our medical librarian. It remains possible, however, that we missed interventions that meet our core definitional qualities of dyadic eHealth interventions but use a different vocabulary. Ultimately, to advance the science on dyadic interventions, reaching consensus on ideal qualities of dyadic interventions will be helpful to guide development, assessment, and dissemination of this model of care.

In addition, as a scoping review covering broad literature, we were limited to capturing only superficial components of these interventions. In particular, we were unable to more extensively describe the nature of content delivered by the interventions, which would afford a more nuanced understanding of how interventions address dyad members’ unique needs and their relational needs. Given the breadth of data extracted from the volume of records, we also were unable to present detailed results related to study outcomes and designs across subsets of populations, health conditions, or strategies. Finally, we did not extract sample sizes from the studies or location where the intervention was received by participants (eg, home and health care facility). Ideally, this review highlights the breadth of the dyadic eHealth literature and the opportunities for more specific systematic reviews on pertinent subtopics.

Conclusions

This first comprehensive review of dyadic eHealth interventions identified the substantial and rapidly growing literature describing the use of these interventions across a broad range
of populations. Collating this robust literature will hopefully serve as a resource for intervention developers to identify models most likely to be effective given the goals and requirements of a particular intervention, rather than models that have been typically used within a particular population. Although the literature on dyadic eHealth interventions is robust, there are significant gaps. For instance, few studies reported outcomes for support persons, data which are essential to justifying their inclusion in interventions. Other gaps highlight important future research needs: for instance, development of interventions designed for older adults and trials comparing the relative efficacy of dyadic and individual eHealth interventions. As technology advances, further personalizing and automating dyadic eHealth interventions will help to increase their scalability, and ultimately, their likelihood of benefitting all who are affected by illness.
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Abstract

Background: Globally, access to hearing health care is a growing concern with 900 million people estimated to suffer from disabling hearing loss by 2050. Hearing loss is one of the most common chronic health conditions, yet access to hearing health care is limited. Incorporating Web-based (voice calling, messaging, or emailing) service delivery into current treatment pathways could improve access and allow for better scalability of services. Current electronic health studies in audiology have focused on technical feasibility, sensitivity, and specificity of diagnostic hearing testing and not on patient satisfaction, experiences, and sustainable models along the entire patient journey.

Objective: This study aimed to investigate a hybrid (Web-based and face-to-face) hearing health service in terms of uptake, experience, and satisfaction in adult patients with hearing loss.

Methods: A nonprofit hearing research clinic using online and face-to-face services was implemented in Durban, South Africa, using online recruitment from the clinic’s Facebook page and Google AdWords, which directed persons to an online Web-based hearing screening test. Web-based and face-to-face care pathways included assessment, treatment, and rehabilitation. To evaluate the service, an online survey comprising (1) a validated satisfaction measurement tool (Short Assessment of Patient Satisfaction), (2) a process evaluation of all the 5 steps completed, and (3) personal preferences of communication methods used vs methods preferred was conducted, which was sent to 46 patients who used clinic services.

Results: Of the patients invited, 67% (31/46) completed the survey with mean age 66 years, (SD 16). Almost all patients, 92% (30/31) reported that the online screening test assisted them in seeking hearing health care. Approximately 60% (18/31) of the patients accessed the online hearing screening test from an Android device. Patients stayed in contact with the audiologist mostly through WhatsApp instant messaging (27/31, 87%), and most patients (25/31, 81%) preferred to use this method of communication. The patients continuing with hearing health care were significantly older and had significantly poorer speech recognition abilities compared with the patients who discontinued seeking hearing health care. A statistically significant positive result (P=.007) was found between age and the number of appointments per patient. Around 61% (19/31) of patients previously completed diagnostic testing at other practices, with 95% (18/19) rating the services at the hybrid clinic as better. The net promoter score was 87, indicating that patients were highly likely to recommend the hybrid clinic to friends and family.

Conclusions: This study applied Web-based and face-to-face components into a hybrid clinic and measured an overall positive experience with high patient satisfaction through a process evaluation. The findings support the potential of a hybrid clinic with
synchronous and asynchronous modes of communication to be a scalable hearing health care model, addressing the needs of adults with hearing loss globally.

**Introduction**

**Background**

Globally, access to hearing health care (HHC) is a significant challenge affecting 466 million people, and this number is expected to rise to 900 million people by 2050, who are estimated to have disabling hearing loss [1]. The limited access to HHC results in most affected persons to live with untreated hearing loss, which has far-reaching consequences for individuals and the society at large [2]. Untreated hearing loss affects health, independence, well-being, and employment opportunities and is associated with social isolation, depression, and an increased risk of dementia [3-8]. Alongside recent estimates of a global cost of US $750 billion to hearing loss [1], this chronic condition is now recognized as a significant public health concern [9,10].

**Hearing Health Care Models**

Traditional HHC service delivery models focus on face-to-face, clinic-based testing, hearing aid or device fittings, counseling, and rehabilitation requiring several patient visits. HHC can be made more accessible through scalable models of care that capitalize on global trends in connectivity and technology [11]. For example, by the end of 2018 there were 5.1 billion mobile subscribers, which represents 67% of the global population, and 3.6 billion mobile device internet users, which accounts for 47% of the global population [12].

The use of these telecommunication and information technologies in medicine is called telemedicine or telehealth; in the field of ear and hearing health, the terms tele-otology and tele-audiology are also used [13]. Owing to the lack of consistency and confusion, many professionals have adapted their own term, ie, electronic health (eHealth), telehealth, tele-audiology, and now eAudiology are all terms that are often used interchangeably to describe the dissemination of health or hearing health services using the internet [14]. Although tele-practice was initially intended for services to be delivered to individuals at a distance, where patients could not interact with health professionals or the patient and the health professional were at two different locations, a newer approach is to provide HHC to the patient who may be close in distance to the health professional but chooses tele-practice as a service delivery option out of convenience [14]. Telehealth relies on access to the internet, and while some communities may have limited access, connectivity is rapidly expanding [12,15].

**TeleHealth in Hearing Health Care**

There is a growing body of evidence on the use of telehealth in HHC, including screening [16,17] diagnostic assessment [18,19], hearing aid fitting [20,21], and rehabilitation [22,23]. Studies to date have tested the use of tele-audiology at specific points along the patient journey and have mostly been proof-of-concept studies [13,15,24,25] that have not translated into sustainable telehealth practices [24]. There is a significant need to not only evaluate service delivery models that incorporate telehealth approaches along the patient journey in terms of effectiveness and efficiency but also to establish patient acceptance and satisfaction [13]. Measuring patient outcomes is important, as positive outcomes indicate improvements on patient satisfaction, adherence, and health status [26]. This therefore highlights the need for measuring patient satisfaction.

A dearth of evidence on patient satisfaction when using telehealth HHC services is apparent [13], as only a few studies report on patient satisfaction with tele-audiology. In one study, patients who had their hearing aids fitted remotely were followed up upon, and a high level of patient satisfaction was noted [21]. In another study, there was no difference in terms of the hearing aid benefit between in-person and tele-audiology hearing aid services [22]. In these 2 studies, patient satisfaction with tele-audiology was measured only once, and the measurement was limited to treatment outcomes, rather than an indication of the process of receiving HHC services through a different service delivery medium.

Offering hearing services completely online along the entire patient journey is challenging. Online components were selected based on validated and evidence-based tools, which would not compromise the quality of patient care (eg, online hearing screening, communication by phone and WhatsApp, and online rehabilitation). These components (eg, video-otoscopy, audiological diagnostic evaluation, and real-ear measurements) were included in face-to-face appointments as online alternatives were not yet available at the conception of this study. The model is described further in the following section and in the study by Ratanjee-Vanmali et al [27].

In a previous study, we reported on the behaviors of participants who failed the online hearing screening test. Approximately 25% (13/51) of participants proceed from motivational engagement to diagnostic testing and the remainder 75% (38/51) do not transition for the following reasons: unanswered phone call, 45% (17/38), further investigation (curious about the online hearing screening test or owns hearing aids but wants a confirmation of hearing loss, 29% (11/38), incorrect contact details, 8%(3/38), doctor did not advocate for further treatment, 8%(3/38), limited finances, 8% (3/38), and beyond the test location, 3% (1/38) [27]. Therefore, this highlights the need to understand patient experience, satisfaction, and engagement in seeking HHC through such a hybrid model and which components encourage them to continue to seek HHC.
Objective of Study
This study aimed to describe a process evaluation of HHC through a hybrid clinic combining online and face-to-face services [27], with a focus on patient uptake, experience, and satisfaction.

Methods

Data Collection Procedure
The institutional review board approved the research (GW20170409HS).

Hybrid Service Delivery Model
This research project established a nonprofit hearing research clinic [28] in Durban, South Africa. The clinic relied on online patient recruitment, offering a free online hearing screening. Online recruitment using Facebook and Google was used to target adults aged \( \geq 40 \) years within the target geolocation from the clinic’s social media account. Although the typical age for first-time hearing aid users is 74 years [29], the motivation for advertising to a younger audience was to reach the children of the parents aged 65 to 75 years who would resonate with the advertisements and share or encourage their family members to complete the online screening test. Advertisements (images and videos), articles, and blogs were created and used on the clinic’s Facebook page regarding the importance of HHC and knowing one’s hearing status or ability, and Google AdWords related to hearing test, audiologist, and tinnitus were used.

Upon completion, patients could opt to provide their contact details to be contacted by the clinic. If patients contacted the clinic without taking the online hearing screening test, they received a link encouraging them to complete the online test. At the beginning of every face-to-face appointment, the clinic audiologist verified the completion of the online hearing screening test. Asynchronous and synchronous online communication, as well as face-to-face communication supporting screening, diagnostics, hearing aid fitting, rehabilitation, and continuous monitoring and coaching, were offered. In total, 5 steps were included in the patient journey (Figure 1). The first 2 steps in the model (ie, Web-based hearing screening and motivational engagement, see the following section) were free. Participants paid for the 3 final steps, with some of the participants having access to reimbursement through their health insurance.

**Figure 1.** Five steps in a hybrid (Web-based and face-to-face) hearing health care (HHC) service-delivery model.

**Steps in the Hybrid Hearing Health Care Delivery Model**

**Step 1: Online Hearing Screening—Web-Based**

The online hearing screening test is an adaptive triple digit–in–noise test developed and validated for South African English that determines a speech reception threshold [30,31]. The online hearing screening test that comprised 23 user entries was provided as a software-enabled Web widget [32] hosted on the clinic’s website.

When beginning the online hearing screening test, each participant was required to provide their date of birth. For each participant completing the online hearing screening test, the signal-to-noise ratio (SNR) where 50% of digits are recognized correctly, was recorded. The geolocation was also provided, which helped verify whether participants were within the geolocation of the test, ie, the greater Durban area. The pass or fail threshold of the online hearing screening test was based on optimal sensitivity and specificity to a 4-frequency pure tone average at 0.5, 1, 2, and 4 kHz \( \leq 25 \) dB HL in the better ear.

On completion of the screening test, individuals were informed of their result in terms of pass or fail. Individuals could share their contact details if they wanted the clinic audiologist to contact them. The online hearing screening test results were
stored in mHealth Studio Cloud; even if individuals did not share their contact details, the result was stored with an accurate geolocation which ensured that only data from the target location was used in the analysis [32]. Only the clinic audiologist had access to the password-protected mHealth Studio Cloud [32].

**Step 2: Motivational Engagement—Web-Based**

This step consisted of a phone call or WhatsApp message thread where the clinic audiologist assessed the readiness to book a face-to-face diagnostic hearing evaluation and provided motivational engagement.

Individuals who shared their contact details received an email with the clinic audiologist’s contact details, motivational engagement questions, and suitable times and dates for a phone call.

Readiness measurement and motivational engagement consisted of 2 validated tools: the line and staging algorithm that were used with the participant over the phone. The line is a single-item measure to assess readiness for hearing help-seeking in one question: “How important is it for you to improve your hearing right now?” Responses are recorded on a Likert scale from 0 to 10, where 0 indicates not at all and 10 indicates very much [33,34]. The staging algorithm is also a single-item question assessing the stages of change with 4 possible answers, each corresponding with a stage of change: (1) I do not think I have a hearing problem, and therefore nothing should be done about it (precontemplation); (2) I think I have a hearing problem. However, I am not yet ready to take any action to solve the problem, but I might do so in the future (contemplation); (3) I know I have a hearing problem, and I intend to take action to solve it soon (preparation); and (4) I know I have a hearing problem, and I am here to take action to solve it now (action) [35]. When participants scored above 5 on the Likert rating scale of 0 to 10 [33,34] and scored 3 or 4 in the staging algorithm [35], a face-to-face visit for the comprehensive hearing evaluation was scheduled. Higher ratings indicate greater readiness to take action.

**Step 3: Diagnostic Hearing Evaluation—Face-to-Face**

This step consisted of a face-to-face appointment where the clinic audiologist completed a battery of assessments including an in-depth case history, video-otoscopy, acoustic reflexes, pure tone audiometry (air and bone conduction), and speech audiometry. If no red flag (eg, sudden onset of hearing loss, middle ear pathology, and asymmetrical hearing loss, sudden onset of tinnitus, aural fullness, and vertigo) suggesting a medical referral was raised, a hearing aid trial was recommended.

**Step 4: Hearing Aid Trial and Fitting—Face-to-Face**

A successful hearing aid trial entailed that the patient acquired hearing aids fit according to their personalized gain setting, signal processing, noise management system, automatic systems, style, and color. During the hearing aid trial, a receiver in the ear with domes chosen to meet acoustic requirements was fit to meet the patient’s audiological profile. Patients were then offered a choice to opt for the style of hearing aids they preferred once counselled on the acoustic performance, physical characteristics of the available hearing aids, and personal needs (from in-the-ear custom options to behind-the-ear hearing aids). Trial hearing aids were then fit and customized to the audiometric profile of the patient using real-ear measurements to take individual ear canal properties into account.

**Step 5: Audiological Rehabilitation, Counselling, and Ongoing Coaching—Web-Based and Face-to-Face**

All patients who acquired hearing aids were offered an online audiological rehabilitation program [36] and the clinic audiologist coached them routinely.

The online audiological rehabilitation program consisted of 5 modules (becoming a successful hearing aid user; understanding my own hearing loss; handling my hearing aids; managing difficult communication situations; and communicating my own hearing loss) that are a combination of videos, tasks, testimonials, and reading assignments. The completion of a module would unlock the next module. The 5 modules were completed all at once or weekly as per the patient’s availability. Through prerecorded videos, a coach guided the participants through the different modules and components. More information regarding the hybrid clinic has been reported elsewhere [27].

**Materials**

**Online Questionnaire**

An online questionnaire was used to determine the experience and satisfaction of patients seeking and receiving HHC using the hybrid clinic, incorporating online and face-to-face services. The online questionnaire was hosted and administered by Qualtrics (Provo, Utah) [37]. The responses were password protected and only accessible to the clinic audiologist. This closed survey was only administered to patients who provided consent to participate in the study. Participation was voluntary; no incentives were offered to encourage completion of the questionnaire.

The questionnaire (Multimedia Appendix 1) consisted of 3 sections totaling 41 questions for the group that discontinued HHC (exited at step 3) and 43 questions for the group that continued with HHC (exited at step 5). The 3 sections consisted of (1) a validated satisfaction measurement tool (Short Assessment of Patient Satisfaction [SAPS] [38]; (2) a process evaluation of all the 5 steps (online hearing screening, motivational engagement, diagnostic hearing evaluation, hearing aid trial and fitting, and online rehabilitation together with counseling and ongoing coaching) completed as seen in Figure 1; and (3) personal preferences of communication methods used versus methods preferred and HHC experiences compared with previous care, which were sent to 46 patients who used clinic services. Reporting of the questionnaire was separated into 2 overall sections: (1) evaluation of the steps and (2) patient experiences and satisfaction with the hybrid service delivery model.

The online questionnaire included a process evaluation, recorded on a 5-point Likert scale, which evaluated all the 5 steps (Figure 1). The method (Multimedia Appendix 2) was inspired by Linnan and Steckler [39]. They propose how to design and
implement a process evaluation by creating the inventory of process objectives based on theory; reaching a consensus of the questions to be answered by the stakeholders of the project; identifying and creating the measurement tools; designing, implementing, and administering quality control; collecting, managing, and cleaning data; analyzing data; reporting findings; and refining interventions, measurements, and the analysis tool [39]. The process evaluation questionnaire was developed to include all aspects of the hybrid service delivery model which included and excluded a clinician’s involvement, where no systematic differences were found in the ratings. Closed and open-ended questions on patient experiences and preferences related to the hybrid clinic services compared with a traditional model were surveyed along with communication methods used and those preferred. Answers to open-ended questions were analyzed using an inductive thematic analysis that was conducted by the first author and then reviewed by an independent researcher [40].

Overall Satisfaction

SAPS [38] assesses overall patient satisfaction with 7 items targeting treatment, explanation of treatment results, clinician care, participation in medical decision making, respect by the clinician, time with the clinician, and satisfaction with hospital or clinic care. The questionnaire has been validated in clinical settings and has good internal and test-retest reliability [38]. For this study, the questionnaire was tailored to audiology by replacing the term doctor or other health professional to audiologist [41]. The minimum score is 0, and the maximum score is 28, where higher scores indicate greater satisfaction. Typical total SAPS scores from other research reported mean scores of 22 (SD 5) and 8 (SD 4) [38,42].

The net promoter score (NPS) is a single question about willingness to recommend a product or service that companies commonly use [43]: “On a scale from 0-10, how likely are you to recommend this clinic (Hearing Research Clinic NPC) to your friends and family?” A follow-up question asking respondents to explain the rating followed. The NPS is calculated by classifying the respondents into promoters (9-10), passives (7-8), and detractors (6). The NPS is obtained by subtracting the percentage of detractors from the percentage of promoters [43].

Procedures

The online questionnaire was sent via email to 46 patients who completed the diagnostic hearing evaluation (steps 1-3). Data for each patient gathered from their files were linked by their email address and then hidden to ensure anonymity and were issued patient numbers during data analysis. Data were collected over 3 months (December 2018-February 2019); patients had sought help from the clinic during a period of 19 months (June 2017-January 2019). All patients who completed the survey were in contact with the clinic within 6 months of completing the online questionnaire.

The initial email invitation was sent on December 4, 2018, and a WhatsApp message was sent prompting patients to check their email mailboxes for the questionnaire. Up to seven reminder messages (email and WhatsApp) were sent to nonresponses over 12 weeks.

Patient data were stored in two locations: (1) a cloud-based system for appointment times and notes and (2) a server-based system for diagnostic results. Both systems were password protected and only accessible by the clinic audiologist.

Participants

Purposive sampling was used to collect patients’ experiences and satisfaction of the hybrid clinic services. Patients who failed the online hearing screening provided consent to be contacted by the clinic audiologist before submitting their details. Written consent to partake in the study was provided during the face-to-face diagnostic hearing evaluation (step 3).

Statistical Analysis

Data were analyzed using SPSS Inc, version 25 (IBM Corp, Chicago, Illinois) [44]. Statistical significance was set at P<.05. The Shapiro-Wilk test (nonparametric test) was used to test normality, which confirmed that the data were not normally distributed. Cronbach alpha was used to test the internal validity of the entire process evaluation questionnaire.

Results

Characteristics of Online Seekers of Hearing Health Care

The reporting of questionnaire results is in accordance, as far as possible, with the Checklist for Reporting Results of Internet E-Surveys [45].

A total of 665 participants completed the online hearing screening test and submitted their details for further HHC services during this evaluation period. A total of 629 participants were contacted by telephone or WhatsApp for motivational engagement; a few were unreachable owing to incorrect details submitted. Out of the 629 participants contacted, 46 (7%) became patients of the clinic and sought HHC services (Figure 1). Of the 46 patients invited, 31 (67%) completed the online survey and were aged between 35 and 101 years (mean 66, SD 16), the majority, 58% (n=18) being men. On average, patients had experienced hearing difficulties for 13 years (SD 15) and presented with an average speech reception threshold of ~3.0 dB SNR (SD 8). The online questionnaire was internally consistent and reliable; Cronbach alpha values were between 0.70 and 0.77, where a value above 0.70 was considered acceptable [46]. No significant differences were found on the Mann-Whitney U test between the responder (n=31) and nonresponder (n=15) groups in terms of age, gender, SNR, the line, staging algorithm, years aware of hearing loss, and devices used to complete the online hearing screening test.

Process Evaluation of 5 Steps in Hybrid Hearing Health Care Delivery Model

**Step 1: Online Hearing Screening—Web-Based**

Patients (N=31) accessed the online hearing screening from Android (18/31, 58%), iOS (9/31, 29%), and Windows PC (4/31, 13%) devices. The majority of patients agreed or strongly agreed that the online hearing screening was simple to complete (24/25,
96%), was quick and informative (23/26, 88%), was easy to use (23/26, 89%) and assisted them to continue HHC (24/26, 92%; Table 1).

### Table 1. Patient evaluation of the online hearing screening test.

<table>
<thead>
<tr>
<th>Questions related to the online hearing screening test</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taking the online test was simple (N=25)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>14 (56)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Taking the online test was quick (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (12)</td>
<td>17 (65)</td>
<td>6 (23)</td>
</tr>
<tr>
<td>Taking the online test was informative (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (12)</td>
<td>17 (65)</td>
<td>6 (23)</td>
</tr>
<tr>
<td>I found this online test easy to use (N=26)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>2 (8)</td>
<td>15 (58)</td>
<td>8 (31)</td>
</tr>
<tr>
<td>I thought the online test was fast (N=26)</td>
<td>0 (0)</td>
<td>5 (19)</td>
<td>7 (27)</td>
<td>9 (35)</td>
<td>5 (19)</td>
</tr>
<tr>
<td>The test result seemed reliable (N=26)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>2 (8)</td>
<td>15 (58)</td>
<td>8 (31)</td>
</tr>
<tr>
<td>Online test has helped me to take the next steps to improve my hearing (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (8)</td>
<td>10 (39)</td>
<td>14 (54)</td>
</tr>
</tbody>
</table>

### Step 2: Motivational Engagement—Web-Based

Patients agreed and strongly agreed that the mode of communication was easy (26/26, 100%), quick (27/27, 100%), provided useful (26/26, 100%) and relevant (25/26, 96%) information, assisted in taking the next step (25/26, 96%), and assisted in booking the diagnostic hearing evaluation (27/28, 96%; Table 2).

### Table 2. Patient evaluation of motivational engagement using a voice call/messaging (WhatsApp).

<table>
<thead>
<tr>
<th>Questions related to a voice call/messaging (WhatsApp)</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The phone call/WhatsApp message was informative (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>15 (58)</td>
<td>11 (42)</td>
</tr>
<tr>
<td>The phone call/WhatsApp message was an easy way for me to communicate with the audiologist/clinic (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>15 (58)</td>
<td>11 (42)</td>
</tr>
<tr>
<td>The phone call/WhatsApp message helped me in taking the next step (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>11 (42)</td>
<td>14 (54)</td>
</tr>
<tr>
<td>The phone call/WhatsApp message provided me with relevant information regarding my hearing (N=26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>14 (54)</td>
<td>11 (42)</td>
</tr>
<tr>
<td>The phone call/WhatsApp message helped me to take the next step and book my hearing evaluation consultation (N=28)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>12 (43)</td>
<td>15 (54)</td>
</tr>
<tr>
<td>The phone call/WhatsApp message was a quick way for me to communicate with the audiologist/clinic (N=27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>14 (52)</td>
<td>13 (48)</td>
</tr>
</tbody>
</table>

Patients communicated with the clinic using WhatsApp messaging (27/31, 87%), emails (25/31, 81%), voice calls (24/31, 77%), text messages (4/31, 13%), and Facebook Messenger (2/31, 7%). The majority of patients preferred the following methods of communication with the clinic audiologist: WhatsApp messaging (25/31, 81%), email (20/31, 65%), or voice calls (19/31, 61%).

### Step 3: Diagnostic Assessment—Face-to-Face

Patients attending face-to-face diagnostic appointments agreed and strongly agreed that the test was comprehensive (31/31, 100%), the test was easy to complete (31/31, 100%), and was trustworthy (31/31, 100%) with sufficient time spent taking it (31/31, 100%; Table 3).

### Table 3. Patient evaluation of the diagnostic hearing evaluation.

<table>
<thead>
<tr>
<th>Questions related to the diagnostic hearing evaluation</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The diagnostic hearing test was comprehensive (N=31)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>13 (42)</td>
<td>18 (58)</td>
</tr>
<tr>
<td>The audiological consultation provided me with the information I needed (N=31)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>13 (42)</td>
<td>18 (58)</td>
</tr>
<tr>
<td>The diagnostic hearing test was an easy test to complete with the guidance from the audiologist (N=30)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>9 (30)</td>
<td>21 (70)</td>
</tr>
<tr>
<td>It was beneficial to have a hearing aid trial option available after my diagnostic hearing test (in the first consultation; N=28)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>6 (21)</td>
<td>21 (75)</td>
</tr>
<tr>
<td>It was easy to use the hearing aid during the trial period offered to me (N=28)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (7)</td>
<td>8 (29)</td>
<td>18 (64)</td>
</tr>
<tr>
<td>I trust the results from my diagnostic hearing test (N=30)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>11 (37)</td>
<td>19 (63)</td>
</tr>
<tr>
<td>The time spent on my diagnostic hearing test was adequate (N=31)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>13 (42)</td>
<td>18 (58)</td>
</tr>
</tbody>
</table>
More than half of the patients (19/31, 61%) had previously completed a diagnostic hearing evaluation (step 3) at other practices. In comparison with previous experiences, one person rated the hybrid clinic as the same while the other 18 patients rated their experiences as better.

From the open-ended responses, two main themes emerged for the differences between prior experiences and the hybrid clinic: clinician engagement and technology. Clinician engagement included aspects of personal attention, patience, dedication, thorough explanations, professional behavior, exceeding expectations, friendliness, and trust. Technology included aspects of the latest technology and equipment and offering trial hearing aids.

**Step 4: Hearing Aid Trial and Fitting—Face-to-Face**

Patients agreed and strongly agreed that a hearing aid trial helped to experience the difference that hearing aids can make in their life (26/27, 96%). All patients who acquired their hearing aids (steps 4–5) agreed and strongly agreed that the hearing aid trial and its usage was beneficial (Table 4).

**Table 4. Patient evaluation of the hearing aid trial and fitting.**

<table>
<thead>
<tr>
<th>Questions related to the hearing aid trial and fitting</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The hearing aid trial helped me experience the difference hearing aids can make in my life (N=27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>5 (19)</td>
<td>21 (78)</td>
</tr>
<tr>
<td>The opportunity to try hearing aids helped me make an informed decision to buy hearing aids (N=13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (39)</td>
<td>8 (62)</td>
</tr>
<tr>
<td>I felt it was easy to use the hearing aids in the trial period which gave me the confidence in my ability to use it on my own (N=13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (39)</td>
<td>8 (62)</td>
</tr>
<tr>
<td>I trust that the hearing aids will assist me to hear better in my daily life (N=13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (31)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>The time I had to trial the hearing aids in my daily life (home/work) was adequate (N=13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (23)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>My quality of life has improved by using my hearing aids (N=13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (31)</td>
<td>9 (69)</td>
</tr>
</tbody>
</table>

Of those patients who were fitted with hearing aids (steps 4-5), the majority (6/9, 67%) complimented the service received, were satisfied with the care offered, and did not have suggestions for service improvements. Reasons for patients not continuing with HHC (11/18, 61%) included cost as a prohibitive factor (7/18, 39%), concerns regarding the stigma of wearing hearing aids (3/18, 17%), and belief that the hearing loss was not severe enough to warrant the use of hearing aids (3/18, 17%). One person suggested a financing option to make hearing aids more affordable.

**Step 5: Audiological Rehabilitation—Web-Based and Face-to-Face**

Except for 1 person, all patients agreed and strongly agreed that the online audiological rehabilitation was helpful (8/9, 89%). In addition to the program, support was offered to patients as required both online and by face-to-face methods.

**Overall Satisfaction—Web-Based and Face-to-Face Clinic Services**

The mean SAPS score of the 31 patients reported was 26 (SD 3; Table 5). There were only 3 instances where 1 patient was unsure (neither satisfied nor dissatisfied) regarding his or her satisfaction in terms of the effect of the HHC treatment, choices available to the patient, and dissatisfaction with the care received. In total, 3 patients (3/31, 10%) felt that the time with the clinic audiologist was too short.

The NPS score was 87, which indicates that patients are highly likely to recommend the clinic to friends and family. The majority of patients (21/31, 68%) provided reasons for their rating including competence, result-driven exceptional service (11/31, 35%), tailored service (4/31, 13%), and reliable and efficient service (2/31, 6%).

The three most important reasons for continuing with HHC services with the hybrid clinic were as follows: personalized care and understanding audiologist, who is patient and accommodating (11/31, 36%); confidence in the audiologist, kind, caring, helpful, efficient (8/31, 26%); and technical knowledge of the product and equipment (5/31, 17%).

A significant positive correlation was found between age and the number of appointments ($r=0.367; P=.007$) and a positive but not significant correlation ($r=0.216; P=.12$) was reported between age and the number of support instances.
Table 5. Overall Short Assessment of Patient Satisfaction scores categorized according to “Very dissatisfied,” “Dissatisfied,” “Satisfied,” and “Very Satisfied” for patients who sought hearing health care (N=31).

<table>
<thead>
<tr>
<th>SAPS category</th>
<th>Range of score</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very dissatisfied</td>
<td>0-10</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>11-18</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>19-26</td>
<td>14 (45)</td>
</tr>
<tr>
<td>Very satisfied</td>
<td>27-28</td>
<td>16 (52)</td>
</tr>
</tbody>
</table>

*SAPS: Short Assessment of Patient Satisfaction.

**Discussion**

**Hybrid Hearing Health Care Delivery Model**

This study provides insights into a hybrid service delivery model that assessed adult patients’ perspectives on online and face-to-face services offered. An asynchronous Web-based hearing screening successfully recruited patients seeking HHC online. Patient experiences with this online screening test were positive and, together with motivational engagement, were rated as time-efficient, valuable, and supporting continuation with HHC. This study employed nonopportunistic testing as participants actively opted to visit the website and complete the online hearing screening test. The potential reasons for mixed findings on the ease of testing, which comprised 23 user entries, could be due to the internet speeds (Wi-Fi or mobile data 3G or 4G) in terms of wait time when loading the widget on mobile devices or computers, proficiency with the digital device, or the actual test duration. Hearing screening tests are typically offered in isolation, and longitudinal studies show that a significant percentage of people do not follow-up with diagnostic measures and rehabilitation [47-49]. Approximately 75% (38/51) of patients who failed an online hearing screening test did not continue with HHC as reported in our previous study [27]. Another study reported that older adults who were considering or preparing to take action for their hearing loss were willing to access online HHC and that a simple user interface and short-term training may optimize the usability of online HHC programs for them [50]. In line with this, this study offered hybrid diagnostic and rehabilitative HHC services directly following the hearing screening. This is the first report to perform a process evaluation of a hybrid model of HHC. Previous reports focused on the validation of these tools and not on patient experiences [47,51].

WhatsApp messaging was rated highly, and patients were satisfied with this mode of communication. Patients used and preferred WhatsApp messaging as the primary communication method with the clinic where a dedicated mobile phone with WhatsApp, phone calls, and email was set up for this hybrid clinic. In other health professions, physicians have successfully incorporated WhatsApp into clinical practice with no need for further training or technical competency building [52].

The advantages and disadvantages of using WhatsApp in clinical practice are well documented within health care [53]. However, there is no uniformity in the usage of WhatsApp, as a recent study reports that doctors were more likely to use WhatsApp in patient communication or share information with colleagues than nurses [54]. Research evidence suggests that WhatsApp can be a promising tool that allows health professionals and the general public to communicate or allows communication among health care professionals themselves to compare and learn from each other [55]. There is still a need for high-quality research to evaluate the value and risks of using it as a health communication tool [54,55].

The diagnostic hearing evaluation (step 3) was an integral step to establish a therapeutic relationship in this hybrid model. A strength of this model was that the therapeutic relationship already commenced before the face-to-face appointment (step 3) and was continued through the patient’s HHC journey with the same clinic audiologist either online or in-person. The benefit of clinician continuity is mixed: in a physician environment, seeing a known provider is found to be beneficial in terms of a cost-benefit factor [56], whereas in an audiological setting, no difference was noted on hearing aid outcomes when patients are attended to by different clinicians [57].

Previous tele-audiology studies have taken steps toward investigating patient satisfaction within remote hearing aid fittings [21], services [22], and programming and fitting [58] with reasonable patient satisfaction noted. However, the first 2 studies reported findings based on standardized hearing aid outcome measures (International Outcome Inventory for Hearing Aids and Satisfaction with Amplification in Daily Living) rather than a process evaluation of patient experiences and satisfaction with HHC [17,18]. The last study [58] measured patient experience satisfaction using a validated questionnaire and found that patient satisfaction with hearing aid programming and fitting via tele-audiology versus face-to-face was the same.

The online audiological rehabilitation offering was reported as a positive addition to this hybrid clinic’s services. eHealth might be a viable option to offer tele-audiology services to both adult patients and their significant other as they already use internet-connected technologies to access health care, and this could promote patient-centered care from a biopsychosocial context [59]. Telehealth interventions for audiology are expanding, and research conducted on audiological, vestibular, and tinnitus rehabilitation show promising results [25].

**Overall Satisfaction**

Patient satisfaction in this study, which used 5 steps in a hybrid HHC service delivery model, was found to be higher than previously published SAPS data. In this study, the SAPS mean score was 26 (SD 3) as compared with findings from an incontinence clinic (mean SAPS score 22, SD 5) [38] and a psychiatry clinic (mean SAPS score 8, SD 4) [42]. The NPS
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score in this study was high (87) in comparison with an NPC score of 52 in a study of 728 patients who rated their satisfaction with synchronous videos across the health department [60]. NPS scores from another health field in the National Health System in the United Kingdom reported the following scores, however the response scale was slightly altered from the original: joint replacement was 60 with individual scores for total hip replacement and total knee replacement of 71 and 49, respectively [61]. Other researchers have highlighted the attractiveness of adapting the NPS for health care as it is less reliant on the literacy of responders, limited resources are needed to adapt the tool, and it provides more valuable information than a binary yes or no scale [62].

The audiologist’s clinical engagement and professional services were identified as essential components in the positive patient experiences in this study. Previous research also indicates that patients prefer patient-centered interactions with a health professional, and this is associated with high satisfaction [63]. Offering patient-centered care has also been proposed as a way to improve hearing aid adoption [64].

Even though 61% (19/31) of patients experienced previous HHC services from other audiologists or clinics, 95% (18/19) rated the services offered in this hybrid clinic more favorably. Patient experience and satisfaction were equally high and positive in both online and face-to-face service offerings in this hybrid clinic. However, there is still a paucity of evidence regarding the uptake of eHealth HHC, its effectiveness, and the satisfaction of patients using such service delivery models. As technology evolves, so will the continuum of direct-to-consumer and traditional face-to-face models. This study applied online and face-to-face components into a hybrid clinic and measured high patient satisfaction through a process evaluation. This model still required the need for 1 or 2 face-to-face appointments with the audiologist compared with more traditional clinical pathways. The fact that older patients needed more appointments may indicate that more audiological support is needed in the initial stages of adapting to hearing aids where additional support could be offered using asynchronous methods. This study provides initial evidence that can support audiologists who are limited in numbers but are required to provide services to a large area. This model may also provide patients with an alternative service delivery model, who could benefit from a combination of online and face-to-face appointments. Individual audiologists can customize this hybrid model to meet the needs of their patient demographic and for those patients willing to seek HHC differently.

This study offered individuals searching for HHC within the target location with an online hearing screening test as the first action to initiate care. Combining online and face-to-face communication methods also allowed patients to stay in touch with the audiologist when needed. Patients paid for their HHC services, removing volunteer biases and highlighting the potential of this model to translate into a scalable clinical practice. However, patients who pay for their hearing aids could introduce another bias or view services as more favorable, and this could be considered a limitation. Another limitation of the study is the lack of a comparator to establish whether this hybrid model was better or worse as compared with more traditional HHC delivery models where satisfaction could be measured as being similar in face-to-face only with no online services employed. The fact that the same person served as the clinician and as the researcher collecting the online questionnaires and that patients could have been influenced to provide favorable ratings (social desirability bias) could also be considered limitations in this study. The completion of the questionnaire is also vulnerable to both nonresponse bias (15/46, 33% of patients did not respond to the questionnaire) and recall bias. It is not possible to separate the influence of the audiologist’s skills versus the hybrid model when analyzing the patients’ satisfaction with the care received. This study also had a relatively small sample within a defined area of South Africa that required patients to have internet access and the necessary digital skills to complete an online hearing screening test, which limits generalizability. Future studies in modifications to the service delivery models would benefit from a comparator group designed into research studies and to test mobile and computer proficiency and the effects of age on the uptake of HHC in such a hybrid model. Another future consideration would be to document the long-term effects in terms of economic viability and scalability of such a model. This hybrid model is the first concept to be tested, and we foresee modifications to this service delivery model made possible in the future when technology advances to facilitate more audiological services remotely to meet the needs of the patient and the audiologist.

Conclusions

In conclusion, the positive patient experience and satisfaction demonstrates the potential of hybrid online and face-to-face HHC to meet patient needs. Sustainable and scalable service delivery models that incorporate eHealth are required to meet the challenges of untreated hearing loss globally.
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Abstract

Background: Couples struggling with infertility are increasingly turning to the internet for infertility-related content and to connect with others. Most of the published data on infertility and the internet only address the experiences of women, with limited studies focusing exclusively on internet discussions on male factor infertility.

Objective: The aim of this study was to understand the concerns and experiences of discussants on an online male infertility community and to provide insight into their perceptions of interactions with health care professionals.

Methods: Using the large-scale data analytics tool BigQuery, we extracted all posts in the r/MaleInfertility community (877 members) of the social media website and discussion board Reddit from November 2017 to October 2018. We performed a qualitative thematic analysis and quantitative semantic analysis using Language Inquiry and Word Count 2015 of the extracted posts to identify dominant themes and subthemes of discussions. Descriptive statistics and semantic analytic Z-scores were computed.

Results: From the analysis of 97 posts, notable themes and subthemes emerged: 70 (72%) posts shared personal experiences, including feeling emasculated or isolated or describing a negative (28/97, 29%), positive (13/97, 13%), or neutral (56/97, 58%) experience with a health care professional; 19% (18/97) of the posts posed questions about personal semen analysis results. On the basis of semantic analysis, posts by men had higher authenticity scores (Z=3.44; \( P < .001 \)), suggesting more honest or personal texts, but lower clout scores (Z=4.57; \( P < .001 \)), suggesting a more tentative or anxious style of writing, compared with posts by women.

Conclusions: To our knowledge, this study represents the first evaluation of a social media community focused exclusively on male infertility using mixed methodology. These results suggest a role for physicians on social media to engage with patients and connect them to accurate resources, in addition to opportunities to improve in-office patient education.

(J Med Internet Res 2020;22(3):e16728) doi:10.2196/16728
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Introduction

Background
Social media has emerged as a potent resource for patients seeking both anonymous and nonanonymous engagement on acute and chronic medical problems. Despite the ubiquity of social media platforms, a comprehensive scientific understanding of the content of online health-related discussions remains poorly studied, even though 72% of internet users searched for health information on the Web [1]. Reproductive medicine, in particular, has seen a burgeoning presence on the Web, encompassing everything from instructional websites explaining in vitro fertilization [2] to direct-to-consumer marketing of gamete cryopreservation targeting busy career professionals [3].

A majority of couples struggling with infertility turn to the internet for infertility-related content and to connect with others going through similar experiences [4,5]. Despite the high prevalence of male factor infertility [6], a disproportionate number of infertility investigations focus exclusively on women [7]. Similarly, most of the published data on infertility and the internet address only the experience of women [8-11]; only one recently published study [12] focuses exclusively on internet discussions on male factor infertility. Online discussion boards afford discussants with anonymity, allowing for productive conversations related to traditionally private or taboo topics. Published work on online discussion boards of such topics include sexually transmitted diseases [13], suicide [14], and psychosis [15]. Furthermore, discussants do not feel similar pressures as they might during in-person discussions; individuals can share as little or as much as they are comfortable with in this type of forum [16].

Founded in 2005, the discussion website Reddit has become one of the most popular internet destinations in the United States, with more Web traffic devoted to it than other social media websites, including Twitter and Instagram [17]. Reddit users post anonymously on subforums or subreddits related to a specific topic [18]. For example, the male infertility subreddit, r/MaleInfertility, was created "[f]or males with insufficient reproduction and those affected" with the goal of "speak[ing] openly and honestly about our sperm" [19].

Objectives
The objective of this study was to understand the concerns and experiences of discussants in this online male infertility community, to provide insight into their perceptions of interactions with health care professionals, and to explore differences in the experiences of men and their partners on the Web.

Methods
Data Extraction and Processing
We extracted all posts from the Reddit community MaleInfertility from November 2017 to October 2018 (12 months). At the time of writing, this open-access online community had 877 members [19]. Posts were extracted using BigQuery (Google LLC, Menlo Park, California), a Structured Query Language–based enterprise data analytics platform, from a dataset uploaded for public use [20]. At the time of data extraction, this time frame represented the most recent 12 months of data uploaded to BigQuery. We retrieved post title, content, author username, and date and time of publication. Posts that were empty or comprised exclusively of the text “[deleted]” or “[removed]” were excluded from analysis.

Qualitative Thematic Analysis
We performed a qualitative analysis on the extracted data using an inductive, data-driven approach for content analysis of the free-text narrative data, with grounded theory and a constant comparative method as methodology [21,22]. During open coding, one investigator (VO) carefully analyzed text from each post to identify preliminary themes. We defined our unit of analysis as an entire post, given that we were analyzing free-text data without a word limit, one post could therefore contain more than one code. These preliminary themes were then discussed among all authors. On repeat reviews of the data, themes were finalized and then further divided into subthemes for better characterization. Previous studies did not inform initial coding as we used a purely inductive approach. During our review, we also collected data on whether the post was authored by a male or a female partner; this distinction was possible as authors frequently introduced themselves, or this information could easily and reasonably be deduced through language, such as “my husband was told that...” or “my sperm count is....” If there was any ambiguity, we did not assign a gender to the author. As Reddit represents an anonymous social media forum, we were limited to deducing the gender of a participant from the content of his or her post. We also collected data on whether interventions related to male infertility were mentioned.

Consideration of Researcher Characteristics, Reflexivity, and Mitigation of Biases
The principal evaluators for this qualitative study were adult males; one is a medical student pursuing urological training, and the other two are urologists with advanced fellowship training in male reproductive medicine (andrology). Inherent biases relate to these researchers’ daily interaction with men struggling with infertility, both in the outpatient clinical and outpatient surgical realms. The researchers recognized the potential for bias in selecting themes and identifying representative discussions of male infertility from social media. Themes were discussed and agreed upon in committee by the authors.

Semantic Analysis
To conduct a semantic-based analysis, we used Language Inquiry and Word Count (LIWC) 2015, an empirically validated textual analysis program capable of translating language into quantitative metrics related to different psychological processes (affective, social, cognitive, perceptual, and others) and linguistic dimensions (parts of speech, grammar, and others) [23]. Previous studies have used LIWC 2015 for similar purposes [24-27]. For our analysis, we used the four summary variables available on LIWC 2015, which were developed and
At our consultation with the fertility clinic the doctor immediately started pushing IVF, not suggesting any drugs or any other treatments [...] She didn’t really have any answers for me and to me seemed to be more focused on female issues than male issues.

His doctor couldn’t tell him much, and couldn’t explain his morphology results at all. Obviously a great doctor.

Positive experiences related to health care professionals often centered around providing hope and reassurance:

The urologist was pretty encouraging, saying he’s only ever seen 3 people who never regained sperm, but it’s still hard to be positive and not be scared that you’ll be in that small group.

Although, I am crushed, my male infertility urologist (UCLA) to be exact told me that in about 10-20 years (give or take) stem cell technology will be able to help me father a child.

Searching for Shared Experiences

Complementing the aforementioned theme, 35% (34/97) of the posts involved Searching for Shared Experiences. Discussions that included this theme were often discussed within the context of interventions related to infertility, with 35% (34/97) of the posts mentioning such an intervention.

Only a limited subset (5/97, 5%) of posts mentioned intruterine insemination, but when this topic was featured, it was often related to searching for others who went through the process:

My wife and I have chosen a donor and will start with iui in the next few months [...] What I’ve really felt is missing or that I need is to read about other people’s experiences in this same (or similar) situation. Are there blogs or other resources about this sort of thing? I want to know how other men have dealt with his, how/if they’ve talked to people about it, etc.

Has anyone experienced this? My heart aches for my husband and our future. I cannot imagine going through with a donor sperm at this point. This is such a lonely and isolating experience.

Similar discussions featured in vitro fertilization (mentioned in 12/97, 12% of all the posts) and microdissection testicular sperm extraction (14/97, 14% of all the posts).

My wife and are undergoing IVF but I am so stressed about it not working it’s hard to enjoy. I can’t talk to anyone about it so I thought I’d try here. Any advice?

We are looking at MICRO TESE to see where to from here, worried that they will not find sperm is what is stressing me at the moment. Reading all the stories I know now that I’m not alone, that is a bit comforting.

Sharing Resources or Information

A total of 14% (14/97) of the posts were related to Sharing Resources or Information. Shared information came in the form of (1) alternative online discussion boards targeted at a group of individuals going through a similar experience, such as using donor sperm, or (2) sharing recently published, peer-reviewed

http://www.jmir.org/2020/3/e16728/
research related to male factor infertility, assisted reproductive technology, and related topics:

We need your help bringing a subreddit to life: Parents of Donor Conceived Persons [link]. It's a new subreddit for parents of children conceived using donor sperm, eggs, or embryos […] This subreddit aims to create a much needed outlet and community. It's a place to share our struggles and solutions in order to raise the best children we can. Please subscribe and share with others.

I have researched this [DNA fragmentation] for a long time and have spent so much time trying to understand all that is involved and I hope you guys find it useful […] This is a photo representation of what this looks like if you are a visual person [link to figure from peer reviewed article]

Medication Side Effects
A minority of posts (3/97, 3%) included discussions related to medication side effects, mainly clomiphene. Although 14% (14/97) of all the posts mentioned this medication, it was frequently not within the context of side effects:

Have any guys noticed weight gain while taking Clomid? If so, did it drop back off after stopping it?

Questions Related to Personal Semen Analysis
A total of 19% (18/97) of the posts featured a question related to a personal semen analysis result. Many authors expressed anxiety or a feeling that they needed to act based on their semen analysis results, especially when the results were available before an appointment with a fertility specialist.

Getting in to see the fertility doctor isn't possible until my Sonohysterogram, and our GP most likely won't know what to make of this […] Is there anything that can help increase his SA results?

I got my results back, waiting to see the doctor next week but got curious about what this means.

Many questions related to semen analysis results also emerged even after a recent visit to a health care professional to discuss their workup. Similar to the aforementioned subtheme related to negative experiences with health care professionals, authors expressed uncertainty related to the interpretation of their results by health care professionals.

I'd really like some input on these numbers. How low are they, really? Is Doc1 right on her analysis?

my urologist said that this lower morphology will impact fertility but did not provide any statistics… does anyone know the numbers behind how much worse off I am?

Semantic Analysis
A semantic analysis revealed differences in the linguistic attributes of posts authored by men vs their partners (Table 1). Posts authored by men had higher authenticity scores (Z=3.44, P<.001), suggesting a more honest or personal text, but lower clout scores (Z=-4.57, P<.001), suggesting a more tentative or anxious style of writing, compared with posts by women. No differences emerged in analytical or tone scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All</th>
<th>Men</th>
<th>Women</th>
<th>Z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical</td>
<td>56.36</td>
<td>54.18</td>
<td>47.55</td>
<td>1.38</td>
<td>.17</td>
</tr>
<tr>
<td>Authentic</td>
<td>44.09</td>
<td>57.74</td>
<td>30.63</td>
<td>3.44</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Clout</td>
<td>51.92</td>
<td>37.21</td>
<td>65.26</td>
<td>-4.57</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Tone</td>
<td>40.72</td>
<td>34.45</td>
<td>46.30</td>
<td>-0.90</td>
<td>.37</td>
</tr>
</tbody>
</table>

*Statistically significant.

In Table 1, Mann-Whitney U tests for significance were used to outline mean differences of the four summary variables between posts authored by men vs their partners. Note that mean values under the All category include data from both men and women, in addition to data from posts where author gender could not be identified.

Discussion
Principal Findings
To our knowledge, this study represents the first evaluation of a social media community focused exclusively on male infertility utilizing mixed methodology, with both a classic qualitative analysis and natural language processing methods. For many men and their partners, male factor infertility is stigmatized [33]. Online discussion boards, such as the subreddit we analyzed here, create a space for discussants to connect with others anonymously and to ask questions that they may not feel comfortable sharing in person with their physicians. Results from our analysis may inform strategies for enhanced communication with male infertility patients and their partners, both on the Web and in the clinic.

Many of this study’s findings are consistent with previous studies on online infertility discussions, which describe the struggle of infertility as a profoundly emotional and psychologically trying period in the lives and relationships of discussants [10,34]. Hanna et al [35], in a qualitative analysis of an online infertility forum, underscore that regardless of etiology, infertility represents an “emotional rollercoaster” for both partners, with strong feelings (positive and negative) on both ends of the spectrum. Perhaps attributed to our exploration of an online discussion board focused exclusively on male factor infertility, we found that discussions related to sharing personal experiences were often negative. Subthemes involving feelings
of emasculation and isolation permeated through the majority of posts we analyzed, supporting the idea that for at least a subset of men, the ability to conceive a child may be tied to their senses of masculinity and self-worth. It is interesting to note that Beeder et al [12], who also performed a content analysis of a different group of online discussions on male factor infertility, observed a similar theme: *Feelings associated with male infertility*. This theme, however, was featured in only 16% of the posts, compared with 72% of the posts in our analysis. Feelings of inadequacy were identified in less than 1% of the posts in the study by Beeder et al [12]. This discrepancy may be at least partially explained by differences in the proportion of women to men authoring the analyzed posts. Compared with over 60% of the posts authored by women in the study by Beeder et al [12], this study had fewer than 30% of the posts authored by women where gender could be identified. We found that discussants also frequently used this forum to connect with others to address these aforementioned feelings of isolation, thereby creating an opportunity for discussants to normalize each other’s experiences [34-36].

Many of the experiences shared involved interactions with health care providers; nearly 30% of these interactions were negative. Perceived poor physician communication represented the cornerstone of many of these negative experiences. In addition, almost 20% of the posts involved a question related to the interpretation of semen analysis results, even after a recent visit to a health care professional. A similar finding was reported by Beeder et al [12], where they noted that almost all the questions related to male infertility diagnosis and testing were about interpretation of semen analysis results. These findings suggest a potential role for physicians, in the office or on social media, to engage with patients and connect them to accurate resources. This engagement is particularly critical as the accuracy of health information on the Web is circumspect [37]. One study found that even websites of fertility clinics affiliated with the Society for Assisted Reproductive Technology failed to meet most of the American Medical Association’s health information guidelines [38].

Although this forum was focused on male factor infertility, both men and their partners participated in discussions. Quantitative findings from the semantic analysis reveal similarities and differences in the ways that men and women communicate on this forum. Posts by men were characterized by an overall less confident writing style (lower clout scores), compared with those authored by women. These findings are aligned with the results of a previous study by Hanna et al [35], which noted that the language men use on the Web when discussing even highly personal issues related to infertility remains constrained by norms of hegemonic masculinity. The results of our semantic analysis may reflect attitudes and behaviors that occur even outside of online discussion boards. In a study exploring the infertility experience of Polish couples, Nagorska et al [39] found that women were more likely to talk openly and confidently about infertility, whereas men found themselves acting more restrained, consistent with the lower clout scores we observed in this study. Despite these constraints, posts by men were more honest and personal (higher authenticity scores), compared with those of women, perhaps underscoring the value of anonymity on an online discussion board [40]. The finding of lower clout and higher authenticity scores is consistent with the results of our qualitative analysis, as the subtheme of *Feeling emasculated or isolated* featured posts that were authored primarily by men. Online forums may serve a particularly important role for men struggling with infertility, as men are less likely to seek in-person social support to cope with infertility stress [41]. Posts authored by men vs women did not differ in their tone (both were equally negative) or analytical scores (same degree of formality and logical thinking patterns).

Although anonymity represents a valuable benefit to participating in an online forum on infertility, it also creates difficulties in analyzing participant demographics. As only the username was available, we were limited to deducing the gender of a participant from the content of the post; this limits statistical power and perhaps introduces sampling bias to our semantic analysis. In addition, individuals who turn to the internet for health care information may be different with respect to demographics and information preferences from those who do not [42]; the results of this study should therefore be interpreted within this context. To our knowledge, the subreddit we have analyzed represents the largest community on Reddit focused within this context. To our knowledge, the subreddit we have analyzed represents the largest community on Reddit focused on male factor infertility. Future studies may consider an expanded analysis incorporating other online discussion boards that also focus on male factor infertility.

**Conclusions**

Although online discussion boards may serve patients’ needs in a different yet complementary way to their experiences with health care providers in person, this study underscored a need to enhance in-office communication, especially within the context of male factor infertility. The semantic analysis suggests that the online and in-office needs of men and their partners differ, especially with respect to infertility that is male factor in etiology. This study’s results also suggest a potential role for physicians on social media to engage with patients and connect them to accurate resources.
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Abstract

Background: Efficiently sharing health data produced during standard care could dramatically accelerate progress in cancer treatments, but various barriers make this difficult. Not sharing these data to ensure patient privacy is at the cost of little to no learning from real-world data produced during cancer care. Furthermore, recent research has demonstrated a willingness of patients with cancer to share their treatment experiences to fuel research, despite potential risks to privacy.

Objective: The objective of this study was to design, pilot, and release a decentralized, scalable, efficient, economical, and secure strategy for the dissemination of deidentified clinical and genomic data with a focus on late-stage cancer.

Methods: We created and piloted a blockchain-authenticated system to enable secure sharing of deidentified patient data derived from standard of care imaging, genomic testing, and electronic health records (EHRs), called the Cancer Gene Trust (CGT). We prospectively consented and collected data for a pilot cohort (N=18), which we uploaded to the CGT. EHR data were extracted from both a hospital cancer registry and a common data model (CDM) format to identify optimal data extraction and dissemination practices. Specifically, we scored and compared the level of completeness between two EHR data extraction formats against the gold standard source documentation for patients with available data (n=17).

Results: Although the total completeness scores were greater for the registry reports than those for the CDM, this difference was not statistically significant. We did find that some specific data fields, such as histology site, were better captured using the registry reports, which can be used to improve the continually adapting CDM. In terms of the overall pilot study, we found that CGT enables rapid integration of real-world data of patients with cancer in a more clinically useful time frame. We also developed an open-source Web application to allow users to seamlessly search, browse, explore, and download CGT data.

Conclusions: Our pilot demonstrates the willingness of patients with cancer to participate in data sharing and how blockchain-enabled structures can maintain relationships between individual data elements while preserving patient privacy, empowering findings by third-party researchers and clinicians. We demonstrate the feasibility of CGT as a framework to share...
health data trapped in silos to further cancer research. Further studies to optimize data representation, stream, and integrity are required.

(J Med Internet Res 2020;22(3):e16810) doi:10.2196/16810
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Introduction

Every patient with cancer has a unique disease composition and presentation that demands interrogation of complex imaging and genome characteristics [1,2] for personalized treatment recommendations. Currently, it is still standard to report outcomes of cancer as group averages from clinical trials treated with prospectively dictated regimens. Individual patient outcomes from real-world data could further advance personalized medicine by allowing dramatically more treatments and outcomes to be considered [3,4]. As such a health system can learn from its own data to improve its delivery of patient care [5-7]. Regulatory requirements and other restrictions prevent much patient-level data from being shared. Research progress suffers as a result. Precision medicine methodologies such as next-generation tumor DNA sequencing are now often performed in routine cancer care. Unfortunately, results are siloed in individual institutions, frustrating effective sharing or pooling of datasets [8]. Many patients with cancer, however, are willing to share their data and believe that the positive benefits outweigh the potential privacy risks: 93% of patients surveyed would be very or somewhat likely to share their data with university scientists [9].

Despite this need and patients’ willingness to share their data, robust deidentified data sharing methods are lacking. Innovative alternative strategies have been developed that aim to anonymize identifiable clinical data in a way that preserves inherent structure, such as using generative adversarial networks [10], but these have not as of yet been deployed for large-scale, multiomic discovery. One immediate challenge of creating an extensible and robust framework is identifying which data are necessary to share (and in what format), minimizing risk for patient reidentification while maximizing viable information that can lead to clinical insight. Conley et al [11] released a core set of clinical data elements that various stakeholders agreed on for cancer genomic repositories. The lack of a standard data sharing platform for clinical data arises from myriad causes, including but not limited to, incompatible data streams or formats, nonstandardized collection, conflicting business models, extraction and accessibility procedures, and privacy concerns. A centralized, curated platform operated by a single institution is not ideal due to concerns of data ownership, cost, and dissemination procedures. Trends in other fields have migrated from analyzing batched data quarterly, whether from customer Web clicks or manufacturing floor sensors, to real-time analyses. Learning cycles have been reduced from months to hours. Finally, centralized top-down data sharing efforts, although critical to research and scientific deductive understanding, have a fixed lifetime of the study, grant, or group interest.

Software standards based on health care data sharing and electronic commerce are converging to enable solutions to the compelling need to share patient health data for both care management and medical research. In 2013, the Global Alliance for Genomic Health [12] was established to enable a framework for secure, responsible, and effective clinical and genomic data sharing. In 2016, the US president unveiled the National Cancer Institute Cancer Moonshot effort to accelerate cancer research, including efforts focused on data sharing (the Public Access and Data Sharing Policy). Since then, significant progress has been made in mining and sharing medical data. The Food and Drug Administration announced a collaboration with Flatiron Health to utilize deidentified clinical data for the analysis and development of anticancer therapies outside of clinical trials in 2016. Recent studies have delivered on that promise: Agarwal et al [7] analyzed more than 7000 clinical and genomic records from the Flatiron Health network and Foundation Medicine to calculate the tumor mutation burden across cancer subtypes. Singal et al [13] demonstrated that data collected from routine clinical care of almost 30,000 patients with cancer can yield novel clinical insights, as evidenced in this case for non–small cell lung cancer.

A decentralized, scalable, efficient, economical, and secure strategy, such as blockchain technology, can fulfill requirements for effective clinical data sharing. Although not perfect in their scope [14], blockchain systems by design are secure and resistant to tampering and distributed with no single point of control or failure allowing transactions to be efficiently recorded and verified. Multiple publications have proposed the utility of blockchain technology for secure and scalable clinical data sharing [15-19], and many companies and organizations are applying blockchain platforms in health care [20]. Although the excitement surrounding the utilization of blockchain for distributing health care data is encouraging [21], many studies are private, theoretical (ie, accessing feasibility), or unsuccessful in scope. In a recent systematic review of 71 studies that discussed managing health care records via blockchain, only four actually were tested on live data [22].

Here, we develop a public demonstration of curated collection that focuses on capturing the data created over the normal course of clinical care as rapidly as possible. The Cancer Gene Trust (CGT) [23] democratizes data analysis, enabling more experts to participate and compare results, and accelerates the translation of genomic findings toward a clinically useful timescale. CGT is the first free, simple, rapid, global network to share deidentified cancer somatic mutations, radiographic and pathological images, and associated clinical data for prospectively consented patients. These data are rapidly deposited into a global off-blockchain distributed and decentralized repository. This framework not only allows for
the rapid dissemination of high yield and important data but also openly details the rigorous process for deidentification, study design, and informed patient consent. From the findings of Mello et al [9], we hypothesized that most patients are willing to consent to their data being shared if it helps expand the corpus of medical knowledge. We aim to demonstrate the utility of CGT by releasing such data from a pilot study of 18 consented patients along with an open-source and freely available application for visualization and exploration.

**Methods**

**Study Design and Recruitment**

The University of California, San Francisco (UCSF) institutional review board (IRB) approved our pilot study to consent patients for distributing their deidentified information on CGT (see Multimedia Appendix 1 for study protocol). We approached and consented 18 patients under care at UCSF Medical Center to the *Sharing Clinical and Genomic Data in Cancer Research* clinical pilot protocol (IRB #16-20857).

**The Cancer Gene Trust Framework**

CGT is a decentralized, distributed content addressable real-time database. A submission consists of a manifest containing fields and references to files by hash. Submissions may include deidentified clinical fields, a list of somatic mutations, gene expression, or any type of data relevant to a patient. Submissions are tracked per steward (ie, institution or organization) via a smart contract on the Ethereum [24] blockchain, which references the underlying data stored via hash in InterPlanetary File System (IPFS) [25]. IPFS is inherently decentralized and distributed. Any node may request data from any other node via the unique hash of the data and cache it locally. This affords organic replication of data as well as scalable access. An institution performing internal access and analysis of data may run their own IPFS server and thereby allow high-speed LAN access with only the initial request traversing the list of IPFS servers to find data matching the hash.

**Data Collection Procedures**

We carefully navigated all institutional procedures to educate and consent our patients before obtaining, formatting, and distributing deidentified patient data from our cohort (Figure 1). We performed stringent and comprehensive privacy processes to be as confident as possible so that no identifying personal health information would be shared (see Data Deidentification section). For the 18 enrolled patients, we were given permission to obtain clinical documentation from their electronic health record (EHR), their somatic mutation information, as well as any scans taken [26]. All data, including genomic, imaging, and structured EHR data (eg, treatment information), for the first cohort of consented patients are available [23]. Patients are identified by a universally unique identifier (UUID-4). The only mapping to the actual patient is securely controlled by trusted stewards; in this case, UCSF. All source code and documentation for CGT are available [27].

**Overall Workflow for Cancer Gene Trust Pipeline**

Patients are consented to agree to release their deidentified clinical (Observational Medical Outcomes Partnership [OMOP]-formatted EHR data), genomics (somatic), and imaging data on the blockchain. Stewards representing the affiliated institution then upload the data to CGT. Researchers, clinicians, patients, and the public can then retrieve the data through the Web or interface, with the data dynamically available through the PatientExploreR-CGT app.

**Genomic Data Collection**

Somatic gene sequencing of tumor specimens was ordered by the supervising physician (EC) as standard of care using either a commercial (Foundation Medicine; FMI [28]) or in-house panel (UCSF 500) [29]; 13 patients were sequenced and analyzed by Foundation Medicine [30] and 4 patients by the UCSF 500 [31] genomic panel. In the case of Foundation Medicine, we received the patient’s report in XML format. In the case of the UCSF 500, we requested a deidentified variant call file from the UCSF genomic stewards.
**Image Data Collection**

For patients with available radiograph imaging, we obtained deidentified DICOM files from the UCSF’s Picture Archiving and Communication System medical imaging system conforming to Supplement 142: Clinical Trial De-identification Basic Profile, which removes any identifying protected health information (PHI) from the images as well as any accompanying metadata. Pathology slides were obtained for each patient who had associated pathology performed at UCSF. Deidentified computed tomography (CT) and positron-emission tomography-CT scans correlating to significant changes in tumor response were uploaded for 3 patients to the CGT. Scanned pathology slides clinically utilized for diagnostic purposes were uploaded for 2 of these patients. These deidentified imaging data can be viewed publicly in their entirety on the CGT and illustrate an example collection of raw (but deidentified), clinically relevant data for public research use. Phillips scanners were used to digitize the pathology slides, and a review of PHI was completed before uploading onto CGT.

**Clinical Electronic Health Record Data Collection**

A large aspect of this project was to evaluate the most suitable and robust source of clinical data to share on CGT. For this comparison, we compared UCSF Cancer registry data, collected to meet the specifications of the Surveillance, Epidemiology, and End Results (SEER) Program, with Observational Health Data Sciences and Informatics (OHDSI) OMOP common data model (CDM) extracted from the hospital EHR. The OMOP CDM is emerging as a standard in the field of EHR research because it is a common framework in terms of both table structure and underlying vocabulary [32] and has enabled powerful research and a venue for regulatory reporting [33].

SEER is a national registry for cancer reporting and provides specific guidelines for data collection from the EHR [34]. Before SEER submission, cancer registry data are submitted to the state registry and assessed for data quality and consolidation with other records for the same patient. Registry data are collected on every cancer case admitted to a UCSF hospital for either diagnosis and/or first course or subsequent cancer treatment per California state cancer reporting law. Certified Tumor Registrars abstract and code cancer information from the EHR in a format specified by the North American Association of Central Cancer Registries’ Data Standards [35]. The data collection and coding rules for data collection are specified by the SEER Program Manual and fully abstracted within 6 months of patients’ date of first contact with the hospital.

**Registry Format**

For the first 18 patients, clinical data were requested from the cancer registrar’s office for curated data for ultimate submission to SEER via the CNExT cancer registry software. For each patient, we received an Excel export from CNExT with curated clinical data fields (Table 1). We developed a client-side single-page Web application that read in this Excel file on the research coordinators computer, filtered PHI to ensure compliance with IRB regulatory guidelines, and generated a deidentified JSON file. The primary investigator and research coordinator personally reviewed each deidentified registry file for PHI before uploading onto CGT. Depending on the timing of the patient’s presentation to the hospital relative to genetic testing, the registry data collection could be in either an incomplete suspense state or a completed abstract. Minimum data collection in a suspense case comprises patient age, gender, date of first contact, primary site, and histology. Complete cases contained additional data items related to Basis of Diagnosis and Therapeutic Agent.

### Table 1. Breakdown of data elements for registry/Observational Medical Outcomes Partnership.

<table>
<thead>
<tr>
<th>Gold Standard EHR(^a)</th>
<th>Registry field</th>
<th>OMOP table.column</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Sex</td>
<td>person.gender_concept_id</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Spanish Origin</td>
<td>person.ethnicity_concept_id</td>
</tr>
<tr>
<td>Race</td>
<td>Race</td>
<td>person.race_concept_id</td>
</tr>
<tr>
<td>Date of Diagnosis</td>
<td>Date of Diagnosis(^b)</td>
<td>condition_occurrence, condition_start_date</td>
</tr>
<tr>
<td>Basis of Diagnosis</td>
<td>Dx Confirmation DX Staging/Proc Summ(^b)</td>
<td>procedure_occurrence, procedure_occurrence_id</td>
</tr>
<tr>
<td>Cancer Site</td>
<td>Cancer Site ICD-0-3 SEER(^c) Site Group</td>
<td>condition_occurrence, condition_concept_id</td>
</tr>
<tr>
<td>Cancer Histology/Morphology</td>
<td>Cancer Histology (ICD-0-3)</td>
<td>condition_occurrence, condition_concept_id</td>
</tr>
<tr>
<td>Therapeutic Agent/Modality</td>
<td>Text/Code of Chemo At Hospital(^b)</td>
<td>drug_exposure, drug_concept_id</td>
</tr>
<tr>
<td>Beginning and End Dates of Treatment</td>
<td>Chemo Start Date/Chemo End Date(^b)</td>
<td>drug_exposure, drug_exposure_start_date, drug_exposure_end_date</td>
</tr>
</tbody>
</table>

\(^a\)EHR: electronic health record.

\(^b\)Indicates that the field is listed but no or incomplete information was populated (ie, “suspense” registry cases).

\(^c\)SEER: Surveillance, Epidemiology, and End Results.
**Observational Medical Outcomes Partnership Format**

Procuring clinical data from OMOP was a different process as it involved extraction of retrospective, routinely collected data from the EHR. The Enterprise Data Warehouse (EDW) team at UCSF is responsible for converting raw EPIC/Clarity data into the OMOP format and acted as an honest broker for this extraction process. First, we selected the tables and fields that corresponded to data elements we were consented to collect from our IRB, with buy-in from the EDW team (Table 1). No free-text fields were included. We then provided the medical record numbers (MRNs), and their corresponding CGT patient IDs, to the EDW team who then performed the deidentification process for 17 patients with available data, removing all PHI (see Multimedia Appendix 1 and below for more details). The EDW then extracted the data in the agreed-upon columns in 6 tables of interest, specifically: person, drug_exposure, condition_occurrence, procedure_occurrence, and measurement. We then performed a secondary check to verify all data were deidentified (see below), and then transformed the files (saved as TSV) into a single JSON file per patient.

**Clinical Data Scoring Methodology**

We evaluated all patients’ registry and OMOP data for completeness based on a scoring rubric we designed (see Multimedia Appendix 1 for full details) relating to certain gold-standard metrics essential for clinical data sharing (Table 1), inspired by Conley et al [11]. Data from these gold-standard metrics were captured from the true data recorded in UCSF EPIC EHR system patient records. Next, reviewers evaluated how much of these data could be identified from registry and OMOP data sources. Of the 29 data elements recommended by Conley et al [11], we were able to capture 10 of these due to their ability to be obtained without curation from OMOP and registry clinical pipelines. Simply, these data were evaluated on a scale from 0 to 5 for registry and OMOP data, with 0 representing no presence of the data element in the corresponding modality and 5 representing complete representation (values in between correspond to 20% increments of how complete the representation is). As such, for the 10 data elements, the maximum score a patient can receive per data modality is 50.

**Statistical Analysis**

To assess whether there was any significant difference between registry vs OMOP in terms of data quality capture, we performed a 2-sided Wilcoxon signed-rank test for all 17 patients who were scored according to the above methodology. We further assessed whether there was any difference at the field level, by performing the same assessment per data element (eg, Gender information). We hypothesized that although these two systems are different in terms of data collection methodologies, there should be no significant difference in total scores as both systems are organized to capture the same type of clinical data.

**Data Deidentification Procedures**

We strived to conform to the most rigorous standards for proper deidentification of all data released as determined by Health Insurance Portability and Accountability Act (HIPAA) standards (see Multimedia Appendix 1 for further discussion and complete documentation of this process).

For the OMOP EHR data, all PHI was removed on receiving the data from the honest broker, the EDW. In these files, all dates were converted into age in days since birth. We performed a secondary check to manually verify that no PHI remained in the files. For genomic data, all germ-line mutations were removed, leaving only somatic variants. No further processing was required for the DICOM images that conform to Supplement 142. Pathology scans were exported into JPEG image files with no identifying metadata or information in the image. The single-page Web application generates a UUID for every patient. The institution and CGT steward maintain an appendix of CGT IDs and UCSF MRNs to preserve the possibility of reidentification between qualified clinicians for follow-up and further research [36].

**Data Export and Sharing**

These deidentified files are uploaded to the off-blockchain store (IPFS) [25]. The off-blockchain store calculates a cryptographically strong hash (SHA-256) of the entire submission that is added to the stewards list of submissions, which is then updated in the off-blockchain store. This final step yields an updated top level cryptographically strong hash that uniquely defines the entire state of all submissions from the steward at that point in time. This final top-level hash is then submitted to the blockchain as provenance for the entire corpus of submissions from the institution. As the hash is only 256 bits in size, the cost to add to a blockchain is minimized with the bulk of the data stored uniquely in the off-blockchain store. Individual submission hashes as well as the overall steward hash may be concisely referenced toward reproducing any downstream analysis.

**Data Distribution and Access**

Submissions including all data are immediately available from any IPFS server on the internet via the submission hash. IPFS is inherently decentralized and distributed. Any node may request data from any other node via the unique hash of the data and cache it locally. An IPFS server when queried for the data associated with a hash returns it if it has it locally stored, and if not asks all of the servers it is connected to for the data. In spirit, this is similar to the Transmission Control Protocol/Internet Protocol layer of the internet whereby if a router does not talk directly to the destination it checks with all of its direct peers to see if they do. As a result, data are duplicated as a side effect of access affording organic replication and scalable access. IPFS servers speak HTTP and therefore any data can be accessed in a browser or with a few lines of code from standard bioinformatics analysis tools (eg, cBio, Galaxy, and Jupyter).

**PatientExploreR-Cancer Gene Trust: Data Visualization**

To facilitate interaction with CGT, we adapted a visualization application to browse, search, visualize, and download the clinical and genomic data shared on CGT. This application, called PatientExploreR-CGT, is adapted from our original PatientExploreR version [37]. PatientExploreR-CGT...
automatically pulls and maps all data from CGT into a user-friendly dashboard. This application is built in R (version 3.4.1) using the Shiny [38] (version 1.0.5) framework and directly interfaces with OMOP-formatted (version 5 or later) EHR data. In the front-end, the following Shiny-related packages are utilized: shinyWidgets [39], shinyjs [40], shinyalert [41], shinycssloaders [42], shinyBS [43], and shinythemes [44]. Visualizations were created using the plotly [45] and timevis [46] packages. In its backend, PatientExploreR-CGT makes use of ROMOP [47] to automatically extract and map pertinent concepts across all relevant tables (e.g., person, observation, and condition occurrence). Data processing and manipulation were facilitated by data.table [48], DT [49], rjson [50], and dplyr [51]. This app can be freely accessed [52].

## Results

### Cancer Gene Trust Pilot Study

We provide the demographics of the pilot cohort in Table 2. In our cohort, the breakdown of primary cancer was as follows: seven with pancreatic adenocarcinoma, four with cholangiocarcinoma, and one each with anal squamous carcinoma, gastric cancer, colon cancer, gastrointestinal stromal tumor, cecal cancer, and metastatic cancer of unknown primary origin. An additional patient also had metastatic cancer of unknown primary origin but without EHR data. We provide a breakdown of all such data by patient and modality in Table 3.

<table>
<thead>
<tr>
<th>Table 2. Cohort demographics and clinical information. Demographic breakdown of clinical pilot cohort.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modality</strong></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
</tr>
<tr>
<td>White</td>
</tr>
<tr>
<td>Asian</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
</tr>
<tr>
<td>Not Hispanic/Latino</td>
</tr>
<tr>
<td><strong>Status, n (%)</strong></td>
</tr>
<tr>
<td>Alive</td>
</tr>
<tr>
<td>Deceased</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
</tr>
</tbody>
</table>
### Table 3. Breakdown of Cancer Gene Trust data by patient and modality.

<table>
<thead>
<tr>
<th>CGT Public UUID</th>
<th>Clinical Registry</th>
<th>Genomics OMOP</th>
<th>Genomics FMI</th>
<th>Imaging UCSF® 500</th>
<th>Imaging CT</th>
<th>Genomics Pathology Conditions</th>
<th>OMOP® data breakdown</th>
</tr>
</thead>
<tbody>
<tr>
<td>f9b6a782-bb54-4b88-bf7e-d1a9586d9552</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1597</td>
</tr>
<tr>
<td>c2e2081-4c39-4201-8a27-7b469ed39490</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>1350</td>
<td>969</td>
</tr>
<tr>
<td>db2d5aa-4f94-4c77-8755-6b94a710c1aa</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>2389</td>
<td>1394</td>
</tr>
<tr>
<td>2fe2c5da-3965-49c4-8866-f72c0abc2417</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>930</td>
<td>654</td>
</tr>
<tr>
<td>940171e7-d358-463a-8d9a-2b2fa90c2a84</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>1179</td>
<td>624</td>
</tr>
<tr>
<td>f0314175-2d19-4146-8754-fc5ae3ab420</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>511</td>
<td>405</td>
</tr>
<tr>
<td>c7d6fac-37ea-43f8-8899-1a9f2b5f6341</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>216</td>
<td>114</td>
</tr>
<tr>
<td>ef53c164-6f45-4d3a-88f0-4509226c5571</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>51</td>
<td>14</td>
</tr>
<tr>
<td>ec3d97b-bc31-4d3-4a44-479b3d2bb58</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>811</td>
<td>505</td>
</tr>
<tr>
<td>131c602d-ad78-49c1-a699-5bcc1004cd12</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>155</td>
<td>42</td>
</tr>
<tr>
<td>cf11c31c-f4c3-48ba-9c46-66f406d0b7a1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>311</td>
<td>162</td>
</tr>
<tr>
<td>ccc2b97-912-f6b2b767-cca129ee6a56</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>51</td>
<td>10</td>
</tr>
<tr>
<td>104ec531-5d95-412e-ac72-f2cf202668e</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>36</td>
<td>10</td>
</tr>
<tr>
<td>a5627ac-3-450d-4036-ade8-99ae62a5c32</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>857</td>
<td>439</td>
</tr>
<tr>
<td>5189efbe-3382-4353-ad2f-9add0255ec28</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>875</td>
<td>276</td>
</tr>
<tr>
<td>2530e2d-bebd-46b4-81c5-8d8385192b3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>117</td>
<td>116</td>
</tr>
<tr>
<td>d199c6b-91e8-471-d1b3-53189cd64ee0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>5d3205a-3-28c4-45eb-bfd8-b32d67c3be0f</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*CGT: Cancer Gene Trust.
OMOP: Observational Medical Outcomes Partnership.
 UUID: universally unique identifier.
FMI: Foundation Medicine.
UCSF: University of California, San Francisco.
CT: computed tomography.
N/A: not applicable.*

#### Breakdown of Available Data in Cancer Gene Trust by Patient

The CGT Public ID refers to the globally unique hexadecimal identifier per patient. ✓ indicates that data are available for that particular modality per patient. For the OMOP data, the numbers reflect how many data elements are available per modality.

#### Genomic Breakdown of Cancer Gene Trust Cohort of Patients With Foundation One Reports

Of patients with genomic data, the majority (n=13) had Foundation One sequencing performed and, as such, we focus on these data for a breakdown analysis (Figure 2). Across all patients, we identified 139 mutations in 95 genes (Multimedia Appendix 1). On average, patients had 10.69 (SD 5.34) somatic variants, with the most being 21 and the fewest being 3, across different current knowledge status (ie, known pathogenic, likely pathogenic, or of unknown consequence; panel A). On average, these somatic variants were primarily unknown (panel B left), with a mean of 8.07 (SD 4.57) per patient. Patients had an average of 2.18 (SD 0.98) of known and 1.43 (SD 0.79) likely variants. In terms of their functional effect, the majority of variants were missense (83.5% (116/139), panel B right). These patients had various primary diseases, the most prevalent being pancreatic (n=4, panel C left). For these patients, biopsies were taken from various tissues of origin, the most prevalent being liver (n=5, panel C right). Please refer to Multimedia Appendix 1 for a diagram illustrating connections between tissue of origin and primary disease for these patients. We further break down the functional effect and status of variants by tissue of origin and primary disease in Multimedia Appendix 1. These, of course, should be considered in context to the number of patients by tissue of origin and primary disease. With these considerations, we still found some interesting trends. For instance, lymph node tissue of origin (n=1 patient) had the fewest variants (n=3) with no known pathological variants, whereas omentum tissue of origin had the most for a single patient (n=21) with three known pathological variants. Of course, these trends could depend on patient-specific or severity variations, and will require more patient data.
Figure 2. Breakdown of Foundation One genomics results for pilot cohort. (A) The breakdown of number of variants reported per patient stratified by their current knowledge status. (B) Breakdown of all variants for patients by effect (left) current knowledge status (right). (C) Distribution of cancer type per patient by primary disease (left) and tissue of origin (right). (D) Distribution of genes based on the current knowledge status of encompassed variants. (E) List of the most commonly recurrently mutated genes (N>1) by number of encompassed variants by status. Black dots represent number of unique patients with a variant in the gene.

Across all patients, the 95 genes contained variants with various levels of knowledge status, including overlapping domains if there were more than one variant identified per gene (panel D). Here, we also see that the majority of genes had variants of unknown significance (n=82). There were 10 genes that contained multiple variants of different knowledge classes. The most commonly mutated genes across individuals (Multimedia Appendix 1 and panel E, black dots) were KRAS and TP53 (n=5) followed by ARID1A and MLL2 (n=4). In a similar vein, MLL2 has the most unique variants identified (n=6 variants across 4 patients), followed by KRAS and TP53 (n=5 variants across 5 patients). The majority of genes with more than one carrier contained variants of unknown significance only (54% (14/26)), further exemplifying the need for combining real-world
EHR with such genomic data. We further visualize the landscape of variants of unknown significance by effect overall and on a per-patient level in Multimedia Appendix 1. We notice that for 1 patient with pancreatic cancer and tissue biopsy, for instance, there is one nonsense mutation in TGFBR2 with a current unknown knowledge status. According to TCGA GDC data portal, there are only 15 cases of primary site pancreatic cancer (TCGA-PAAD) with variants in this gene, and only two are stop-gain. Sharing data such as these with other researchers could quickly expand current knowledge status of variants and their association with disease.

Comparing Robustness of Clinical Data Procedures

To identify the most robust format of clinical data to share on CGT, we assessed whether there was a significant difference in scoring quality between two disparate data formats, specifically the prospectively collected registry and retrospectively gathered OMOP. We hypothesized that there would be no overall difference in scoring quality because both methodologies in theory should capture the main core competencies of interest.

Although we found that total score across all patients and data elements were higher for registry compared with OMOP (Table 4: 642 vs 560), this difference was not statistically significant ($P=13$, $V=44$). We further analyzed any significant discrepancies by core competency data element (Multimedia Appendix 1: Table 1 for element descriptions and source). We found no significant difference for Gender ($P=0.35$, $V=3$), Ethnicity ($P=0.17$, $V=6$), Race ($P=0.17$, $V=13$), Year of Birth ($P=0.35$, $V=3$), Basis of Diagnosis ($P=0.66$, $V=45$), Cancer Site ($P=0.09$, $V=0$), Therapeutic Agent/Modality ($P=0.17$, $V=21$), and Beginning and End Dates of Treatment ($P=0.47$, $V=20$). We did find, however, that there was a significant difference between OMOP and registry scoring for Date of Diagnosis ($P=0.004$, $V=0$), with registry having higher scores ($P=0.002$, $V=0$), and Cancer Histology ($P=0.0004$, $V=0$), with registry having higher scores ($P<0.001$, $V=0$). See Multimedia Appendix 1 for per patient, per element scores for registry and OMOP, respectively.

Break down of gold standard elements and their respective fields in registry and OMOP is given in Table 4.

| Table 4. Overall patient scores for registry vs Observational Medical Outcomes Partnership formats. |
|--------------------------------------------------|-----------------|-----------------|
| Patient                                      | Registry        | OMOP            |
| f96a782-3bf5-4be8-bf7e-d1a9586d9552          | 39              | 28              |
| c2e2e081-4c39-4201-8a27-7b469ed39490         | 41              | 34              |
| db2d85aa-f944-4e77-8755-6b94a710c1aa         | 42              | 32              |
| 2fbc25da-3965-49c4-866f-72cf0abc2417         | 48              | 30              |
| 9401717e-d358-463a-8d9a-2b2fa90c2a84         | 31              | 41              |
| f0314175d-2d19-4146-8754-fc5aed3ab420        | 29              | 39              |
| c7db6fac-37ea-43f8-8899-1af92b56341          | 15              | 33              |
| ef5c3164-6f45-4d3a-88f0-4509226c5571         | 50              | 29              |
| ec3d977b-c310-4f03-4444-f79bc3dd8b58          | 35              | 33              |
| 131cf69d-ad78-49e1-af69-5b7cc1000cd12        | 35              | 33              |
| cf1f1c31-4c43-38ba-9c46-66f060d0b7a1         | 47              | 29              |
| ccc2ba97-912f-4b62-b767-cc1a29e6a56          | 13              | 33              |
| 104ec531-5d95-41e2-ae72-6f6ff2006b8e         | 35              | 24              |
| a5627ac-3450-4036-ade8-99ae62a5c232          | 45              | 34              |
| 5189efbe-3382-4353-ad2f-9afa02552c8          | 47              | 38              |
| 2530e2d-bebd-464b-81c5-8dd835192b3           | 46              | 37              |
| d199efb0-91e8-471d-b1b5-53189cd64ee0         | 44              | 33              |
| Total                                        | 642             | 560             |

OMOP: Observational Medical Outcomes Partnership.

Total score per patient per data modality, specifically registry vs OMOP, compared with gold standard raw EHR data. Each score is the sum of all elements analyzed. Patient scores broken down by element can be found in Multimedia Appendix 1.

Developing a Clinical Narrative From Cancer Gene Trust Data

Although safely, securely, and robustly sharing clinically related patient data is an important procedure in and of itself, we want to demonstrate the power of this framework by compiling a clinical narrative solely from data shared on CGT. We elected to use patient c2e2e081-4c39-4201-8a27-7b469ed39490 as a highlighted example (see Multimedia Appendix 1 for all relevant CGT hash information for this patient). We further show how to identify these data points using PatientExploreR-CGT in the following section.
On Day 1 (26,346 days from birth), patient underwent laparoscopic cholecystectomy (at a prior institution) which confirmed moderately differentiated adenocarcinoma with mucinous features. On day 42 (26,387), pathology was reviewed at UCSF which confirmed stage at pT2Nx. On Day 75 (26,420), patient underwent open partial hepatectomy, portal lymphadenectomy, and appendectomy. An FNA of RUQ skin nodule at prior trochar site on Day 195 (26,540) identified adenocarcinoma consistent with recurrence/metastasis from primary gallbladder site. CT C/A/P on Day 196 (26,540) showed multiple new peritoneal and ventral abdominal wall soft tissue nodules suspicious for metastases.

Patient signed informed consent for CC#16457 clinical trial on Day 238 (26,583) and completed baselinescans on Day 244 (26,589; Figure 3E [left]; hash ids: QmaYX3YvzDrendfcfnK1otff1kw88stxWM8 XMUdsXKSHP [parent], Qmd7V8hS2mCtup RLYk6Qm2AMHyk6X7Y4QPTDqZe7UCUnUT [image]) which showed unchanged disease from Day 196. Patient randomized to Arm B: merestinib/placebo + cisplatin + gemcitabine (not available in OMOP data) on Day 257 (26,602) and completed Cycle 1, Day 1 cisplatin + gemcitabine on Day 260 (26,605). On Day 286 (26,631), Cycle 2, Day 8 cisplatin + gemcitabine was completed.

On Day 300, a CT C/A/P was performed (26,645; Figure 3E [right]; hash ids: QmQ6PtwhTM qw9b3SFsa1qfW79kGK71PrhrUHpKVLtxmj1i [parent], QmZmVEqNeCDuwzUDVzLWYUdbhQ2QZ ehDhkdCyCNvX8gFJF [image]) and showed stable scattered abdominal wall, peritoneal and retroperitoneal implants. Interval progression of mild intrahepatic biliary dilatation, possibly due to new soft tissue prominence at the porta hepatis, concerning for recurrence. However, unchanged small upper lobe pulmonary nodules were noted and stable disease was concluded per RECIST, with 18.18% decrease in sum of target lesion diameters.
**Figure 3.** PatientExploreR visualization app for Cancer Gene Trust (CGT). Breakdown of features available for the public PatientExploreR visualization application for CGT. (A) Landing page which has all options for browsing patients, exploring patient data, and information about CGT. This page also displays the amount of data currently compiled on CGT. (B) Browse tab for filtering for patient based on clinical concepts and/or demographics. This list is filtered by Gallbladder-related disease and patient c2e2e081-4c39-4201-8a27-7b469ed39490 was selected. (C) Explore tab that details patient’s background and clinical summary. The user can interact with clinical, genomic, and imaging data for selected patient. These data can be filtered and exported and control what is shown visually in the timeline view below. (D) Genomics data extracted and displayed from either the Foundation One or UCSF 500 report. (E) Two sample image scans that can be found via the imaging submenu or from clicking within the timeline view below. These CT scans show baseline and C3D1, 26,589 and 26,645 age in days, respectively. Baseline contrast enhanced CT of the abdomen shows a peritoneal metastasis (arrow) measuring 12×8 mm. Posttreatment contrast enhanced CT of the abdomen shows decreased size of the peritoneal metastasis (arrow) measuring 10×6 mm. (F) Timeline view of selected clinical and image data. This timeline view was produced by selecting the associated relevant medications in the Drug pull-down menu, specifically: capetibamine, cisplatin, fluorouracil, and trastuzumab. With Show Images selected, we can see what relevant medications the patient was prescribed when the images were taken. Pressing the link next to Value above, the user will be directed to all images taken during that visit, which can be viewed on an appropriate (eg, DICOM viewer) browser.
Exploring Cancer Gene Trust Data on PatientExploreR-Cancer Gene Trust

To further operationalize the CGT framework, we adapted an application called PatientExploreR to seamlessly interface with CGT to effectively explore, visualize, and download the data. We envision this application to be particularly useful for individuals without much data extraction and manipulation experience. This application requires no registration and is publicly available [52]. PatientExploreR-CGT pulls all OMOP data from CGT, maps all clinical concepts according to the CDM, and provides convenient links to genomic data as well as image data in the context of their clinical history. In Figure 3, we demonstrate the power of the visualization by showing a detailed timeline of the above patient’s treatment timeline around the time of the available CT scans.

Discussion

Overview

In this study, we have consented patients in an IRB-approved process to share deidentified EHRs, genomic, and imaging data using a blockchain-authenticated framework called CGT. Our goal of this pilot study was to demonstrate the process of patient consent to data sharing within a large public health institution as well as to create a framework that can facilitate other institutions, physicians, and patients to add their own data. The benefit of a block-chain authenticated system was more geared to decentralized access (authorization) rather than privacy or security (authentication) as all submissions are public by design. As we hypothesized, all 18 patients in the pilot study did not have reservations about sharing their data, which has been similarly demonstrated [9], and we believe patients from other institutions have similar beliefs. Patient privacy was a top priority for this project and we actively coordinated the highest-standards for deidentification processing of all data shared (see Multimedia Appendix 1 for deidentification process).

In designing the CGT, we had to overcome the existing challenges in this space, namely that this framework should be secure, efficient, and scalable while being cost-efficient, open to the public, and not owned by a single institution. We also had to determine not only which data should be shared but also the appropriate format of such data that would balance interoperability with speed of sharing. Our pilot also addresses cultural and institutional challenges, both perceived and real, including the IRB, patient consent and education, and other elements.

CGT is designed as an alternate approach to centralized data repository platforms such as Medical Information Mart for Intensive Care [53] which have enabled a slew of powerful research. Unlike these primarily static databases, CGT can facilitate rapid and continual data being shared from the clinical care system as close to the time of generation and extraction as possible. Both systems have their merits and hopefully they will be complementary in providing access to deidentified EHR data to enable personalized medicine. Furthermore, CGT enables researchers to use and interpret medical data instead of resolving disparate access methods from multiple sources or failing entirely because data are simply not available in any format. Indeed, it is our hope that CGT can facilitate research studies and enhance clinical care on a timescale not previously possible, while allowing data holders to maintain the privacy and security of individual data sources and the nonpublic subset of the data [36]. At the same time, this entire process will respect individual patient consents and cultural data sharing preferences and expectations. CGT enables aggregation of data from all consenting patients. CGT might bolster cancer research and help physicians, patients, payers, and other stakeholders make more informed decisions about the increasingly complex diagnosis and treatment of cancer as well as its reimbursement. CGT functions as a bridge between the highly regulated HIPAA environment (Figure 1) and the open World Wide Web internet environment. To alleviate concerns about data ownership, CGT is built on a decentralized, democratized blockchain format and will remain free and open.

Principal Findings

Compared with a list of gold standard data elements [11] that should be shared in such a project, we found that there was no significant difference in completeness between a prospectively collected registry and a retrospective (OMOP) procedure for clinical data. Certain data elements, however, were more robustly recorded in the registry format, specifically Date of Diagnosis and Cancer Histology. For analyses that aim to further personalize medicine, such pieces of information might be critical, and we hope the findings from this study can help improve the continually adapting OMOP model to better encode such information. These lapses could also be due to institution-specific extract, transform, load (ETL) procedures.

Each strategy has its respective benefits and weaknesses. Because registry data are manually coded, specific key pieces of information can be easily highlighted and identified. Furthermore, for registry data to be submitted to SEER, all pieces of information must be detailed, but this process is manual and time consuming, and often results in different stages of aggregation per patient. As such, we found higher levels of variance in registry records compared with those in OMOP (mean 37.77, SD 10.87 vs mean 32.94, SD 4.26), which could reflect delays in manual data aggregation (ie, suspense states) or quality. It was clear though that more patients had more complete information from registry data than OMOP, with 5 patients having more than 90% completeness cores (ie, >45 total score) in registry vs 0 in OMOP. However, by relying on the open source OMOP standard, instead of registry or a proprietary EHR structure, the barrier for distributing and sharing data is drastically lowered through reducing ETL transformation, which also lowers cost through leveraging the conversion processes already occurring in many hospital systems. Researchers recently demonstrated the power of OMOP for facilitating phenotype transfer across sites [54], which aligns well with the goal of CGT. The additional costs of time are the clinical and regulatory tasks involved in consenting patients and obtaining, anonymizing, and uploading data. This process accounts for the majority of cost which will further decrease in high volume.
Limitations

There are many limitations of this study that need to be addressed. Both the registry and OMOP EHR extract did not contain all valuable and relevant core data elements. Therefore, the comparison of data robustness cannot be extended to all gold-standard elements that ideally should be shared in such a project. As OMOP is from retrospective extraction process, there is no immediate way to automatically identify primary cancer and therapeutic efficacy, although we hope this can be mediated by subsequent incorporation of deidentified notes or new schema adaptations or developments. Similar to any curate database, data quality for both registry and OMOP is limited by those who entered it and could be affected by infrastructural biases of individuals and EHR systems [55]. In addition, the current framework is steward based, which means that there needs to be a single individual or team representative to submit data per institution. Similar to any cross-institution data link of deidentified data, there is no procedure in place to be able to map the same patient across stewards as there exists within the registry system. Although we tried to create a rule-based scoring system that is as unbiased as possible involving 2 separate reviewers, the manual scoring of data elements did contain levels of subjectivity and potential ambiguity, which is fully detailed in the Multimedia Appendix 1.

There are also risks of reidentification associated with data sharing, even beyond accidental leakage. Even for incomplete, fully deidentified data, for instance, a recent study was able to use generative copula-based method to accurately reidentify 99.98% of American individuals based on only 15 demographic attributes [56]. Of course, many of these variables used in this paper are not available in this dataset, but it is important to note as other models might be developed in the future those could be applied to the data shared. Overall, these risks need to be weighed against the stagnation associated with keeping these valuable data siloed. Not sharing all details pertaining to treatment efficacy and adverse drug effects are not in the best interests of general public and overall scientific and medical community. Despite these limitations, open scientific data sharing has been an enormous boon in many fields and we believe that CGT presents a proof of concept that useful medical data can be openly shared. We further demonstrated the feasibility and utility of this process in a pilot study and provide fully detailed steps for other institutions to consent and add their patients’ data. The ultimate success of this platform will be determined by the flow of patient data and how it can be used to facilitate discoveries and help personalize treatment.

Conclusions

Each cancer case is unique and requires as much data as possible to inform ideal treatment decisions. The more data that exist and are released can help clinicians identify ideal personalized treatment for their patients. We found the OMOP CDM is a scalable format for dissemination, although it can be improved by better information in key data element fields such as cancer histology as compared with a prospectively collected registry format. The OHDSI Oncology Working Group [12] is currently developing an extension to OMOP to support observational cancer research that better captures and records elements we found available in the registry format but not in the current OMOP implementation. We believe such an effort is invaluable to reconcile these differences and should be integrated into the future version of CGT. Put together, we hope that the CGT framework, pilot study, and interactive visualization application furthers the ideals of the cancer Moonshot project, unleashing data trapped in silos to further cancer research and reveal patterns that can help further personalize treatment.
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